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ABSTRACT: The dimerization reactions of a series of heterocyclic carbenes based on the 1,3-dimethylimidazol-2-
ylidene template were studied extensively using molecular orbital calculations. The carbenes studied were the 1,3-XY
five-membered ring heterocyclic carbenes with all 10 possible combinations of X,Y¼NCH3, PCH3, O and S. Two
different mechanisms for dimerization were studied: a direct carbene plus carbene dimerization reaction and a proton-
catalysed dimerization. The parent carbene with XY¼NN is found to be kinetically and thermodynamically stable
under both mechanisms, whereas XY¼NS is predicted to be kinetically stable under aprotic conditions. All
remaining carbenes were predicted to be not particularly stable towards dimerization. Indirect schemes for calculating
the stability of carbenes towards dimerization were found to give good estimates of the enthalpy of dimerization, but
do not take into account the activation barriers. Copyright # 2004 John Wiley & Sons, Ltd.
Supplementary electronic material for this paper is available in Wiley Interscience at http://www.interscience.
wiley.com/jpages/0894-3230/suppmat/
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INTRODUCTION


The problems associated with the isolation of free N-
heterocyclic carbenes were evident as early as the 1960s
when attempts were made by Wanzlick and Schikora to
isolate 1,3-diphenylimidazolin-2-ylidene. Although the
existence of the carbene was proposed via trapping
experiments, repeated attempts to isolate the stable free
carbene afforded the corresponding dimer as a result of
the carbene’s intrinsic high reactivity (Scheme 1).1


Resurgence in the heterocyclic carbene field sparked by
Arduengo et al.’s successful isolation of 1,3-diadamantyli-
midazol-2-ylidene2 led to the synthesis of a number of
carbenes stabilized by adjacent heteroatoms other than
nitrogen (Fig. 1).3–5 These ‘second-generation’ carbenes
appear less thermodynamically stable when compared with
the imidazol-2-ylidenes and therefore seem more prone to
dimerization. This problem has been overcome by seques-
tering the carbenic centre with steric bulk in order to
provide sufficient kinetic stability for isolation, a method
which has allowed the successful isolation of acyclic
diamino-, aminoxy- and oxythiocarbenes and also imida-
zolin-2-ylidenes and thiazol-2-ylidenes.3,4,6 Only through
appropriate protection, it seems, can carbene systems other
than diamino be isolated as ‘bottle-able’ species.


The thermodynamic susceptibility of N-heterocyclic
carbenes with regard to a number of simple intra- and
intermolecular substitution reactions has been compre-


hensively studied using theoretical methods and dimer-
ization found to be the most common factor preventing
the isolation of free carbenes.6–8 The alternative 1,2-
methyl shifts,8 1,2-hydrogen-shifts8,9 and alkyl CH in-
sertion10 have been found to be less thermodynamically
or kinetically favourable compared with dimerization.


Investigations attempting to establish the active catalytic
species in the benzoin condensation led to three proposed
pathways for carbene dimerization.11–17 The direct dimer-
ization and indirect proton-catalysed dimerization (via
addition or insertion) are illustrated in Scheme 2.


Direct carbene dimerization [Scheme 2 (i)] is regarded
as the most common mechanism for formation of the
dimer (see below). Chen and Jordan16 demonstrated via
NMR crossover experiments with thiazolium salts the
existence of an unsymmetric protonated dimer (5,
X¼NMe, Y¼ S) that supported the addition mechanism
of the proton-catalysed dimerization pathway [Scheme 2
(iib)]. Reinforcing the likelihood of an alternative to
direct carbene dimerization, Arduengo et al.3 noted that
dimerization of their bottle-able 3-diisopropylphenyl-
4,5-dimethylthiazol-2-ylidene proceeded smoothly in
the presence of trace amounts of protic acids, whereas
under aprotic conditions dimeric products could not be
detected on a time-scale of weeks. Further evidence for
rate changes of dimerization reactions in the presence of
protons is also available for diaminocarbenes.18


This is not to say that N-heterocyclic carbenes will not
dimerize in the absence of protons; in fact, equilibria
between benzoimidazol-2-ylidene and its corresponding
dimer (6) (Fig. 2) have been observed experimentally
under conditions that meticulously exclude proton
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impurities.19 No evidence for dimerization has been
observed for imidazol-2-ylidenes with the strength of
the internal C——C bond shown to be extremely weak,
even when the carbene units are constrained together via
a tether (7).20


Despite evidence that thiazol-2-ylidenes decompose
via a proton-catalysed mechanism and subsequent infor-
mation implying acid catalysis of some diaminocarbene
dimerizations, recent theoretical studies7,8,21,22 have ig-
nored this alternative pathway, opting only to study the
direct carbene dimerization route. Theoretical work on


direct carbene dimerization has attempted to correlate
various factors with the enthalpy of reaction. Singlet–
triplet splittings,7 isodesmic reaction schemes23,24 and
aromaticity7,8 have all shown a degree of correlation to
both the �H and Eact of dimerization. The absence of
a significant kinetic barrier to dimerization or a barrier
in accordance with Hammond’s postulate25 is usually
assumed.


In general, studies on heterocylic carbenes where
proton-catalysed dimerization is explored as an alterna-
tive to direct carbene dimerization have been lacking.8


Theoretical work based on simple acyclic diaminocar-
benes has referred to the possible involvement of protons
in dimerization,21 but there is no theoretical work at
present detailing proton-catalysed dimerization of cyclic
heterocyclic carbenes. Cheng and Hu7 performed the
only complete theoretical investigation of the direct
dimerization of imidazol-2-ylidene, reporting a barrier
of 19.4 kcal mol�1 (1 kcal¼ 4.184 kJ) and a reaction en-
thalpy of þ1.1 kcal mol�1. Nyulászi’s group23 have in-
vestigated the dimerization of thiazol-2-ylidene and
dithiol-2-ylidene using theoretical methods, although no
activation barriers were calculated.


Here the susceptibility of a series of five-membered
unsaturated heterocyclic carbenes to direct dimerization
was investigated [Fig. 3 (CB)]. The neighbouring atoms
were chosen as they are akin to those that have recently
been identified as stable species (Fig. 1). Additionally, the
reactivity of a subset of these carbenes (X,Y¼N, S and
O) was analysed with respect to proton-catalysed dimer-
ization and the results are compared with the direct route.


An assessment of the barriers and enthalpies of dimer-
ization via the two mechanisms was carried out using
density functional theory (DFT). Furthermore, the applic-
ability of indirect methods utilized in the recent literature
to estimate the susceptibility to dimerization was as-
sessed, with mixed results.


Scheme 1. Wanzlick’s and Schikora attempted carbene
isolation


Figure 1. Isolated carbenes showing diversity from diamino
substitution


Scheme 2. Dimerization pathways for free carbenes: (i)
direct carbeneþ carbene dimerization; (ii) proton-catalysed
dimerization [(iia) insertion mechanism and (iib) addition
mechanism]


Figure 2. Experimentally observed carbene dimers


Figure 3. The set of heterocyclic carbenes studied
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COMPUTATIONAL METHODS


All geometry optimizations were carried out at the
B3LYP26–28 density functional level of theory employing
a 6–31G(d)29 basis set. High-level energy calculations on
these optimized geometries were carried out at the
B3LYP level using a 6–311þG(2d,p)30–32 basis set and
include unscaled zero point vibrational energy (ZPVE)
corrections from frequency calculations at the lower level
of theory (giving �H0). Energies are discussed at the
B3LYP/6–311þG(2d,p)//B3LYP/6–31G(d)þZPVE le-
vel unless noted otherwise. Activation barriers (Eact) are
given as the difference between the energies of the
transition structure and precursor complex (Ets�Epc).
Singlet–triplet splittings were calculated using coupled
cluster methods33,34 at the CCSD(T)/6–311G(d,p)//
B3LYP/6–31G(d)þZPVE level using optimized geome-
tries for both the singlet and triplet species. <S2> values


for all the triplet species were acceptable, with the highest
value being 2.13 for the carbene containing P and S.


The nature of the stationary points was determined by
evaluating the Hessian matrix. All calculations were
carried out with the Gaussian 98 suite of programs.35


RESULTS AND DISCUSSION


Direct carbene dimerization


Geometries. The calculated geometries of the 10 sing-
let carbenes (CB, X,Y¼NCH3, PCH3, O and S) are
shown in Fig. 4. A subset of the molecules has been
published previously at both the MNDO36 and MP237


levels, and the results shown here are in satisfactory
agreement with the previously calculated geometries.
Experimental structures are available for NN and NS


Figure 4. Optimized singlet geometries of the XY heterocyclic carbenes (CB). Each molecule is shown from two perspectives
(top and end-on). Numbers shown in parentheses correspond to experimental structures: 1,3,4,5-tetramethylimidazol-2-
ylidene38 and 3-diisopropylphenyl-4,5-dimethylthiazol-2-ylidene3. (This figure is available in colour online)
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carbenes3,38 and the geometric parameters for the central
cores of the heterocycles calculated in the current
work are similar to the experimental values (shown in
parentheses).


While the majority of the 10 carbenes exhibit a planar
five-membered core, those heterocyclic carbenes that
contain phosphorus are buckled. Phosphorus prefers a
pyramidal conformation in each of the carbenes largely
as a result of its high inversion barrier in comparison with
nitrogen (PH3 35 vs NH3 6 kcal mol�1).39


The optimized geometries for the transition structure
(TS-DD) on the direct carbene dimerization pathway
[Scheme 2 (i)] for each of the 10 carbenes is shown in
Fig. 5.


The transition structure geometries all support the non-
least motion pathway approach of the two carbenes,
where the repulsion of lone pairs implicit in the least
motion (direct) approach is avoided and replaced by a
bonding electrophilic–nucleophilic interaction (Fig. 6).40


The non-least motion pathway also eliminates steric
interaction that would occur between exocyclic ring


substituents (i.e. methyl groups) inherent in the least
motion approach. Arduengo et al. have modeled the
dimerization of unsaturated N-heterocyclic carbenes via
the reaction of 1,3-bis(2,4,6-trimethylphenyl)imidazol-2-
ylidene with GeI2 and x-ray structural analysis of the
resulting adduct lends support to the non-least motion
pathway for singlet carbene dimerization.41


Approach of the two carbenes is not strictly perpendi-
cular to the plane of the carbenes. Whereas OO, SS and
SO do exhibit this high degree of symmetry (C2h, C2h and
Ci, respectively), the other transition structures show one
carbene attacking the other with a more side-on approach


Figure 5. Optimized transition structure geometries and point groups [B3LYP/6–31G(d)] on the direct dimerization pathway
(TS-DD). (This figure is available in colour online)


Figure 6. Carbene approach methods: (i) least motion; (ii)
non-least motion
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in order to minimize steric repulsion between the exo-
cyclic ring substituents.


The C(2)—C0(2) bond lengths in the transition struc-
tures vary in the range 1.79–3.52 Å. The cause of this is
likely to be predominantly electronic in nature, as those
heterocycles with minimal steric bulk (i.e. OO, SO and
SS) exhibit considerably longer bond lengths than the
sterically crowded NN transition structure. Alternate
transition structures for the PO, PS and NP carbenes
were located in which the methyl groups occupy different
positions (see Supplementary Material). The PO- and
NP-based structures contained two imaginary frequen-
cies unrelated to the dimerization reaction vector. One of
the additional PS transition structures located, while
lower in energy than that shown in Fig. 5, led to a less
stable dimer conformer on following the reaction vector
toward the product (see below).


The geometries of the dimer products are shown in
Fig. 7. In the cases where similar experimental structures
are available, the comparative geometric data are given in
parentheses. Calculated geometries are in good agree-
ment with the experimental data, but it should be noted
that the conformation of the experimental structure for


the NS dimer differs significantly from the calculated
conformer (Fig. 8, I). This thiazole-based dimer, obtained
by Arduengo et al.3 on dimerization of two carbene units,
is unsymmetrical in comparison with the NS dimer
shown in Fig. 7, with only one of the two nitrogen atoms
exhibiting sp3 hybridization. Strangely, this experimental
structure was easily located at B3LYP/6–31G(d) after
substitution of the backbone hydrogens (in NS-PRD) for
methyl groups (II). Hence it appears that there is a strong
structural dependence of the conformation of the NS
dimer on even the simplest backbone substitution. An
additional C2 symmetric NS dimer with methyl groups on


Figure 7. Optimized dimer geometries and point groups [B3LYP/6–31G(d)] (PRD). Numbers shown in parentheses correspond
to the average measurements in the experimental structures: bis(3,4,5-trimethylthiazol-2-ylidene)3 and tetrathiafulvalene42.
(This figure is available in colour online)


Figure 8. Experimental crystal structure for the NS dimer
[bis(3,4,5-trimethylthiazol-2-ylidene)] (I)3 and the corre-
sponding C1 minima located on the B3LYP/6–31G(d) PES
(II). (This figure is available in colour online)
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the backbone similar to that shown in Fig. 7 was also
found lying 0.46 kcal mol�1 below structure II, hence
crystal packing effects may also play a small role in
stabilizing the experimental structure I.


The dimer geometries all exhibit comparable C(2)—
C0(2) bond lengths of 1.35� 0.02 Å. Any deviation that
does exist in the bond lengths appears to be attributed to
steric strain, with those carbene units bearing two exo-
cyclic ring substituents (NN, NP and PP) having elon-
gated C—C bonds in comparison with those bearing one
or no exocyclic substituents. Nitrogen and phosphorus
both prefer to adopt non-planar (sp3) orientations, as has
been shown both experimentally3 and theoretically9 for
similar systems. Presumably this effect occurs in an
attempt to reduce steric repulsion between the nitrogen
and phosphorus exocyclic ring substituents.


In the cases where more than one geometric isomer of
the dimer could exist, calculations were performed on all
isomers to ascertain the lowest energy conformer. The
lowest energy isomers that were found all adopt similar
geometries, with the heteroatoms in opposing carbene
units trans to one another, R groups trans in the same
carbene unit and R groups cis on the same heteroatom
across carbene units (Fig. 9). Experimentally isolable
saturated analogues for both NN and PP dimers also
exhibit this exact conformation.43–45


All additional modelled conformations exhibited zero
imaginary frequencies implying true minima, whereas
dimers of other conformations exhibited one or more
imaginary frequencies, were higher in energy, or both.
The geometric data for the higher energy conformations
can be found in the Supplementary Material.


Direct dimerization potential energy surface. The
energies for the structures on the direct carbene dimer-
ization pathway [Scheme 2 (i)] are given in Table 1 and
expressed graphically in Fig. 10. The initial contact
between the two free carbene units results in a precursor
complex that is more stable than the separated reactants
at the optimization level of theory; however, single point
calculations at the higher level raise the energy of the
precursor complexes slightly above that of the reactants
when XY¼OO, SO and SS.


The dimerization of nine of the 10 XY carbenes is
exothermic although, based on previous �H and �G
calculations, entropy considerations are expected to dis-
favour dimerization by an additional 10 kcal mol�1.8,23


The dimerization enthalpy of the NN carbene is approxi-
mately thermoneutral at �0.7 kcal mol�1, a result which


Figure 9. Conformation of the lowest energy dimer
(X,Y¼NMe, O, S and PMe)


Table 1. Relative energies on pathway (i)a (direct
dimerization)


Precursor Transition Dimer
Reactants complex structure product


Carbene (RCT-DD) (PC-DD) (TS-DD) (PRD)


NN 0.0 �0.8 22.6 �0.7
NO 0.0 �3.1 9.1 �19.8
NP 0.0 �0.4 3.8 �67.0
NS 0.0 �1.3 13.7 �25.7
OO 0.0 0.3 3.2 �32.5
PO 0.0 �2.7 �1.1 �105.8
PP 0.0 �2.1 8.3 �97.0
PS 0.0 �2.7 5.0 �82.4
SO 0.0 1.0 2.4 �55.4
SS 0.0 0.4 9.4 �48.3


a All values are in kcal mol�1 and are relative to reactants.


Figure 10. Graphical representation of the direct carbene
dimerization potential energy surface (i)
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parallels findings using estimates obtained from both
direct7,8 and indirect9,23 computational methods. The
NN, NO, NS and OO carbenes are thermodynamically
more stable to dimerization than the remainder of the
carbene set, with reaction enthalpies more positive than
�32.5 kcal mol�1. The phosphorus-containing carbenes
exhibit the greatest thermodynamic driving force to
dimerization via the direct route, with their instability
likely to be associated with their expected lack of aro-
matic character as a result of sp3 hybridization of phos-
phorus in the free carbene. The large enthalpies of
dimerization exhibited by these less aromatic carbenes
agree with a number of reports that correlate
�H(dimerization) with aromaticity.7–9,23,46,47


The activation energies for dimerization (Eact) range
from almost non-existent (for SO and PO) to an appreci-
able 23.4 kcal mol�1 for NN (Table 2).


Recent studies comparing imidazol-2-ylidenes with the
less aromatic imidazolin-2-ylidenes have supported the
argument that, in addition to thermodynamic stability of
the product, high barriers to dimerization are also asso-
ciated with the aromatic character of the carbene.7,8


Increased aromaticity is associated with the increased
donation from adjacent groups into the formally empty p�
orbital, which reduces the electrophilic nature of the
carbene, a critical component in the dimerization path-
way.46,48 While in general this same trend is evident here
with the NP, PO and PS carbenes exhibiting low barriers
to dimerization, it fails to hold for the PP pathway, which
is non-aromatic but has an appreciable Eact of
10.2 kcal mol�1. This discrepancy may be attributed to
the increased steric bulk in the transition structure asso-
ciated with the four exocyclic methyl groups.


Estimating the tendency to dimerize via indirect
methods. The enthalpy of dimerization for heterocyc-
lic carbenes is available through a number of indirect
methods that avoid the overhead of large calculations on


the entire system. The isodesmic reaction scheme used by
Nyulászi et al.23 (Scheme 3, R1) and the bond dissocia-
tion energy24 (BDE) (Scheme 3, R2), which is based on
the carbene singlet–triplet splitting, both show excellent
correlation with the enthalpy of dimerization with R2


values of 0.99 and 0.93 respectively (Table 2 and Fig. 11).
This relationship demonstrates that these indirect meth-
ods are useful in estimating the enthalpy of dimerization
for the series of heterocyclic carbenes studied in this
work.


Despite this pleasing result, the likelihood of free
carbene dimerization cannot be assessed based on the
enthalpy of the reaction alone. The barrier to dimeriza-
tion (Eact) must also be taken into account when deter-
mining the likelihood of carbene dimerization, but the
indirect methods surveyed here fail to do this, instead
relying on Hammond’s postulate to estimate the barrier,
assumed to be inversely proportional to the reaction
enthalpy. Lack of correlation between �H and Eact for
the dimerization reactions (Fig. 12) shows that the
assumption of kinetic stability of carbenes based purely
on their thermodynamic stability to dimerization is not
always appropriate.


Table 2. Various properties of heterocyclic carbenes
(kcal mol�1)


Eact �H �H BDE
Carbene (dimerization) (dimerization) (R1)a (R2)b �Es–t


c


NN 23.4 �0.7 106.0 4.6 83.7
NO 12.2 �19.8 96.5 12.5 79.8
NP 4.2 �67.0 72.5 99.3 36.3
NS 15.0 �25.7 94.1 36.4 67.8
OO 2.8 �32.5 86.1 18.5 76.7
PO 1.6 �105.8 53.0 119.4 26.3
PP 10.4 �97.0 53.5 134.3 18.8
PS 7.7 �82.4 63.0 111.2 30.4
SO 1.4 �55.4 78.8 57.7 57.1
SS 9.0 �48.3 82.6 66.9 52.6


a Nyulászi et al.’s isodesmic reaction enthalpy (R1).23


b Bond dissociation energy (R2).24


c Singlet–triplet splitting (�Es–t¼Etriplet–Esinglet).


Scheme 3. Reaction schemes for indirect determination of
dimerization susceptibility


Figure 11. Correlation of BDE, �H(R1) and �Es–t with
enthalpy of dimerization
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In accordance with Hammond’s postulate,25 NN, NO
and NS carbenes exhibit late transition states, small
enthalpies of reaction and high barriers to dimerization
(23.4, 12.2 and 15.0 kcal mol�1, respectively). Despite
this, the relation between Eact and �H is not strictly
adhered to across the entire series of carbenes investi-
gated. This is not unexpected given that the steric bulk
across the series of carbenes varies markedly as we move
from the unsubstituted (OO, SO and SS) to monosub-
stituted (NS, NO, PS and PO) and disubstituted (PP, NP
and NN) carbenes. A case in point is dioxol-2-ylidene
(OO), which shows excellent thermodynamic stability
but only a small barrier to dimerization (2.8 kcal mol�1),
presumably owing in part to the lack of steric protection
of the carbene carbon. Large changes in the sterics of the
carbene7 along with significantly dissimilar transition
states49 have previously resulted in a non-conformity of
Hammond’s postulate for carbene dimerization reactions.
Prior studies where �H and Eact have shown good
correlation typically have very little variation of the
structures considered.7,8 In fact, Cheng and Hu7 only
achieved good correlation between �H and Eact after
outliers that contained considerable bulk were excluded
from the sample set.


In summary, although �H(dimerization) can be esti-
mated reasonably well based on the properties of the
carbene itself (i.e. �Es–t) and isodesmic reaction
schemes, Eact(dimerization) appears to be a function of
not only the electronic nature of the free carbene but also
the steric protection provided by the exocyclic groups,
making estimation of this quantity via indirect methods
more difficult.


Proton-catalysed dimerization


The alternative dimerization pathway proposed by
Metzger et al.11 [Scheme 2 (ii)] contains an intermediate
that can be formed through CH insertion [Scheme 2 (iia)]


or via nucleophilic attack on the carbene carbon [Scheme
2 (iib)].16 Despite rigorous searching of the potential
energy surfaces, no transition structures for the insertion
mechanism could be located for the carbenes studied
here. Although insertion of heterocyclic carbenes into
acidic CH bonds is commonly observed,50 the strongly
basic nature of the carbene51 means that formation of the
intermediate through CH insertion is unlikely. The con-
clusion that the intermediate is formed via addition rather
than insertion has been reinforced by experimental evi-
dence for thiazol-2-ylidenes and is generally accepted.16


As problems associated with the chirality of phos-
phorus would greatly complicate the potential energy
surfaces for these carbenes, and given the thermodynamic
instability of the phosphorus-containing heterocyclic
carbenes, the alternate dimerization pathway for
phosphorus-based carbenes was omitted.


Geometries. The initial step of the proton-catalysed
dimerization (PCD) pathway [see Scheme 2 (iib)] in-
volves the protonation of one carbene to form an -olium
salt. The initial precursor complexes located on the
potential energy surface are formed by a long-distance
interaction between the free carbene and the correspond-
ing -olium salt (Fig. 13). These C—H—C type com-
plexes have been isolated experimentally for the NN
precursor complex,52 with the experimental x-ray data
found to be in excellent agreement with the calculated
values. With the exception of the NO precursor complex,
all the encounter complexes exhibit the same C—H—C


Figure 12. Non-adherence to Hammond’s postulate


Figure 13. Precursor complexes (PC-PCD) on the proton-
catalysed dimerization pathway. (This figure is available in
colour online)
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hydrogen-bond geometry. On scanning from the transi-
tion structure toward the reactants on the NO potential
energy surface, an encounter complex was found that
closely resembled the transition structure. It is likely that
this low-energy minimum is facilitated by an additional
hydrogen-bonding interaction between a proton on the
methyl group of the oxazolium salt and the electronega-
tive oxygen in the carbene ring. This additional hydro-
gen-bonding interaction was not observed in any of the
other encounter structures.


The geometries of both the transition structures and
intermediates for the proton-catalysed dimerization path-
way are shown collectively in Fig. 14. No transition
structure for OO was found and no barrier between the
reactants and the intermediate was revealed in potential
energy surface scans.


The transition structure geometries are all similar and
are what might be expected from the attack of the carbene
lone pair on the formally vacant p� orbital of the C(2)
carbon of the -olium salt. The HC(2)—C0(2) bond
lengths in the transition structures range from 1.94 to
2.94 Å. As with the transition structures on the direct
dimerization pathway, the difference between these bond
lengths is likely to be predominantly electronic in nature,
with the sterically crowded NN transition structure ex-
hibiting a considerably shorter HC(2)—C0(2) bond length
than the unencumbered SO and SS transition structures.
The intermediate geometries clearly indicate that the
C(2) carbon of the -olium salt is sp3-hybridized as a
result of the attack by the approaching carbene lone pair,
whereas the nitrogen atoms of the salts in the nitrogen-
containing intermediates adopt a non-planar sp3 config-
uration as a result of disrupted electron delocalization.


Proton-catalysed dimerization potential energy
surface. All the carbenes show a thermodynamic ten-
dency to form the protonated dimer intermediate from the
carbene and salt (Table 3, Fig. 15). Given the strongly
basic nature of heterocyclic carbenes, this proceeds with
a large enthalpy of reaction (�H<�220 kcal mol�1)
reinforcing the notion that heterocyclic carbenes are
among some of the most powerful neutral Lewis bases
known.53 Based on the C—C bond lengths in the transi-
tion structures, the NN structure is late in comparison
with the others and shows the greatest barrier to forming
the intermediate (Eact¼þ15.9 kcal mol�1), in addition to
exhibiting a thermodynamic preference for the precursor
over the intermediate (þ4.2 kcal mol�1 when referenced
to ‘carbene plus salt’). Only NN and NS (9.1 kcal mol�1)
show a significant barrier to dimerization via the proton-
catalysed mechanism.


The considerable thermodynamic stability possessed
by the protonated dimer intermediates means that the
action of a strong base is required in order to abstract the
final proton to form the dimer. Any carbene present may
act as the base (Scheme 4), making the requirement of an
external base unnecessary in some cases.


The enthalpy of proton abstraction from the protonated
dimer intermediate by the corresponding free carbene is
shown in Table 4 (i.e. �H for the reaction shown in
Scheme 4). In addition to being related to the strength of


Figure 14. Transition structure (left) (TS-PCD) and inter-
mediate geometries (right) (INT-PCD) on pathway (iib)
Scheme 2. (This figure is available in colour online)
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the C—H bond in the intermediate, this energy is also
dependent on the proton affinity of the corresponding
carbene. For completeness, the calculated proton affi-
nities for all 10 carbenes studied in this work are provided
in the Supplementary Material.


The results in Table 4 clearly demonstrate that the SO
and SS intermediates, coupled with their analogous
carbenes, have a thermodynamic driving force that pre-
fers the dimer (�H¼�13.6 and �16.5 kcal mol�1, re-
spectively). Final proton abstraction in the NN carbene
case is unlikely (�H¼þ10.9 kcal mol�1) and the sig-
nificant barrier required initially to attain the dimer
(þ15.9 kcal mol�1) would probably prevent the proto-
nated dimer intermediate from being formed. Both of
these factors reinforce to make formation of the neutral
NN dimer unlikely.


Comparison of pathways


The carbenes that show considerable kinetic stability to
dimerization via the direct pathway (i.e. NN, NS and NO)
all exhibit lower activation energies in the presence of a
proton (Table 5).


In the presence of a proton catalyst, the activation
energy for dimerization of the NN carbene is reduced
from þ23.4 to þ15.9 kcal mol�1. Nonetheless, these
values suggest that NN carbenes are kinetically and
thermodynamically stable to both dimerization mechan-
isms. Experimental observations confirm this postulate,


Table 3. Relative energies for pathway (iib)a (Scheme 2)


Carbene Precursor complex TS (rel.)b Intermediateb Dimer
Carbene Reactants plus salt (PC-PCD) (TS-PCD) (INT-PCD) (PRD)


NN 0 �259.5 �275.4 �259.4 (þ15.9) �271.2 (þ4.2) �0.7
NO 0 �243.7 �260.0 �258.2 (þ1.8) �266.9 (�6.9) �19.8
NS 0 �248.8 �265.1 �256.0 (þ9.1) �272.9 (�7.8) �25.7
OO 0 �220.9 — — (� ) �253.6 (� ) �32.5
SO 0 �233.1 �251.2 �248.8 (þ2.4) �274.9 (�23.7) �55.4
SS 0 �234.9 �250.5 �245.0 (þ5.5) �266.7 (�16.2) �48.3


a Energies are in kcal mol�1 and are referenced to the reactants.
b Values in parentheses denote the energies relative to the precursor complex.


Figure 15. Graphical representation of dimerization ener-
gies on pathway (iib), *No transition structure was found for
the OO pathway (see text)


Scheme 4. Deprotonation of the protonated dimer inter-
mediate by its corresponding carbene


Table 4. Enthalpy of proton abstraction from intermediate
relative to proton affinity of the carbene (Scheme 4)


Carbene �Habstraction (kcal mol�1)


NN 10.9
NO 3.3
NS �1.6
OO 0.1
SO �13.6
SS �16.5


DIMERIZATION MECHANISMS OF HETEROCYCLIC CARBENES 307


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2005; 18: 298–309







with no recorded observations of dimer formation from
free imidazol-2-ylidenes. Indeed, in the presence of
hydrogen ions, non-tethered carbenes form a carbene–
H–carbene adduct in preference to the dimer.52


The presence of protons lowers the activation energy of
NS dimerization by 5.9 kcal mol�1 to þ9.1 kcal mol�1. It
is possible, then, that otherwise stable NS carbenes may
form the corresponding dimer in the presence of protons,
a phenomenon that has been demonstrated experimen-
tally by Arduengo et al.3


It is not surprising that heterocyclic NO carbenes are
yet to be observed, given the low barrier to direct
dimerization (12.2 kcal mol�1) and, in particular, to pro-
ton-catalysed dimerization (þ1.8 kcal mol�1), calculated
here. SS, SO and OO carbenes all exhibit a lack of kinetic
stability with respect to both dimerization mechanisms
and have an increased thermodynamic driving force for
dimerization.


It is important to note that experimentally these reac-
tions will probably only occur in a solvent, and the
characteristics of this solvent may have a profound effect
not only on the barrier to dimerization, but also on which
pathway is preferred. Reaction mixtures that rigorously
exclude protons will undergo dimerization only via a
direct mechanism, if at all. Experimentally, Hahn et al.
observed this with the dimerization of benzoimidazol-2-
ylidenes under conditions where trace Lewis acid impu-
rities are meticulously excluded.19 In protic solvents or
systems where the protonated form of the carbene is
available, both direct and proton-catalysed dimerization
mechanisms may be possible, with the preferred mechan-
ism likely to be determined by the polarity of the solvent.
A preference for proton-catalysed dimerization may
occur if the ionic transition structure is stabilized with
respect to the reactants—most likely in a highly polar
solvent, although exact susceptibilities can be accurately
estimated only via computational methods where solva-
tion effects are explicitly calculated.


Steric protection of the carbene centre via the intro-
duction of large exocyclic substituents at nitrogen may
increase the kinetic stability of a nitrogen-containing
heterocycle. This approach has allowed the successful
isolation of a number of carbenes that may otherwise
have dimerised.3,4,6 It is unlikely that we will ever
observe SS, SO and OO heterocyclic carbenes owing
to the inherent lack of kinetic and thermodynamic stabi-
lity unless elaborate steric protection for the carbene
carbon is incorporated at the 4- and 5-positions of the
ring.


CONCLUSIONS


The dimerization pathways for X,Y heterocyclic car-
benes have been investigated using density functional
theory. Imidazole-based (NN) carbenes show thermody-
namic stability and a kinetic barrier to dimerization in
both of the pathways investigated. Thiazole-based (NS)
carbenes show stability in aprotic conditions but dimer-
ization becomes more likely in the presence of hydrogen
ions. Phosphorus-containing carbenes are predicted to
have low barriers to dimerization and have an increased
thermodynamic tendency to form the dimer product,
probably owing to the sp3 hybridization of phosphorus
in the free carbene preventing aromatic stabilization.
Carbenes that lack exocyclic ring substituents (SO, OO
and SS) have low barriers to dimerization via both path-
ways, with OO showing no barrier to proton-catalysed
dimerization.


In agreement with previous investigations,16 proton-
catalysed dimerization is found to proceed via an addition
rather than an insertion mechanism. Whether or not the
protonated dimer intermediate is observed experimen-
tally relies on the relative proton affinities of the free
carbene and the protonated dimer. Observation of the SO
and SS protonated dimer intermediates is unlikely, given
the ease of proton abstraction from the respective proto-
nated dimer by the corresponding free carbene.


The proposed methods for indirectly predicting the
dimerization enthalpy extend well across the series of
heterocyclic carbenes studied here. Caution must be
exercised when suggesting that the kinetic stability of
the carbene to dimerization can be assessed using indirect
methods such as isodesmic reaction schemes and aroma-
ticity. Owing to steric differences in the range of carbenes
considered, the Hammond postulate is not strictly ad-
hered to and as a consequence the barrier to dimerization
cannot be adequately estimated.


In polar solvents, both the proton-catalysed and direct
dimerization mechanisms may be responsible for produ-
cing the final dimer with the preference depending on the
nature of the solvent. The ionic nature of the proton-
catalysed transition structure is likely to be stabilized
in highly polar solvent systems and, in the presence
of protons or protonated carbene species (i.e. -olium


Table 5. Comparison of activation energies for both
pathwaysa


Carbene Eact(DD)b Eact(PCD)c �Hdimerization


NN 23.4 15.9 �0.7
NO 12.2 1.8 �19.8
NP 4.2 — �67.0
NS 15.0 9.1 �25.7
OO 2.8 0.0d �32.5
PO 1.6 — �105.8
PP 10.4 — �97.0
PS 7.7 — �82.4
SO 1.4 2.4 �55.4
SS 9.0 5.5 �48.3


a All energy values are in kcal mol�1.
b Free carbene dimerization activation energy [pathway (i)].
c Proton-catalysed carbene dimerization [pathway (iib)].
d No barrier could be found for this dimerization reaction (see text).
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salts), a preference for proton catalysed dimerization is
expected.


Supplementary material


Computational details for all structures (Cartesian coor-
dinates energies, and the number of imaginary frequen-
cies) and calculated proton affinities for the 10 carbenes
studied in this work are available in Wiley Interscience.
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ABSTRACT: A new, simple method for the extraction of specific interaction enthalpy from the enthalpy of solvation
is proposed. It is based on empirical but very general relationships describing the non-specific solvation enthalpy. The
specific interaction enthalpy is calculated from the solution enthalpies in the solvent under consideration, cyclohexane
and tetrachloromethane. The solution enthalpy of at least one linear alkane in the solvent must also be available. The
solution enthalpies of a ‘model compound’ or homomorph are not required. This method is applicable not only for
proton-donor solutes but also for acceptor solutes such as iodine. It can be used also for solvents associated by
hydrogen bonding (e.g. alcohols). The enthalpies of specific interaction for 280 solute–solvent systems were
calculated. Solution enthalpy data were mainly obtained from the literature and partially measured by the authors.
The results were compared with literature data on complexation enthalpy. Copyright # 2004 John Wiley & Sons, Ltd.


KEYWORDS: specific interactions; hydrogen bonds; enthalpy of solution; solvent scales


INTRODUCTION


The behavior of molecules in various chemical and
biological processes is greatly affected by the solvent.
Such an influence is commonly described in terms of
intermolecular interactions which may be of non-specific
or specific type. We will consider the latter as the
localized donor–acceptor interactions (including hydro-
gen bond formation). One of the tools for the investiga-
tion of solute–solvent intermolecular interaction is the
study of transfer of the solute molecules from the ideal
gas phase to the solvent at infinite dilution. This transfer
is named the ‘solvation’ and the ‘solution’ means the
transfer to the same state but from the standard state of
the solute at a given temperature (solid, liquid or vapor).
The standard molar enthalpies of these processes are
interrelated by a simple equation:


�solvH
A=S ¼ �solnH


A=S ��vapH
A ð1Þ


where �solvH
A=S is the solvation enthalpy of the solute A


in the solvent S, �solnH
A=S is the solution enthalpy and


�vapH
A is the standard molar vaporization enthalpy of


the solute. On the other hand, the solvation enthalpy can
be regarded as the sum of non-specific solvation enthalpy
[�solvðnonspÞH


A=S] and the enthalpy of solute–solvent
specific interactions [�intðspÞH


A=S]:


�solvH
A=S ¼ �solvðnonspÞH


A=S þ�intðspÞH
A=S ð2Þ


It should be kept in mind that the augend in this equation
contains not only the non-specific solvent–solute interac-
tion enthalpy [�intðnonspÞH


A=S] but also the cavity forma-
tion term (�cavH


A=S), which reflects the partial
disconnexion of solvent–solvent interactions (both
non-specific and specific in some extent) during the
solvation:1,2


�solvðnonspÞH
A=S ¼ �cavH


A=S þ�intðnonspÞH
A=S ð3Þ


The second term in Eqn (2) is more clear and compre-
hensible. It is often of particular interest because it can be
compared with the data obtained by other methods (IR,
UV, calorimetric titration, etc.). On the other hand, in
some cases the solvent–solute specific interaction en-
thalpy is the only source of information about the hydro-
gen bonding energies. Furthermore, the data on specific
interaction enthalpy can be used for the development of
solvent basicity and acidity scales.3–6


There exist a number of approaches for the extraction
of specific interaction enthalpies from solvation enthalpy
data. They include the pure base method7 and its mod-
ification,3 the non-hydrogen bonding baseline method8


and the method of base solutes.9,10 These methods are
actually based on estimation of non-specific solvation
enthalpy in Eqn (2) using ‘model’ solutes or ‘model’
solvents. The essential inadequacy of such an approach is
the poorly founded choice of ‘models’, i.e. the substances
having the same properties as the explored solute (or
solvent) except for its ability to undergo specific inter-
action. This problem has been substantially solved in the
method of base solutes, but the application of this method
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requires the analysis of a number of solvation enthalpy
values.10


In this paper, we propose a new, very general method
for the extraction of specific interaction enthalpy from the
enthalpy of solvation. It requires the minimum of experi-
mental solution enthalpy data and does not require the
choice of certain ‘model’ compounds for a given solute.


RESULTS AND DISCUSSION


In a previous paper,11 we deduced the equation for
calculation of the enthalpy of non-specific solvation
[�solvðnonspÞH


A=S]. This equation is based on our presup-
position that the difference between the enthalpies of
non-specific interactions for some solvent S and cyclo-
hexane (as a solvent) is proportional to the same differ-
ence for tetrachloromethane and cyclohexane (as a
solvents):


�intðnonspÞH
A=S ��intðnonspÞH


A=C6H12


¼ q �intðnonspÞH
A=CCl4 ��intðnonspÞH


A=C6H12


h i
ð4Þ


where the proportionality factor q is the constant for any
range of solutes (A) in each solvent (S). It is generally
accepted that the non-specific interaction enthalpy of any
solute with saturated hydrocarbon is minimal in a range
of solvents. Therefore, the term �intðnonspÞH


A=C6H12 can be
considered as the common dispersion interaction en-
thalpy. Accordingly, the term �intðnonspÞH


A=S�
�intðnonspÞH


A=C6H12 is the additional non-specific interac-
tion enthalpy of a solute A with the solvent S.


The assumption formularized by Eqn (4) is not rigor-
ously deduced from any physical model but is based on
the results of our previous work. In particular, it was
shown that dipole12,13 and multipole14 moments of the
solutes have no effect on the non-specific solvation
enthalpy, and the dependences of the non-specific solva-
tion enthalpies in different solvents (excluding alkanes)
on the solute molar refraction are similar to one for
tetrachloromethane.12,13,15


Cyclohexane in Eqn (4) is the reference solvent. It is
essential because the calculation of the non-specific
interaction enthalpy according to Eqn (3) requires the
absolute values of cavity formation enthalpy. These data
are experimentally inaccessible but there is a method1,2


for the determination of this value relative to certain
reference solvents. Using the McGowan characteristic
volume16 (VA


x ) as the measure of the volume of a solute
molecule, this method gives the equation for calculation
of relative cavity formation enthalpy:


�cavH
A=S ��cavH


A=C6H12 ¼ �cavh
S � �cavh


C6H12
� �


VA
x


ð5Þ


where �cavh
S and �cavh


C6H12 are the specific relative
cavity formation enthalpies for solvent S and cyclo-
hexane, respectively. This value can be obtained
using the solution enthalpy of any linear alkane in the
solvent:


�cavh
S ¼ �solnH


Alkane=S


VAlkane
x


ð6Þ


Saturated hydrocarbons do not interact specifically
with a solute. The absence of specific interactions with
tetrachloromethane as a solvent is also a widely used
assumption,3,7–10 so


�solvðnonspÞH
A=C6H12 ¼ �solvH


A=C6H12 and


�solvðnonspÞH
A=CCl4 ¼ �solvH


A=CCl4 ð7Þ


By combining Eqns (3), (4), (5) and (7), the equation
for non-specific solvation enthalpy was obtained:11


�solvðnonspÞH
A=S ¼ �solvH


A=C6H12


þ
�
�cavh


S � �cavh
C6H12


�
VA
x


þ q
h
�solvH


A=CCl4 ��solvH
A=C6H12


�
�
�cavh


CCl4 � �cavh
C6H12


�
VA
x


i
ð8Þ


The proportionality factor q in this equation must be
calculated for each solvent by regression analysis.


To verify this equation, we applied it to solvation
enthalpy data obtained from the literature. Since Eqn (8)
describes the enthalpy of non-specific solvation, we
selected systems in which specific solute–solvent inter-
actions can be neglected. On this account, proton donor
solutes and solvents (water, alcohols, carbonic acids,
aniline, formamide) were excluded from the analysis.
Pyridine interacts with tetrachloromethane specifically,17


so we excluded the data where pyridine is the solute.
Tetrahydrofuran, dioxane, dialkyl ethers and triethyla-
mine probably also interact specifically with tetrachlor-
omethane because the enthalpy of solution for these
solutes is exothermic.


The list of base solutes, their solution enthalpies in
cyclohexane (�solnH


A=C6H12) and tetrachloromethane
(�solnH


A=CCl4 ), characteristic volumes (VA
x ) and vapor-


ization enthalpies (�vapH
A) are given in Table 1. Table 2


gives the specific relative cavity formation enthalpies
(�cavh


S) obtained by Eqn (6). This value was calculated
as the average for all available solution enthalpies of
alkanes (N is a number of such alkanes). The values of the
parameter q calculated by regression analysis using
Eqn (8) are given in Table 3. N is the number of solutes
for each solvent, S0 is the standard deviation and R is the
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Table 1. Base solutes and their parameters for the analysis of non-specific solvation enthalpy using Eqn (8)


Solute (A) �solnH
A=C6H12 , 298 K �solnH


A=CCl4 , 298 K VA
x �vapH


A, 298 K
(kJ mol�1) (kJ mol�1) (cm3 mol�1� 10�2) (kJ mol�1)


Acetone 9.7543 2.7029 0.5470 30.8433


Acetonitrile 15.0038 7.5735 0.4042 32.9344


Acetophenone 10.73 3.3135 1.0139 53.3944


Anisole 7.2028 1.5535 0.9160 46.8239


Anthracene 29.7045 24.5245 1.4540 101.7046


Benzaldehyde 10.2913 3.3547 0.8730 50.2148


Benzene 3.1938 0.5428 0.7164 33.8549


Benzonitrile 11.5313 4.20 0.8711 52.3048


Bromobenzene 4.4840 0.8412 0.8914 43.8146


Butanone 8.2043 1.7629 0.6879 34.8933


tert-Butyl methyl ether 6.4428 1.6328 0.8718 30.4249


Chlorobenzene 3.7740 0.6335 0.8388 40.9644


1-Chlorobutane 2.8938 0.3335 0.7946 33.5144


p-Chloronitrobenzene 25.1512 a 18.9147 1.0130 70.2912


1-Chlorooctane 2.978 0.848 1.3582 54.4348


Cyclohexane 0.00 0.7128 0.8454 33.0549


Cyclohexanone 7.4128 0.3835 0.8611 45.0649


Cyclopentanone 9.0833 1.3450 0.7202 42.7248


n-Decane 2.1638 3.0139 1.5176 51.3849


1,2-Dichlorobenzene 5.2251 1.5550 0.9612 47.7046


1,4-Dichlorobenzene 22.2051 18.2012 0.9612 64.9046


N,N-Dimethylaniline 6.4432 0.8432 1.0980 52.8346


2,2-Dimethylbutane 0.5449 1.8039 0.9540 27.7049


Diphenyl 23.8051 18.5412 1.3242 81.6046


Dimethylformamide 13.6031 3.1824 0.6468 47.7048


Dimethyl sulfoxide 17.4924 7.9126 0.6130 52.8946


n-Dodecane 2.6738 3.6439 1.7990 61.3049


Ethyl acetate 7.2826 0.1752 0.7466 35.1448


Ethylbenzene 2.9751 0.5453 0.9982 42.3754


3-Ethylpentane 0.9655 1.3455 1.0949 35.2355


Fluorobenzene 4.6040 1.0935 0.7341 35.5248


n-Heptane 1.6038 2.0928 1.0949 36.5749


2-Heptanone 6.7843 1.0539 1.1106 47.4549


4-Heptanone 7.0728 1.0539 1.1106 46.6933


Hexachlorobenzene 27.2012 24.2712 1.4508 92.0046


n-Hexadecane 3.7238 4.6939 2.3630 81.3839


n-Hexane 1.1738 1.6329 0.9540 31.5549


2-Hexanone 6.7443 1.0539 0.9676 42.8933


Iodobenzene 5.4840 1.5912 0.9746 49.6046


Mesitylene 4.1428 0.7528 1.1391 47.4939


2-Methylbutane 0.6349 1.3039 0.8131 25.2349


N-Methylpyrrole 7.905 1.5932 0.7183 40.5848


Naphthalene 23.0013 18.7512 1.0854 72.8946


Nitrobenzene 11.9228 4.8147 0.8906 55.0239


n-Nonane 1.9728 2.6428 1.3767 46.4449


2-Nonanone 6.6043 1.4228 1.3924 56.6149


5-Nonanone 6.0043 0.4628 1.3924 54.8949


n-Octane 1.7538 2.3839 1.2358 41.5149


2-Octanone 6.8043 1.1529 1.2515 51.8033


1-Octene 1.6349 1.0039 1.1928 40.5849


n-Pentane 1.0338 1.4639 0.8131 26.7449


2,4-Pentanedione 9.7523 3.2223 0.8445 43.1048


2-Pentanone 7.1143 1.3450 0.8288 38.4133


Tetrachloromethane 1.7228 0.00 0.7391 32.4344


2,2,4,4-Tetramethylpentane 0.2928 2.3028 1.3767 38.5349


2,2,4,4-Tetramethyl-3-pentanone 4.1828 0.4628 1.3924 45.3549


Toluene 2.9438 �0.1339 0.8573 37.9949


Trifluoromethylbenzene 6.9528 3.2228 0.9104 37.5728


Tri-n-butylamine 2.0925 0.8856 1.8992 69.6048


a Solvent: n-hexane.
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correlation coefficient. The experimental values of
solvation enthalpy were calculated using Eqn (1) and
literature data on enthalpy of solution.1–3,5,8,10,12,13,18–42


It must be noted that in the majority of cases the standard
deviation of calculated value of solvation enthalpy from
the experimental value is <2 kJ mol�1.


The parameter q is a solvent property and it would be
more convenient to calculate its value from correlation
with any solvent property. We analyzed the correlations
of q values in Table 3 with some solvent parameters,89


namely: function of refractive index f ðnÞ ¼ n2 � 1ð Þ=½
n2 þ 1ð Þ�, function of relative permittivity gð"rÞ ¼½
"r � 1ð Þ= "r þ 1ð Þ�, their difference gð"rÞ � f ðnÞ½ �,


Dimroth–Reichardt ETð30Þ½ � and Kamlet–Abboud–Taft
��ð Þ solvatochromic parameters and Hildebrand solubi-


lity parameter �Hð Þ. The correlation coefficients/standard
deviations were found to be �0.07/0.53, 0.62/0.42, 0.62/
0.42, 0.85/0.28, 0.79/0.33 and 0.87/0.27, respectively.
The last three solvent parameters do have some correla-
tion with q values, the Hildebrand solubility parameter
showing a slightly better correlation. Nevertheless, a
substantially better correlation (correlation coefficient
0.98 and standard deviation 0.09) can be found for the
square root of specific relative cavity formation enthal-
pies (


ffiffiffiffiffiffiffiffiffiffiffiffi
�cavhS


p
). The correlation between q and


ffiffiffiffiffiffiffiffiffiffiffiffi
�cavhS


p
is


shown in Fig. 1.


This parameter is to some extent the analogue of the
Hildebrand solubility parameter because in regular solu-
tion theory �H


2 characterizes the specific cavity formation
energy. The Hildebrand parameter reflects the overall
breaking of solvent–solvent interactions, being calculated
from the vaporization enthalpy, whereas for cavity for-
mation the breaking of some part of such interactions
only is required. The parameter


ffiffiffiffiffiffiffiffiffiffiffiffi
�cavhS


p
probably reflects


better just this part of the interactions.


Table 2. Relative cavity formation enthalpies per unit of
McGowan characteristic volume


Solvent (S) �cavh
S (kJ cm�3� 102) N


Acetone 7.65 82


Acetonitrile 10.66 621,29,34,38


Acetophenone 5.31 22


Anisole 5.69 12


Benzene 5.02 98,28,37,39


Benzonitrile 4.01 4
Benzylamine 7.85 120


Chlorobenzene 2.56 22


1-Chlorobutane 2.07 728


Cyclohexane 1.42 928,38


Cyclohexanone 4.66 22


Dibutyl ether 0.53 78,28


1,2-Dichlorobenzene 3.47 12


N,N-Dimethylacetamide 7.66 334


1,4-Dioxane 7.57 82


Dipropyl ether 0.70 1
Dimethylformamide 8.62 98,28,34,37


Dimethyl sulfoxide 13.87 68,28,34,36


Ethyl acetate 5.98 928


Mesitylene 1.10 78,28,39


Nitrobenzene 4.99 5
Nitromethane 13.74 434,38


Pyridine 6.66 4
Tetrachloromethane 1.91 828,29,39


Toluene 2.65 78,28,39


1,1,1-Trichloroethane 2.57 58,28


Triethylamine 0.43 88,28


Trifluoromethylbenzene 3.50 628,39


p-Xylene 1.31 22


Table 3. Parameters of linear regression upon Eqn (8) for
the range of solvents


Solvent (S) N q S0 R


Acetone 28 2.04� 0.05 1.52 0.969
Acetonitrile 31 2.28� 0.04 1.11 0.983
Acetophenone 9 1.72� 0.05 0.84 0.992
Anisole 7 1.96� 0.10 1.39 0.974
Benzene 53 1.60� 0.02 0.92 0.983
Benzonitrile 21 1.62� 0.03 0.69 0.988
Benzylamine 7 2.18� 0.07 1.23 0.978
Chlorobenzene 16 1.40� 0.07 1.10 0.910
1-Chlorobutane 10 1.16� 0.04 0.28 0.995
Cyclohexanone 7 1.56� 0.09 1.04 0.979
Dibutyl ether 27 0.61� 0.04 1.04 0.883
1,2-Dichlorobenzene 7 1.44� 0.06 0.93 0.984
N,N-Dimethylacetamide 15 2.12� 0.10 2.33 0.944
1,4-Dioxane 27 2.14� 0.09 2.18 0.930
Dipropyl ether 13 0.94� 0.06 1.31 0.848
Dimethylformamide 50 2.24� 0.07 2.54 0.927
Dimethyl sulfoxide 48 2.56� 0.08 2.88 0.924
Ethyl acetate 48 1.82� 0.05 1.83 0.939
Mesitylene 30 0.98� 0.05 1.12 0.946
Nitrobenzene 18 1.67� 0.07 1.60 0.969
Nitromethane 12 2.44� 0.11 1.37 0.979
Pyridine 29 2.01� 0.06 1.70 0.944
Toluene 43 1.38� 0.03 0.98 0.972
1,1,1-Trichloroethane 8 1.38� 0.07 0.43 0.993
Triethylamine 30 0.65� 0.06 1.54 0.816
Trifluoromethylbenzene 27 1.57� 0.04 0.95 0.982
p-Xylene 13 1.14� 0.06 0.89 0.947


Figure 1. Correlation of q (Table 3) with square root of
specific relative cavity formation enthalpy (calculated from
data in Table 2)
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The empirical correlation between q and
ffiffiffiffiffiffiffiffiffiffiffiffi
�cavhS


p
permits the simplification of Eqn (8) for new solvents:


�solvðnonspÞH
A=S ¼ �solvH


A=C6H12


þ �cavh
S � �cavh


C6H12
� �


VA
x


þ 0:34 þ 0:61
ffiffiffiffiffiffiffiffiffiffiffiffi
�cavhS


p� �


�
h
�solvH


A=CCl4 ��solvH
A=C6H12


�
�
�cavh


CCl4 � �cavh
C6H12


�
VA
x


i
ð9Þ


By combining Eqns (2) and (9), the specific interaction
enthalpy can be calculated. The difference in solvation
enthalpies for solute A is equal to the difference in
solution enthalpies. Hence the resulting equation is


�intðspÞH
A=S ¼ �solnH


A=S ��solnH
A=C6H12


� �cavh
S � �cavh


C6H12
� �


VA
x


� 0:34 þ 0:61
ffiffiffiffiffiffiffiffiffiffiffiffi
�cavhS


p� �


�
h
�solnH


A=CCl4 ��solnH
A=C6H12


� �cavh
CCl4 � �cavh


C6H12
� �


VA
x


i
ð10Þ


Hence the enthalpies of solution in this solvent
(�solnH


A=S), cyclohexane (�solnH
A=C6H12 ) and tetrachlor-


omethane (�solnH
A=CCl4 ) must be available for calcula-


tion the enthalpy of solute–solvent specific interaction.
The enthalpy of solution of at least one alkane in the
solvent under consideration (for calculation of �cavh


S)
must also be known.


We calculated the enthalpy of solute–solvent specific
interaction for all systems whose solution enthalpy data
were available in the literature. Partially these data and
also some solution enthalpies in cyclohexane and tetra-
chloromethane and solution enthalpies of alkanes in
some solvents were measured by authors. The results
are given in Table 4, where �intH


A=SðspÞ is the calculated
enthalpy of specific interaction, �cavh


S is the specific
enthalpy of cavity formation, �solnH


A=S is the experi-
mental value of solution enthalpy and �cH


A���S is the
complexation enthalpy obtained from literature. For each
solute the enthalpy of solution in cyclohexane
(�solnH


A=C6H12 ) and tetrachloromethane (�solnH
A=CCl4)


and the characteristic volume (VA
x ) are shown. The


specific interaction of iodine with different solvents is
charge-transfer complexation; for other solutes it is
hydrogen bonding.


The enthalpies of solute–solvent specific interaction
calculated using Eqn (10) are generally in good corre-
spondence with the literature data for complexation
enthalpy. The standard deviation of �intH


A=SðspÞ from


the middle of �cH
A���S is 2 kJ mol�1 for 82 compared


points (excluding three points for N-methylaniline). In
our opinion, some of the disagreements in these values
can be explained by the following reasons:


� The specific interaction enthalpy and complexation
enthalpy are calculated per mole of solute and com-
plex, respectively. These values must be equal only if
the degree of complexation is unity.


� Some solutes, such as aniline, probably form 1:2
complexes with solvents, whereas literature complexa-
tion enthalpies correspond to 1:1 complexes.


� Complexation enthalpy data obtained from the litera-
ture are often ambiguous. Discrepancies amounting
5–10 kJ mol�1 are often found between the results
obtained by different workers studying the same sys-
tems by the same or different methods.


� The inaccuracy of Eqn (10) is highly affected by
inaccuracies in �solnH


A=C6H12 and �solnH
A=CCl4 , espe-


cially for solvents with high �cavh
S. The precise deter-


mination of solution enthalpies in cyclohexane and
tetrachloromethane may be a non-trivial task for some
weakly soluble substances.


� In some cases the presence of specific interactions of
the solute with tetrachloromethane may not be com-
pletely excluded. Such interactions should decrease the
results for other solvents obtained using Eqn (10).


� Despite certain model concepts, which underlie this
method, Eqn (10) is principally an empirical one.


Catalan et al.3 proposed a ‘pure solvent method’ for
accurate estimation of the basicity of solvents. Being
based on solution enthalpies of pyrrole, N-methylpyrrole,
benzene and toluene, it yields ��H0


solv values. We com-
pared our results for pyrrole with these data. The correla-
tion is shown in Fig. 2. The largest deviation can be seen
for chloroform, but it is not surprising because in our
method chloroform is a proton donor whereas ��H0


solv is
a basicity scale (unlike the methods based on homo-
morphs, our method gives the overall enthalpy of all
possible solute–solvent specific interactions). Except for
this point, the correlation coefficient and standard devia-
tion are 0.98 and 1.3 kJ mol�1, respectively. The intercept
of the correlation is about 2.1 kJ mol�1. This non-zero
value is comprehensible considering that the ‘pure sol-
vent method’ gives non-zero basicities for cyclohexane
and tetrachloromethane. The slope is almost unity, con-
firming the similarity of the methods. However, our
method seems to overestimate the specific interaction
enthalpies with hexametapol and somewhat with tetra-
hydrofuran.


The rationality of the results obtained by Eqn (10) can
be confirmed by correlation with the solvent basicity (SB)
scale.6 These correlations for two solutes, 1-butanol and
chloroform, are shown in Fig. 3. The correlation coeffi-
cient/standard deviation were found to be 0.97/1.6 and
0.98/0.7, respectively.
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Table 4. Enthalpies of specific interaction �intH
A=SðspÞ


� �
(298K) calculated using Eqn (10)


Solvent (S) �cavh
S (kJ cm�3� 102) �solnH


A=S (kJ mol�1) �intH
A=SðspÞ (kJ mol�1) �cH


A���S (kJ mol�1)


Solute (A): aniline; �solnH
A=C6H12 ¼ 15.6;57 �solnH


A=CCl4 ¼ 8.7;28 VA
x ¼ 0.816


Acetone 7.65 �5.458 �11.2 �10.528


Acetonitrile 10.66 0.058 �6.0 �7.128


Anisole 5.69 1.558 �4.3 �7.959


Benzene 5.02 5.228 �0.7 �1.0;28 �6.959


Chloroform 3.47 0.732 �5.7
Dibutyl ether 0.53 2.928 �6.1 �7.528


1,2-Dichloroethane 8.56 2.128 �3.7
1,4-Dioxane 7.57 �4.658 �10.3
Dimethylformamide 8.62 �11.228 �17.0 �14.228


Dimethyl sulfoxide 13.87 �10.928 �17.4 �15.528


Ethyl acetate 5.98 �3.528 �9.3 �10.0;28 �12.959


Mesitylene 1.10 7.928 �0.2 �1.728


Pyridine 6.66 �7.432 �13.1 �10.0;28 �14.359


Toluene 2.65 5.928 �0.9 �0.928


Triethylamine 0.43 �1.828 �11.2 �13.828


Solute (A): anthracene; �solnH
A=C6H12 ¼ 29.7;13 �solnH


A=CCl4 ¼ 24.5;12 VA
x ¼ 1.454


Chloroform 3.47 20.810 �3.2
Solute (A): benzene; �solnH


A=C6H12 ¼ 3.2;38 �solnH
A=CCl4 ¼ 0.5;28 VA


x ¼ 0.7164
Chloroform 3.47 �2.03 �2.2


Solute (A): bromobenzene; �solnH
A=C6H12 ¼ 4.5;40 �solnH


A=CCl4 ¼ 0.8;12 VA
x ¼ 0.8914


Chloroform 3.47 �0.910 �1.2
Solute (A): 1-butanol; �solnH


A=C6H12 ¼ 24.5;13 �solnH
A=CCl4 ¼ 19.2;28 VA


x ¼ 0.7309
Acetone 7.65 7.210 �10.3 �9.259


Acetonitrile 10.66 10.810 �7.2
Benzene 5.02 16.928 �0.5 �2.259


Benzylamine 7.85 �4.418 �21.9
Dibutyl ether 0.53 8.528 �10.9
1,2-Dichloroethane 8.56 16.128 �1.5
Dichloromethane 7.43 14.438 �3.1
Diethyl Ether 1.59 5.338 �13.0 �12.4;59 �15.959


N,N-Dimethylacetamide 7.66 1.034 �16.4
1,4-Dioxane 7.57 8.113 �9.4 �13.059


Dimethylformamide 8.62 2.510 �15.1 �14.6;60 �16.759


Dimethyl sulfoxide 13.87 4.127 �14.6
Ethyl acetate 5.98 8.510 �8.9 �10.059


Hexametapol 4.45 �5.918 �23.3
Mesitylene 1.10 16.228 �2.4
3-Methylsulfolane 9.87 10.034 �7.8
Nitromethane 13.74 16.038 �2.7
Propylene carbonate 10.14 10.636 �7.3
Pyridine 6.66 1.335 �16.1 �17.2;60 �14.659


Toluene 2.65 16.928 �0.9
Triethylamine 0.43 �4.818 �24.4 �23.0;59 �20.559


Solute (A): chlorobenzene; �solnH
A=C6H12 ¼ 3.8;40 �solnH


A=CCl4 ¼ 0.6;35 VA
x ¼ 0.8388


Chloroform 3.47 �0.910 �1.1
Solute (A): chloroform; �solnH


A=C6H12 ¼ 2.9;38 �solnH
A=CCl4 ¼ 0.9;61 VA


x ¼ 0.6167
Acetone 7.65 �5.061 �7.1 �7.062


Acetonitrile 10.66 �1.538 �4.8
Diethyl ether 1.59 �8.138 �8.6 �7.762


1,4-Dioxane 7.57 �4.961 �7.0 �6.9;62 �9.259


Dimethyl sulfoxide 13.87 �5.527 �10.2
Nitromethane 13.74 1.138 �3.5
Pyridine 6.66 �5.561 �7.3 �10.7;62 �10.059


Tetrahydrofuran 3.28 �8.461 �9.2 �8.2;62 �15.059


Triethylamine 0.43 �13.0 �13.5 �16.0;62 �16.759


Solute (A): m-cresol; �solnH
A=C6H12 ¼ 25.2;28 �solnH


A=CCl4 ¼ 15.6;63 VA
x ¼ 0.916


Benzene 5.02 10.828 �0.5 �2.728


Dibutyl ether 0.53 �5.328 �21.8 �23.8;28 �19.263


1,2-Dichloroethane 8.56 9.428 �0.9
Dimethylformamide 8.62 �14.028 �24.4 �24.5;28 �23.063


Dimethyl sulfoxide 13.87 �12.828 �23.2 �24.9;28 �26.463


Ethyl acetate 5.98 �5.628 �16.5 �19.9;28 �13.463


Continues
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Table 4. Continued


Solvent (S) �cavh
S (kJ cm�3� 102) �solnH


A=S (kJ mol�1) �intH
A=SðspÞ (kJ mol�1) �cH


A���S (kJ mol�1)


Mesitylene 1.10 9.639 �5.4 �6.528


Toluene 2.65 10.528 �2.4 �3.528


1,1,1-Trichloroethane 2.57 10.864 �2.1
Triethylamine 0.43 �20.228 �37.0 �39.528


Solute (A): 1,2-dichlorobenzene; �solnH
A=C6H12 ¼ 5.2;13 �solnH


A=CCl4 ¼ 1.5;50 VA
x ¼ 0.9612


Chloroform 3.47 �0.210 �1.2
Solute (A): 1,4-dichlorobenzene; �solnH


A=C6H12 ¼ 22.2;13 �solnH
A=CCl4 ¼ 18.2;12 VA


x ¼ 0.9612
Chloroform 3.47 17.410 �0.2


Solute (A): cis-1,2-dichloroethene; �solnH
A=C6H12 ¼ 3.7;13 �solnH


A=CCl4 ¼ 1.6;13 VA
x ¼ 0.5922


Acetone 7.65 �3.113 �5.6
Acetonitrile 10.66 0.013 �3.6
Benzene 5.02 �0.765 �2.4
Chlorobenzene 2.56 �0.265 �1.4
1,2-Dichlorobenzene 3.47 0.365 �1.1
1,4-Dioxane 7.57 �2.713 �5.2
Dimethylformamide 8.62 �4.813 �7.7
Dimethyl sulfoxide 13.87 �3.365 �8.1
Pyridine 6.66 �2.065 �4.2


Solute (A): trans-1,2-dichloroethene; �solnH
A=C6H12 ¼ 2.4;13 �solnH


A=CCl4 ¼ 0.5;13 VA
x ¼ 0.5922


Acetone 7.65 �2.513 �4.2
Acetonitrile 10.66 0.513 �2.3
Benzene 5.02 0.265 �0.6
Chlorobenzene 2.56 0.065 �0.2
1,2-Dichlorobenzene 3.47 0.365 �0.1
1,4-Dioxane 7.57 �2.613 �4.2
Dimethylformamide 8.62 �4.813 �6.8
Dimethyl sulfoxide 13.87 �3.065 �7.1
Pyridine 6.66 �1.465 �2.7


Solute (A): N,N-dimethylaniline; �solnH
A=C6H12 ¼ 6.4;13 �solnH


A=CCl4 ¼ 0.8;32 VA
x ¼ 1.098


Chloroform 3.47 �5.432 �5.0
Solute (A): diphenyl; �solnH


A=C6H12 ¼ 23.8;13 �solnH
A=CCl4 ¼ 18.5;12 VA


x ¼ 1.3242
Chloroform 3.47 14.110 �3.6


Solute (A): diphenylamine; �solnH
A=C6H12 ¼ 29.1;66 �solnH


A=CCl4 ¼ 21.9;66 VA
x ¼ 1.424


Acetonitrile 10.66 18.066 �5.7
1,4-Dioxane 7.57 9.266 �12.6 �9.662


Dipropyl ether 0.70 12.113 �9.2
Dimethylformamide 8.62 5.966 �16.5
Dimethyl sulfoxide 13.87 8.866 �17.3
Ethyl acetate 5.98 11.366 �9.7
Pyridine 6.66 5.466 �15.9 �15.162


Tetrahydrofuran 3.28 5.066 �15.3
Toluene 2.65 17.166 �3.1


Solute (A): 2.6-di-tert-butylphenol; �solnH
A=C6H12 ¼ 19.7;67 �solnH


A=CCl4 ¼ 16.1;67 VA
x ¼ 1.9023


Acetone 7.65 12.567 �9.8
Acetonitrile 10.66 17.267 �9.4
Benzene 5.02 16.667 �2.2
1,4-Dioxane 7.57 11.267 �11.0
Dimethylformamide 8.62 7.167 �16.6
Dimethyl sulfoxide 13.87 11.467 �20.1
Ethyl acetate 5.98 12.267 �7.8
Tetrahydrofuran 3.28 5.067 �11.6


Solute (A): Dimethylformamide; �solnH
A=C6H12 ¼ 13.6;31 �solnH


A=CCl4 ¼ 3.2;24 VA
x ¼ 0.6468


Chloroform 3.47 �12.331 �11.2
Solute (A): Dimethyl sulfoxide; �solnH


A=C6H12 ¼ 17.5;24 �solnH
A=CCl4 ¼ 7.9;26 VA


x ¼ 0.613
Chloroform 3.47 �13.824 �17.8


Solute (A): ethanol; �solnH
A=C6H12 ¼ 23.3;38 �solnH


A=CCl4 ¼ 18.4;68 VA
x ¼ 0.4491


Acetone 7.65 5.310 �10.3
Acetonitrile 10.66 8.034 �7.4 �10.569


Acetophenone 5.31 7.013 �9.1
Benzonitrile 4.01 8.213 �8.2
Benzylamine 7.85 �6.213 �21.9
1,2-Dichloroethane 8.56 13.5 �2.0
Dichloromethane 7.43 12.738 �3.0
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Table 4. Continued


Solvent (S) �cavh
S (kJ cm�3� 100) �solnH


A=S (kJ mol�1) �intH
A=SðspÞ (kJ mol�1) �cH


A���S (kJ mol�1)


Diethyl ether 1.59 5.238 �12.5
N,N-Dimethylacetamide 7.66 �0.534 �16.1 �14.259


Dimethylformamide 8.62 1.334 �14.3 �16.359


Dimethyl sulfoxide 13.87 1.227 �14.3
Ethyl acetate 5.98 7.410 �8.5
3-Methylsulfolane 9.87 7.834 �7.7
Nitrobenzene 4.99 12.313 �3.8
Nitromethane 13.74 1238 �3.5
Propylene carbonate 10.14 8.536 �7.0
Pyridine 6.66 0.010 �15.8 �15.959


Solute (A): N-ethylaniline; �solnH
A=C6H12 ¼ 9.9;32 �solnH


A=CCl4 ¼ 3.9;32 VA
x ¼ 1.098


Chloroform 3.47 �2.532 �5.0
Pyridine 6.66 �5.232 �8.3


Solute (A): fluorobenzene; �solnH
A=C6H12 ¼ 4.6;40 �solnH


A=CCl4 ¼ 1.1;35 VA
x ¼ 0.7341


Chloroform 3.47 �0.910 �1.2
Solute (A): 3-fluorophenol; �solnH


A=C6H12 ¼ 20.7;26 �solnH
A=CCl4 ¼ 15.9;26 VA


x ¼ 0.7928
Benzene 5.02 7.526 �7.1 �7.117


1,2-Dichlorobenzene 3.47 11.126 �3.5
Solute (A): 1-hexanol; �solnH


A=C6H12 ¼ 24.4;13 �solnH
A=CCl4 ¼ 18.7; V


A
x ¼ 1.0127


Acetone 7.65 9.110 �9.0
Acetonitrile 10.66 13.410 �5.8
Acetophenone 5.31 8.213 �9.2
Benzonitrile 4.01 10.213 �7.1
Benzylamine 7.85 �3.113 �21.3
N,N-Dimethylacetamide 7.66 2.634 �15.5
Dimethylformamide 8.62 4.710 �13.7
Dimethyl sulfoxide 13.87 6.810 �13.9
Ethyl Acetate 5.98 9.4 �8.2
3-Methylsulfolane 9.87 11.634 �7.3
Nitrobenzene 4.99 14.113 �3.3
Nitromethane 13.74 18.034 �2.6
Propylene Carbonate 10.14 12.636 �6.4
Pyridine 6.66 2.213 �15.6
Tetrahydrofuran 3.28 5.0 �12.3


Solute (A): iodine; �solnH
A=C6H12 ¼ 29.7;70 �solnH


A=CCl4 ¼ 26.7;70 VA
x ¼ 0.625


Acetone 7.65 10.971 �15.9 �15.3;72 �15.373


Acetonitrile 10.66 20.171 �7.6 �9.6;72 �7.974


Benzene 5.02 18.875 �7.5 �6.174


Chlorobenzene 2.56 19.976 �6.1 �5.074


1,4-Dioxane 7.57 7.776 �19.1 �15.874


Dimethylformamide 8.62 0.471 �26.7 �20.9;72 �20.973


Ethyl Acetate 5.98 13.076 �13.4 �12.6;72 �12.673


Pyridine 6.66 �15.276 �41.8 �31.3;72 �37.277


Tetrahydrofuran 3.28 2.571 �23.5 �22.2;72 �24.374


Toluene 2.65 16.176 �9.9 �7.574


p-Xylene 1.31 14.671 �11.6 �9.274


Solute (A): iodobenzene; �solnH
A=C6H12 ¼ 5.5;40 �solnH


A=CCl4 ¼ 1.6;12 VA
x ¼ 0.9746


Chloroform 3.47 �0.410 �1.4
Solute (A): methanol; �solnH


A=C6H12 ¼ 24.3;13 �solnH
A=CCl4 ¼ 18.2;78 VA


x ¼ 0.3082
Acetone 7.65 3.610 �10.0 �10.559


Acetonitrile 10.66 6.210 �6.4 �9.259


Acetophenone 5.31 5.113 �9.6
Benzonitrile 4.01 7.013 �8.3
Benzylamine 7.85 �8.813 �22.3
Dichloromethane 7.43 11.638 �2.1
Diethyl ether 1.59 3.838 �13.6 �15.559


N,N-Dimethylacetamide 7.66 �2.334 �15.9
1,4-Dioxane 7.57 5.379 �8.3 �11.759


Dipropyl ether 0.7 5.913 �12.8
Dimethylformamide 8.62 �0.634 �13.8 �15.159


Dimethyl sulfoxide 13.87 �1.427 �13.3 �15.460


Ethyl acetate 5.98 5.710 �8.6 �10.259


Hexametapol 4.45 �7.118 �22.2
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Table 4. Continued


Solvent (S) �cavh
S (kJ cm�3� 102) �solnH


A=S (kJ mol�1) �intH
A=SðspÞ (kJ mol�1) �cH


A���S (kJ mol�1)


3-Methylsulfolane 9.87 5.734 �7.2
Nitrobenzene 4.99 11.013 �3.8
Nitromethane 13.74 9.338 �2.6
Propylene carbonate 10.14 6.336 �6.5
Pyridine 6.66 �1.910 �15.9 �17.6;62 �16.059


Tetrahydrofuran 3.28 3.1 �12.8
Triethylamine 0.43 �4.880 �24.1 �25.1;59 �17.659


Solute (A): methyl propiolate; �solnH
A=C6H12 ¼ 14.4;81 �solnH


A=CCl4 ¼ 7.8;66 VA
x ¼ 0.6019


Acetone 7.65 �2.966 �7.0
Acetonitrile 10.66 �0.581 �4.4
Benzene 5.02 3.081 �1.8
Dibutyl ether 0.53 2.481 �6.1
1,4-Dioxane 7.57 �2.381 �6.4
Dimethylformamide 8.62 �5.581 �9.5
Dimethyl sulfoxide 13.87 �3.581 �7.3
Ethyl acetate 5.98 �2.466 �6.9
Tetrahydrofuran 3.28 �4.681 �10.1


Solute (A): 2-methyl-2-butanol; �solnH
A=C6H12 ¼ 24.5;28 �solnH


A=CCl4 ¼ 19.2;28 VA
x ¼ 0.8718


Benzene 5.02 16.628 �1.3
Dibutyl ether 0.53 11.228 �8.1
1,2-Dichloroethane 8.56 15.028 �3.5
Dimethylformamide 8.62 3.528 �15.1
Dimethyl sulfoxide 13.87 5.428 �15.0
Ethyl acetate 5.98 8.728 �9.3
Mesitylene 1.10 14.928 �3.7
Toluene 2.65 16.328 �1.7
Triethylamine 0.43 �0.328 �19.7


Solute (A): N-methylaniline; �solnH
A=C6H12 ¼ 11.6;32 �solnH


A=CCl4 ¼ 5.6;32 VA
x ¼ 0.9571


Acetonitrile 10.66 2.166 �3.2
Chloroform 3.47 �1.532 �5.5
Dibutyl ether 0.53 1.266 �4.4
1,4-Dioxane 7.57 �2.166 �6.5
Dimethylformamide 8.62 �5.357 �9.9 �20.959


Dimethyl sulfoxide 13.87 �3.457 �9.9
Ethyl acetate 5.98 �1.466 �5.4 �14.659


Pyridine 6.66 �4.332 �8.5 �15.959


Toluene 2.65 2.666 �1.5
Solute (A): N-methylpyrrole; �solnH


A=C6H12 ¼ 7.9;5 �solnH
A=CCl4 ¼ 1.6;32 VA


x ¼ 0.7183
Chloroform 3.47 �6.23 �5.6


Solute (A): naphthalene; �solnH
A=C6H12 ¼ 23.0;13 �solnH


A=CCl4 ¼ 18.8;12 VA
x ¼ 1.0854


Chloroform 3.47 15.410 �2.8
Solute (A): 1-octanol; �solnH


A=C6H12 ¼ 24.6;13 �solnH
A=CCl4 ¼ 19.9;8 VA


x ¼ 1.295
Acetophenone 5.31 9.113 �11.2
Benzene 5.02 18.28 �1.9
Benzonitrile 4.01 10.613 �9.0
Benzylamine 7.85 �1.913 �23.9
Dibutyl ether 0.53 8.18 �11.1 �12.68


1,2-Dichloroethane 8.56 18.88 �3.6
Dimethylformamide 8.62 7.28 �15.3 �14.68


Dimethyl sulfoxide 13.87 10.78 �16.0 �15.98


Ethyl acetate 5.98 11.38 �9.4 �10.08


Mesitylene 1.10 16.98 �2.0
Nitrobenzene 4.99 14.213 �5.9
Toluene 2.65 16.88 �2.2
1.1,1-Trichloroethane 2.57 17.78 �1.3
Triethylamine 0.43 �5.18 �24.4 �26.48


Solute (A): 1-pentanol; �solnH
A=C6H12 ¼ 24.1;38 �solnH


A=CCl4 ¼ 19.1;28 VA
x ¼ 0.8718


Acetonitrile 10.66 11.634 �7.9
Benzene 5.02 17.728 �0.3
Dibutyl ether 0.53 8.328 �10.7
1,2-Dichloroethane 8.56 16.628 �2.1
N,N-Dimethylacetamide 7.66 1.934 �16.6
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Table 4. Continued


Solvent (S) �cavh
S (kJ cm�3� 102) �solnH


A=S (kJ mol�1) �intH
A=SðspÞ (kJ mol�1) �cH


A���S (kJ mol�1)


Dimethylformamide 8.62 3.834 �15.0
Dimethyl sulfoxide 13.87 5.436 �15.3
Ethyl acetate 5.98 9.528 �8.6
Mesitylene 1.10 16.328 �2.2
3-Methylsulfolane 9.87 10.734 �8.5
Nitromethane 13.74 17.034 �3.7
Propylene carbonate 10.14 11.636 �7.7
Toluene 2.65 16.839 �1.1
Triethylamine 0.43 �4.428 �23.6


Solute (A): phenol; �solnH
A=C6H12 ¼ 31.9;24 �solnH


A=CCl4 ¼ 26.2;35 VA
x ¼ 0.7751


Acetone 7.65 2.110 �22.3 �20.1;59 �21.382


Acetonitrile 10.66 9.310 �15.5 �14.2;82 �19.559


Anisole 5.69 11.810 �12.5 �13.059


Benzene 5.02 19.735 �4.6 �4.9;59 �3.883


Chloroform 3.47 18.724 �5.8
1,2-Dichloroethane 8.56 18.9 �5.6
N,N-Dimethylacetamide 7.66 �7.010 �31.4 �28.559


1,4-Dioxane 7.57 3.835 �20.6 �21.3;59 �20.935


Dipropyl ether 0.70 3.013 �23.2
Dimethylformamide 8.62 �4.635 �29.1 �26.3;59 �28.7;62 �25.584


Dimethyl sulfoxide 13.87 �3.035 �28.6 �30.1;59 �28.984


Ethyl acetate 5.98 4.135 �20.2 �20.2;59 �18.685


Mesitylene 1.10 19.339 �6.3
Pyridine 6.66 �5.935 �30.2 �30.5;59 �28.562


Tetrahydrofuran 3.28 �1.735 �26.2 �24.0;59 �23.035


Toluene 2.65 19.486 �5.3 �5.5;59 �10.335


1.1,1-Trichloroethane 2.57 19.764 �5.0
p-Xylene 1.31 20.286 �5.3 �6.6;59


Solute (A): phenylacetylene; �solnH
A=C6H12 ¼ 6;10 �solnH


A=CCl4 ¼ 1.6;10 VA
x ¼ 0.9122


Dipropyl ether 0.70 �1.613 �2.8
Solute (A): 2-Propanol; �solnH


A=C6H12 ¼ 22.8;87 �solnH
A=CCl4 ¼ 18.8; VA


x ¼ 0.59
Dimethyl sulfoxide 13.87 3.636 �15.1
Propylene carbonate 10.14 9.936 �8.1


Solute (A): N-propylaniline; �solnH
A=C6H12 ¼ 8.6;32 �solnH


A=CCl4 ¼ 3.2;32 VA
x ¼ 1.2389


Chloroform 3.47 �3.132 �5.4
Pyridine 6.66 �5.632 �9.1


Solute (A): pyrrole; �solnH
A=C6H12 ¼ 15.7;3 �solnH


A=CCl4 ¼ 9.3;3 VA
x ¼ 0.577


Acetonitrile 10.66 �1.388 �6.7 �8.2;62 �7.988


Anisole 5.69 1.43 �4.7
Benzene 5.02 3.33 �3.1
Benzonitrile 4.01 �2.23 �8.9
Chlorobenzene 2.56 5.03 �2.5
Chloroform 3.47 1.43 �5.6
Cyclohexanone 4.66 �5.83 �12.2
1,2-Dichlorobenzene 3.47 5.13 �1.9
1,4-Dioxane 7.57 �5.188 �10.8
Dipropyl ether 0.70 �3.613 �13.1
Dimethylformamide 8.62 �9.188 �14.7
Dimethyl sulfoxide 13.87 �9.33 �14.7 �17.6;59 �12.559


Ethyl acetate 5.98 �4.23 �10.2
Hexametapol 4.45 �18.53 �25.1
Nitrobenzene 4.99 0.33 �6.1
Nitromethane 13.74 1.53 �3.9
Pyridine 6.66 �8.43 �14.3 �18.0;59 �13.4;88


Tetrahydrofuran 3.28 �7.93 �15.0
Toluene 2.65 3.93 �3.6
Triethylamine 0.43 �11.13 �21.2 �24.9;59 �18.059


Solute (A): toluene; �solnH
A=C6H12 ¼ 2.9;38 �solnH


A=CCl4 ¼�0.1;39 VA
x ¼ 0.8573


Chloroform 3.47 �3.13 �2.6
Solute (A): trichloroethene; �solnH


A=C6H12 ¼ 2.5;13 �solnH
A=CCl4 ¼ 0.3;10 VA


x ¼ 0.7146
Acetone 7.65 �0.965 �2.6
Acetonitrile 10.66 1.665 �1.5
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METHODOLOGY


The data on solution enthalpies used in this paper were
mainly taken from papers listed in the tables. Some
solution enthalpy data were measured using a differential
quasi-adiabatic calorimeter. The detailed technique for
the determination of the solution enthalpies can be found
elsewhere.12,90 The volume of the calorimetric cell was
100 ml. The final solute concentration did not exceed
0.03 mol l�1. The absence of a concentration dependence
of the heat effect was controlled by successive dissolution
of weighed samples. The results were obtained as the
average of 4–6 measurements. All calorimetric data, our
own and obtained from the literature, were measured at
298 K.


For calculation of q values by Eqn (8), the latter were
converted to the form


YS ¼ qYCCl4 ð11Þ


where


YS ¼ �solvH
A=S ��solvH


A=C6H12


� �cavh
S � �cavh


C6H12
� �


VA
x


and


YCCl4 ¼ �solvH
A=CCl4 ��solvH


A=C6H12


� �cavh
CCl4 � �cavh


C6H12
� �


VA
x


The values of q were obtained from Eqn (11) by linear
regression analysis for each solvent.


Table 4. Continued


Solvent (S) �cavh
S (kJ cm�3� 102) �solnH


A=S (kJ mol�1) �intH
A=SðspÞ (kJ mol�1) �cH


A���S (kJ mol�1)


Benzene 5.02 0.365 �0.4
Chlorobenzene 2.56 �0.365 �0.2
1,2-Dichlorobenzene 3.47 �1.265 �1.4
1,4-Dioxane 7.57 �1.665 �3.3
Dimethylformamide 8.62 �3.565 �5.6
Dimethyl sulfoxide 13.87 �0.965 �5.6
Ethyl acetate 5.98 �2.265 �3.3
Pyridine 6.66 �0.965 �2.2
Tetrahydrofuran 3.28 �5.265 �5.3


Solute (A): Tri-n-butylamine; �solnH
A=C6H12 ¼ 2.1;25 �solnH


A=CCl4 ¼ 0.9;56 VA
x ¼ 1.8992


Chloroform 3.47 �11.125 �13.9


Figure 2. Correlation of specific interation enthalpy for
pyrrole with the solvents [��intðspÞH


Pyrrol=S] and data for
‘pure solvent method’ (��H0


solv)


Figure 3. Correlations of specific interation enthalpies for
1-butanol and chloroform (��intðspÞH


A=S) with SB scale of
the solvents


EXTRACTION OF SPECIFIC INTERACTION ENTHALPY 59


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2005; 18: 49–61







CONCLUSION


We have proposed a simple and very general method for
the extraction of specific interaction enthalpy from the
solvation enthalpy. It will give opportunities for obtaining
new data on hydrogen bonding enthalpies for those
systems where spectral methods can hardly be applied.
This method may be especially useful for the determina-
tion of the specific interaction enthalpy with the solvents
associated owing to intermolecular hydrogen bonding
(such as water, alcohols, carbonic acids, aniline and
formamide). It can also be used for the determination
of the enthalpy of the hydrophobic effect for non-polar
solutes.
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Gerardo R. Echevarrı́a,1* José G. Santos,2 Andrea Basagoitia2 and Francisco Garcı́a Blanco3


1Department of Physical Chemistry, University of Alcalá, E-28871 Alcalá de Henares, Spain
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3Department of Physical Chemistry, Faculty of Pharmacy, Complutensian University, E-28040 Madrid, Spain


Received 1 July 2004; revised 6 October 2004; accepted 27 October 2004


ABSTRACT: The apparent rate constants for formation (k1) and hydrolysis (k2) of the Schiff bases formed by reaction
of pyridoxal 50-phosphate with L-tryptophan were determined at various pH values, at different temperatures and at
constant ionic strength (0.1 M). Also obtained were the elementary rate constants for formation and hydrolysis of the
Schiff bases corresponding to the different chemical species present in the media, and the pK values of the Schiff’s
bases. The activation and thermodynamic parameters for the formation and hydrolysis of the Schiff’s bases also were
determined. Some of the �H0 and �S0 values for the individual processes were found to be positive. In basic
media the enthalpic factor is unfavorable but the entropic contribution leads to a negative �G0. Copyright # 2004
John Wiley & Sons, Ltd.
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INTRODUCTION


An important number of enzymes related to amino acid
metabolism require pyridoxal 50-phosphate (PLP) as
coenzyme.1–3 The first step in the formation of a Schiff
base from PLP involves an aminomethanol intermediate
by attack of the amino group on the carbon atom of the
carbonyl group of PLP. Dehydration of the aminometha-
nol gives the Schiff base in an acid-catalyzed process.4,5


Although the kinetics and mechanism of formation and
hydrolysis of the Schiff’s bases formed by PLP and various
compounds bearing amino groups, such as primary
amines, hydrazine derivatives, amino acids and polypep-
tides, have been the subject of many reports,6 very few
kinetic studies have been carried out on the reactions of
PLP or its analogues (e.g. 50-deoxypyridoxal) with amines
or amino acids as a function of pH and temperature.7–13


This paper reports the results of a study on the kinetics
of formation and hydrolysis of the Schiff bases formed by
PLP and L-tryptophan (PLP–TRP system) at variable pH
values and temperatures. The activation parameters for
both processes and the thermodynamic parameters for the
reaction are examined in terms of the elementary rate


constants for the species involved in the process (see
Scheme 1).


EXPERIMENTAL


L-Tryptophan was purchased from Sigma Chemical Co.
and pyridoxal 50-phosphate and all other chemicals used
were reagent grade and purchased from Merck.


Acetate, phosphate and carbonate buffers were used
over appropriate pH ranges. The buffer concentration
used was typically 0.02 M and the ionic strength was
maintained at 0.1 M by adding appropriate amounts of
KCl to the medium.


The PLP solutions were prepared in appropriate
buffers and stored in the dark. Their exact concentra-
tions were determined by dilution in 0.1 M HCl and
subsequent measurement of its absorbance at 295 nm
("¼ 6700 l mol�1 cm�1)14 and were found to be in the
region of 2� 10�5


M. The L-tryptophan solutions in the
concentration range 5� 10�4–2� 10�2


M were also
prepared, on a daily basis, by diluting appropriate
amounts of stock solutions in the corresponding buffer.


Kinetic measurements were carried out at various pH
values by using a Hewlett-Packard 8453 diode array
spectrophotometer and an Uvikon 941-Plus spectrophot-
ometer furnished with thermostated cells of 1 cm light
path. In each case, the reaction was started by adding a
known volume of PLP buffered solution to prethermo-
stated L-tryptophan solutions at the desired temperature
and pH.
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Pseudo first-order kinetic curves were observed (L-
tryptophan concentration was more than 10-fold larger
than PLP) by monitoring the absorbance at 435 nm due to
the Schiff base. The observed rate constants, kobs, were
determined by means of the spectrophotometer kinetic
software for first-order reactions. The difference between
the initial and final pH in the reaction cell never exceeded
0.03 units; pH measurements were made by using a
Crison pH-meter equipped with a Metrohm EA120
electrode that was calibrated previously with aqueous
buffers at 25 �C.


The overall reaction between an aldehyde and an
amine can be depicted as follows:


R1---CHO þ NH2---R2 Ð
k1


k2


R1---CH------N---R2 þ H2O ð1Þ


where k1 and k2 are the overall rate constants for forma-
tion and hydrolysis, respectively, of the Schiff base. The
procedure used to calculate these two constants is de-
scribed in detail elsewhere.7 Their ratio coincides with
the equilibrium constant (KpH¼ k1/k2).


The pKN values for L-tryptophan at the different
temperatures studied were determined potentiometrically
by titration of a solution of L-tryptophan (0.01 M) and HCl
(0.01 M) with NaOH (0.1 M) using a Radiometer autoti-
trator equipped with a PHM-62 pH-meter, an ABU-11
autoburette, a TTT-60 titrator, an REA-160 recorder, a
TTA-60 thermostatic support, a G-2040 glass electrode
and a K-4040 calomel electrode. The experimental con-
ditions used were the same as those for the kinetic
measurements. The pKN values thus obtained were 9.6,
9.3, 9.0 and 8.8 at 10, 20, 30 and 37 �C, respectively, and
were confirmed by semi-neutralization.


RESULTS


Table 1 shows the experimental results obtained at
different pH values and temperatures for the overall


rate constants for formation (k1) and hydrolysis (k2) of
the Schiff bases of PLP with L-tryptophan.


Reaction measurements could be carried out only at the
pH values shown in Table 1 because more alkaline media
resulted in intramolecular cyclization of the secondary
imine by attack of the indole group on the azomethine
carbon, which hindered the reaction and precluded ex-
amination beyond this alkalinity level.6b


As shown in Scheme 1, the overall rate constants for
formation and hydrolysis of the Schiff bases can be des-
cribed in terms of the elementary constants for the
different chemical species present in the medium at
each pH.


Table 2 gives the elementary rate constants for forma-
tion (k1


i) and hydrolysis (k2
i, kOH) and the pKiB obtained


by fitting the experimental k1, k2 and KpH values to Eqns
(2), (3) and (4) derived from Scheme 1:7


k1 ¼ k3
1 þ k2


1 � a=K3P þ k1
1 � a2= K3P � K2Pð Þ þ k0


1 � a3= K3P � K2P � K1Pð Þ
1 þ a KN= Þ 1 þ a K3P þ a2 K3P � K2Pð Þ þ a3 K3P � K2P � K1Pð Þ= �==½ð


(2)


k2 ¼ kOH þ k2
2 � a=K3B þ k1


2 � a2= K3B � K2Bð Þ þ k0
2 � a3= K3B � K2B � K1Bð Þ


1 þ a K3B þ a2 a2 K3B � K2Bð Þ þ a3 K3B � K2B � K1Bð Þ===


(3)


KpH ¼ ½1 þ a=K3B þ a2= K3B � K2Bð Þ þ a3 K3B � K2B � K1Bð Þ= �KM


1 þ a KN= Þ 1 þ a K3P þ a2 K3P � K2Pð Þ þ a3 K3P � K2P � K1Pð Þ= �==½ð
(4)


where kOH ¼ k3
2 þ k2


OH KW K3B= Þð , a ¼ 10�pH, KW is the
ionic product of water and KM is the equilibrium constant
of formation of the Schiff’s base at very high pH
¼ k3


1 k3
2


� ��
.


Note that, owing to intramolecular cyclization of the
Schiff base,6b only few experimental points were deter-
mined in the alkaline pH range; therefore, values of pK3B


and kOH are affected by a significant error.


Table 1. Kinetic parametersa for the formation and hydrolysis of the Schiff bases formed by reaction of PLP and L-tryptophan


10 �C 20 �C 30 �C 37 �C


pH k1 k2� 102 pH k1 k2� 102 pH k1 k2� 102 pH k1 k2� 102


2.80 — 30.0 2.66 — 50.4 2.88 — 162 3.95 20.0 126
3.81 — 30.0 3.91 6.06 46.8 4.00 9.72 96.7 4.89 25.6 138
4.56 5.27 18.0 3.91 5.40 47.7 4.96 18.2 96.7 5.64 54.6 216
6.04 20.8 36.0 4.96 11.7 52.5 5.76 43.5 138 6.62 169 122
6.95 35.8 24.0 5.80 29.8 77.4 6.79 118 90.6 7.18 190 72.0
7.64 43.3 12.0 6.76 73.7 55.5 7.42 150 42.6 7.94 228 15.6
7.91 46.0 5.40 7.36 83.9 30.5 8.06 153 16.8 8.67 241 —
9.06 71.6 2.30 7.99 108 5.70 8.92 165 8.50 9.34 218 19.2
9.48 69.2 2.00 8.76 112 2.50 9.78 140 28.3 9.48 172 36.0
9.75 60.3 2.20 9.16 121 2.80 — — — 9.83 181 66.0
10.30 48.5 6.30 9.47 110 4.60 — — — 9.89 193 66.0
— — — 10.17 80.3 34.8 — — — — — —


a Units: mol�1 min�1 for k1 and min�1 for k2. The estimated errors of k1 and k2 are not greater than 5%.
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DISCUSSION


Table 1 shows that at each temperature, as the pH
increases, the k1 value increases up to a maximum and
then decreases. The maxima in the k1 values are the result
of the pKN for the amino group (the fraction of free amine


increases with increasing pH) and of the sequence
k0


1 > k1
1 > k2


1 > k3
1 (the reactivity decreases with increas-


ing pH). The net balance between these opposing effects
leads to the maxima in the k1 values.


The rate-determining step of the formation of a Schiff
base is known to be the dehydration of an aminomethanol


Scheme 1


Table 2. Best kinetic constants and pK values (Scheme 1) obtained by fitting of experimental values of k1, k2 and KpH to
Eqns (2), (3) and (4)


10 �C 20 �C 30 �C 37 �C


log k0
1 6.73� 0.03 6.49� 0.03 6.57� 0.05 6.73� 0.04


log k1
1 4.91� 0.02 5.08� 0.02 5.06� 0.03 4.96� 0.03


log k2
1 2.91� 0.03 3.16� 0.03 3.22� 0.06 3.24� 0.04


log k3
1 1.60� 0.05 1.85� 0.05 2.07� 0.07 2.22� 0.04


pK1P
a 3.61 3.77 3.46 3.39


pK2P
a 6.32 6.12 6.02 6.05


pK3P
a 8.68 8.37 8.16 8.13


log k2
0 �0.74� 0.08 �0.23� 0.1 0.02� 0.1 0.03� 0.09


log k2
1 �0.23� 0.04 0.13� 0.1 0.54� 0.13 0.80� 0.07


log k2
2 �1.85� 0.08 �1.37� 0.13 �1.05� 0.2 �0.94� 0.2


log kOH 0.041� 0.10 0.46� 0.17 0.21� 0.28 0.44� 0.07
pK1B 5.85� 0.18 5.85� 1.1 5.73� 0.28 5.89� 0.32
pK2B 6.88� 0.17 6.55� 1.1 6.23� 0.28 6.05� 0.30
pK3B 11.7� 2.5 11.3� 4.2 10.7� 1.0 10.46� 0.42
log kM 1.68� 0.03 1.72� 0.08 1.76� 0.03 1.86� 0.04
pKN 9.60 9.30 9.00 8.80


a From refs 7 and 15.
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intermediate formed by attack of the amine on the
carbonyl group.4,5 The increase in ki1 with decreasing
pH observed at all the temperatures used (Table 2) is due
to the involvement of all the protonable groups in PLP in
intramolecular acid catalysis on the formation of the
Schiff base. The linear Brønsted plot (Fig. 1) confirms
the intramolecular acid catalysis; the values of �¼ 0.71–
0.75 are similar to those reported for the formation of
Schiff bases of PLP with amines and amino acids.6,7,13,16


On the other hand, experiments carried out by Llor
et al.17,18 exclude the possible influence of general
acid catalysis on this reaction by the buffer systems. A
similar observation was made by Auld and Bruice19,20 in
the Schiff base formation from 3-hydroxypyridine-4-
carbaldehyde.


The rate constant k2
2 is the smallest among the hydro-


lysis constants obtained at each temperature (Table 2).
Accordingly, species B2 is the most stable against hydro-
lysis by water: because its imine nitrogen is protonated, it
forms a hydrogen bond with the 3-phenoxy group on the
pyridine ring.21 In other words, the incorporation of a
proton in B3 stabilizes the Schiff base; on the other hand,
the incorporation of the second proton to form B2


facilitates its hydrolysis by water. Figure 2 shows the
calculated curves of log k2 vs. pH at three different
temperatures. It can be observed that the minimum shifts
from pH 9.2 at 10 �C to pH 8.5 at 37 �C; this shift can be
due to a greater shift for pK3B than for pK2B with
temperature (see Table 2), in the same way as the shift
described by solvent polarity.22


Table 2 also shows the pK values for the various forms
of the Schiff’s bases. As can be seen, pK1B is very similar
throughout the temperature range studied. This is quite


consistent with expectation because the pK values for
phosphoric acid are known to be independent of tem-
perature.23 However, pK2B decreases with an increase in
temperature. This behavior corresponds to the deprotona-
tion of pyridinic nitrogen, as reported for the Schiff’s
bases of PLP with n-hexylamine,7 PLP with GABA13 and
50-deoxypyridoxal with n-hexylamine.8


The Arrhenius and Eyring plots of the rate constants ki1
and ki1 obtained (Fig. 3) allow calculation of the energy of
activation (Ea) and activation parameters (�H� and
�S� ) of the elementary processes of formation and


Figure 1. Brønsted plots for the PLP–TRP system at different temperatures


Figure 2. Plot of log k2 vs. pH for the Schiff bases of
pyridoxal 50-phosphate and L-tryptophan at different tem-
peratures. Points calculated using Eqn (3) and data from
Table 2
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hydrolysis of the Schiff bases (see Table 3). The k3
2 values


were obtained from the relation KM¼ k3
1=k


3
2 (see Scheme


1). As can be observed in Table 2, the k1
0 values are


nearly constant in temperature, suggesting very low
Ea(k


0
1) and �H� (k0


1) values in acid media.
As can be seen, for the formation process, Ea(k


i
1) and


�H� (ki1) increase with the increasing number of nega-
tive charges in the PLP molecule. In neutral media the
values are lower than those reported for the PLP–n-
hexylamine system7 and PLP–GABA system,13 but in
basic media they are greater. This behavior can be due to
the presence of the carboxylate anion in the �-position,


although a catalytic effect due to the carboxylic group has
been disregarded.6b Nevertheless, it should be noted that,
although dehydration of the aminomethanol intermediate
is the rate-determining step, there are several previous
equilibrium steps that can be affected by the carboxylate
group. Our values are also lower than those reported by
Wiesinger and Hinz for the reactions of PLP with "-
aminocaproic acid and L-serine.9


With regard to hydrolysis of the Schiff base, the Ea(k
i
2)


and �H� (ki2) values for species B0 in the PLP–TRP
system are smaller than those for the Schiff base of n-
hexylamine7 or GABA.13 On the other hand, these para-
meters for species B1 and B2 are very similar in all cases;
for B3 in hydrolysis of the Schiff base of L-tryptophan the
values are larger than in the PLP–GABA system.13


Table 3 also shows that, as in the reactions of PLP with
n-hexylamine7 and GABA,13 the �S 6¼ values are nega-
tive in all cases, in accordance with the decreased number
of degrees of freedom in the transition state: the removal
of a water molecule from the aminomethanol intermedi-
ate requires the presence of a catalyst, and hydrolysis of
the Schiff base is a bimolecular process.


Table 4 shows the thermodynamic parameters for the
elementary processes as obtained from the activation
parameters corresponding to each elementary process.


Table 3. Energy of activation and activation parametersa for
the elementary processes (i¼0–3)


0 1 2 3


Ea(k
i
1) — 3� 8 20� 6 40� 1


�H 6¼ (ki1) — 1� 1 18� 6 38� 1
�S 6¼ (ki1) �140� 40 �160� 30 �140� 20 �100� 4
Ea(k


i
2) 49� 11 65� 2 57� 7 19� 3


�H 6¼ (ki2) 46� 10 62� 2 54� 8 16� 3
�S 6¼ (ki2) �110� 40 �46� 7 �100� 30 �200� 10


a Units: Ea and �H 6¼ in kJ mol�1; �S 6¼ in J mol�1 K�1.


Figure 3. Arrhenius and Eyring plots for the formation (k1
i ) and hydrolysis (k2


i ) of the Schiff bases of pyridoxal 50-phosphate and
L-tryptophan: (&) i¼0; (*) i¼1; (~) i¼ 2; (!) i¼3


Table 4. Thermodynamic parameters for the elementary processes (i¼ 0–3) and equilibrium constants obtained from kinetic
(Table 2) and thermodynamic parameters (Table 3)a


Process i �H0 �S0 �G0
298 K logKeq,298 K log Ki


pH ¼ ki1=k
i
2


� �


0 �46� 10b �30� 80 �37 6.5 7.1
1 �61� 10 �110� 40 �27 4.7 4.8
2 �42� 14 �40� 50 �30 5.2 4.5
3 22� 46 100� 15 �8.6 1.5 1.7


a Units: �H0 and �G0 in kJ mol�1; �S0 in J mol�1 K�1.
b Assuming �H 6¼ (k0


1)¼ 0 (see text).
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It also shows the corresponding �G0 values calculated
for the reaction at 25 �C, and the log K values obtained
from the �G0 and ki1 and ki2 values.6b As can be seen, the
reaction is exothermic in acid and neutral media but
endothermic in basic media, similar to the reaction of
PLP with n-hexylamine7 and also in accordance with
�H0< 0 measured calorimetrically for the reaction of
PLP with n-hexylamine and poly-L-lysine24 at pH 7.0.


The �S0 value is negative in neutral and acid media but
positive in alkaline media. The significance of the en-
tropic factor in alkaline media is noteworthy because it
offsets the unfavorable enthalpic factor in �G0, which is
thus rendered negative. Because of the entropic contribu-
tion to the reaction, the formation of the Schiff base is
more favorable in an acid than in a neutral or alkaline
medium. No significant differences are observed between
the equilibrium constant obtained from thermodynamic
parameters and that derived from ki1=k


i
2.
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ABSTRACT: Quantum chemical calculations using molecular orbital (HF) and density functional (B3LYP) methods,
in conjunction with the 6-311þþG(d,p) basis set, have been applied to investigate the electronic structure of a series
of diamino-meta-quinonoid molecules, each containing a six-membered ring coupled with two exocyclic C——O
bonds situated in a meta position, along with two amino substituents (NH2 and NH—R). The chemical bonding
phenomena in these zwitterions and isomers where one or two hydrogens are transferred from N— to O— are
analyzed with the aid of the atoms-in-molecules (AIM) approach. The relative energies between zwitterionic and
quinonoid isomers in both neutral and ionized states also have been evaluated. Substituents exert a strong effect that in
many cases changes the energy ordering. Copyright # 2005 John Wiley & Sons, Ltd.
Supplementary electronic material for this paper is available in Wiley Interscience at http://www.interscience.
wiley.com/jpages/0894-3230/suppmat/


KEYWORDS: density functional theory; ab initio calculations; diamino-meta-quinonoid structures; zwitterion structures;


atoms-in-molecules analysis; substituent effects


INTRODUCTION


A quinone is formally derived from a six-membered
carbon ring upon coupling with two exocyclic C——O
double bonds. Quinones form an interesting family of
organic compounds and versatile ligands in coordination
and organometallic chemistry owing to their often unique
redox and electron transfer and color properties.1 A
wealth of quinone derivatives have thus been available
showing typical properties following different substitu-
tions at the remaining ring carbon atoms.2 Most of the
known stable quinonoids were, however, derived from the
parent para-quinone I and ortho-quinone II (Scheme 1).
The meta-quinone has been demonstrated to be a tran-
sient biradical species having a triplet electronic ground
state and a singlet–triplet separation gap at ca. 40 kJ/
mol�1.3 Recently, the first synthesis of a novel type of
benzoquinone (III), which is formally a diamino deriva-
tive of meta-quinone, has been reported.4 Crystal struc-
ture analysis clearly showed that molecule III features a
non-classical structure that is a formal zwitterion con-
sisting of two separated charged subunits.4,5 Thus, the


two amino substituents tend to stabilize strongly the
closed-shell singlet configuration, making it the ground
electronic state and thereby transforming a biradical into
a zwitterion.


The molecular and spectroscopic properties of some
simple diamino meta-quinone derivatives have been ex-
amined in detail in subsequent theoretical studies.5–9 The
essential features of the zwitterions (III) have thus been
revealed: the system contains two subunits where the
positively charged N—C—C(H)—C—N subunit, con-
taining the two amino groups, forms two chemical bonds
with the negatively charged O—C—C(H)—C—O sub-
unit; the negative charge amounts to about half of an
electron; the parent molecule of III is characterized by a
tiny but positive electron affinity (0.065 eV)6, a low
ionization energy (7.8� 0.3 eV) and a small triplet–
singlet energy gap (40 kJ/mol�1);7 and the UV absorption
bands centered at 350 and 343 nm recorded for a tert-
butylamino derivative4,5 belong to the same electronic
transition but with different vibrational states. These
absorptions arise qualitatively from �* � transitions
of electrons in frontier orbitals (LUMO HOMO).
There has been a discussion6,8 as to whether the strong
absorption band originates from an electronic transition
from the ground state to the first singlet excited state, or
rather to the second singlet excited state. In our opinion,8


the latter is likely to be the case. In the parent III, the
1A1! 21B2 excitation is associated with a large oscillator
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strength.8 In addition, there have been different views on
its aromaticity. Although the NICS indices indicated that
the meta-quinonoid III is essentially non-aromatic,7 other
charge distribution analyses5,6 suggested a 6�þ 6� po-
tentially anti-aromatic system. It has been suggested that
a possible way to cancel the charge separation between
the two subunits without introducing anti-aromaticity
would be to transfer a proton from an amino group to
the nearby quinonic oxygen.6 In fact, in such an H-
transferred isomer the classical quinonoid structure is
formed again (as an imine). However, no quantitative
information is available yet on these isomers.7 In a recent
paper investigating the charge separation in some 1,2,4,5-
tetrasubstituted benzene derivatives, Haas and Zilberg
concluded that the charge separation is not related to the
aromatic character but to the ease of ionization of the
amino group and the large electron affinity of the diox-
allyl radical.9


In view of the novelty in molecular and electronic
aspects of the zwitterions III and their potential in
synthetic chemistry, we have undertaken a further analy-
sis of their chemical bonding phenomena. The topology
of the electron density has been approached using the
atoms-in-molecules (AIM) method.10 In addition, we
have evaluated the relative stabilities between the zwit-
terion and two H-transferred isomers, in both neutral and
ionized states, for a series of derivatives substituted at
both nitrogen centers.


METHODS OF CALCULATION


Quantum chemical calculations were performed by the
Gaussian program package,11 whereas the AIM2000
V1.0 program12 was used to determine the topology of
electron density. The geometries of the stationary points
considered were optimized using MO theory at the
Hartree–Fock level with the 6-31þG(d) basis set and
also density functional theory (DFT) with the popular
hybrid functional B3LYP and the 6-311þþG(d,p) basis
set. Harmonic vibrational frequencies were computed
with the HF/6-31þG* method to determine the character
of the stationary points and to evaluate the zero-point
energies (ZPE). The B3LYP/6-311þþG(d,p) level was
used to calculate the charges, bond orders and topological


properties of the electron density (�) and its Laplacian
(r2�). The unrestricted formalism (UHF, UB3LYP) was
employed for open-shell systems.


RESULTS AND DISCUSSION


We first analyse the topology of zwitterion III, comparing
it with those of some close reference compounds (Fig. 1).
Subsequently, the stability of substituted compounds III
relative to their hydrogen-transferred isomers Vand VI is
discussed (Scheme 2).


Comparison of the zwitterion with
some reference compounds


Selected geometrical parameters of the parent zwitterion
III and three reference compounds, including para-qui-
none (I), ortho-quinone (II) and 2-aminopropenal (IV),
are given in Fig. 1. The latter corresponds in fact to a
small and open portion of the skeleton of III. The
molecular geometry of III has been examined abundantly
in previous studies.5,8 According to the main resonance
structures depicted in Scheme 2, it is expected that in
the non-classical structures there are no pure single
and double bonds. Although both structures a and b
contain a certain quinonoid form, structure c shows a
smaller degree of bond alternation. Some properties
describing the electron distribution are summarized in
Table 1.


Together with the bond lengths (Fig. 1), the Wiberg
bond indices13 (which show the order of a given bond, i.e.
the number of electron pairs, denoted hereafter as WI)
and ellipticities of the bond critical points (BCPs) deter-
mined from AIM calculations (Table 1) characterize the
single and double bonds in both the ortho- and para-
quinone. The lengths of single and double bonds in the
two compounds are similar, except for the C1—C2 bond
in ortho-quinone, which is longer than a single bond and
associated with a WI of 0.90. This bond is weaker than a
single bond owing to the repulsion of the two exocyclic
oxo-groups.


The Laplacian, which measures the local curvature of
the electron density, is negative for III at every BCP
(indicated by broken lines in Fig. 2), which means that
the electrons are actually concentrated in the internuclear
regions.10,14


The C1—C2 bond in III is about the same as that in
benzene. The WI and ellipticities also show that the bond
order of the C1—C2 bond in III is between 1 and 2. This
is also true in the case of the C3—C4 bond of this
zwitterion, where the bond order is ca. 1.5. The inter-
fragment C2—C3 bond in III is longer than a single bond
in both ortho- and para-quinones, the corresponding
ellipticity being equal to zero (spherical distribution)


Scheme 1
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and the WI to 0.93. The electron density in the BCP is
also smaller than in the case of single bonds in quinones
I, II and also in IV. The C2—N bond in III is shorter than
in IV by 0.025 Å, which is reflected by the larger electron


density and the WI in the BCP of the former. These
results are in line with the view that the C2—N bond in
III has a partial double bond character; the bond order is
ca. 1.4. Similarly, the C——O bond turns out to be longer


Figure 1. Bond lengths (in Å) (from B3LYP/6-311þþG(d,p) calculations) of aminoquinones and some reference compounds


Scheme 2
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in III than in the reference compounds. As a conse-
quence, the WI and the electron density in the BCP
are smaller in the case of III, in line with the fact
that the bond order of the C——O bond is actually <2.
However, the ellipticity of the BCPs of all CO bonds
almost vanishes, bearing in mind that this value for
C——O bonds is consistently close to zero (0.038 in
formaldehyde).


The correlation between the net charges computed
according to different schemes (Mulliken, Bader, NBO;


Table 2) is not good. The sum of the charges of the atoms
belonging to the upper moiety of molecules was calcu-
lated as a measure of charge separation. This was
indicated by the quantity ‘Sum’ listed in Table 2. In
any case, the charge separation in III is larger than that in
IV. The dipole moments are also in agreement with this,
because III has a dipole moment of 8.57 D whereas it is
only 2.66 D in IV. Experimental measurements5 on sub-
stituted zwitterions also emphasized large dipole mo-
ments up to 9.7 D. All these results agree with each other
that III has the structure shown in Scheme 2 (the scheme
indicates only the most important resonance structures,
e.g. it is expected that resonance structures that involve a
Cþ—N electron distribution have much smaller weight
than those of C—Nþ): positive charge is delocalized
between the N—C6—C1—C2—N bonds whereas the
negative charge is delocalized between the O—C5—
C4—C3—O bonds. Resonance structures could explain
the partial double-bond character of bonds C1—C2,
C3—C4 and C—N, the decrease of bond order in the
case of the C——O bond and the weakness of the C2—C3
bond.


Table 1. Analysis of the electron densities in the zwitterion
and reference compounds derived from B3LYP/6-311þþG
(d,p) calculations


� in BCPa r2� in WIb


Bond Ellipticity (a.u.) BCPa (a.u.) (a.u.)


I C1—C2 0.27 0.08 �0.17 1.04
C2—C3 0.28 0.34 �0.25 1.82
C3—C4 — — — —
C4—C5 — — — —
C1—O 0.05 0.40 �0.03 1.75


II C1—C2 0.07 0.24 �0.13 0.90
C2—C3 0.10 0.27 0.02 1.07
C3—C4 0.29 0.34 �0.25 1.77
C4—C5 0.08 0.27 �0.18 1.12
C1—O 0.04 0.41 0.00 1.80


III C1—C2 0.24 0.31 �0.22 1.40
C2—C3 0.00 0.24 �0.14 0.93
C3—C4 0.26 0.31 0.00 1.33
C3—O 0.05 0.38 �0.08 1.55
C2—N 0.02 0.34 �0.21 1.40
O . . .H 0.44 0.03 0.03 0.03


IV C1—C2 0.32 0.33 �0.24 1.71
C2—C3 0.11 0.27 �0.17 1.04
C3—C4 — — — —
C3—O 0.03 0.41 �0.01 1.80
C2—N 0.08 0.31 �0.22 1.15
O—H — — — 0.01


V C1—C2 0.25 0.30 �0.20 1.30
C2—C3 0.08 0.26 �0.16 0.98
C3—C4 0.24 0.32 �0.23 1.39
C3—O 0.07 0.34 �0.08 1.25
C2—N 0.15 0.36 �0.26 1.59
N . . .H 0.03 0.06 0.03 0.07


VI C1—C2 0.16 0.29 �0.19 1.16
C2—C3 0.09 0.26 �0.17 0.99
C3—C4 0.33 0.33 �0.25 1.60
C4—C5 0.16 0.29 �0.19 1.15
C5—C6 0.08 0.25 �0.25 0.96
C6—C1 0.32 0.32 �0.23 1.56
C2—N8 0.16 0.38 �0.25 1.72
C3—O7 0.03 0.31 �0.09 1.13


C6—N10 0.07 0.32 �0.22 1.26
C5—O9 0.04 0.40 �0.04 1.68
N8 . . .H 0.11 0.03 0.03 0.05


O9—N10 9.79 0.02 0.02 0.02
O9 . . .H — — — 0.01


a The electron density (�) and the Laplacian of the electron density (r2�) at
the bond critical point (BCP).
b The Wiberg index, which is defined as the sum of the squares of the
corresponding values of the density matrix.


Figure 2. Maximum electron density lines and Laplacians of
molecules III, V and VI. The bond critical points are indicated
by small black dots in the chemical bonds. These occur
where the gradient of electron density vanishes
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Comparison of III with the
H-transferred isomers V and VI


Isomer VI shown in Scheme 2 is formally derived from
III through a 1,4-H-shift from nitrogen to oxygen. The
bond lengths and bond orders of VI are recorded in
Table 1 and Fig. 1. The C1—C2 bond in III is longer
whereas the ellipticity and WI are smaller than those of
the C6—C1 bond in the more classical isomer VI. The
C2—C3 bond in III is similar to the C6—C5 bond in VI.
The WI values are <1 in both cases due to the high
electronegativity of the amino and oxo groups (this effect
is related to the case of the C1—C2 bond in ortho-
quinone II).


The double-bond character of the C3—C4 bond in III
is greater, the bond is shorter and the BCP ellipticity is
larger than those of the C4—C5 bond in VI. Similarly, the
double-bond character of the C6—N bond in III is
greater than in VI. According to the bond lengths and
WI values, the double-bond character of the C3—O bond
in III is smaller than that in VI. Overall, these results
indicate that in zwitterions III the electrons are deloca-
lized in the upper and in the lower side of the molecule
(Scheme 2) in such a way that they are not separated in
single and double bonds; the bond order is the range
between single and double. On the contrary, VI has a
more classical structure, with well-separated single and
double bonds in the typical quinonoid molecule.


In form V, the dipole moment is substantially smaller
(0.92 D) than that of III (8.57 D), indicating that the
charge separation is smaller in the first case. The reso-


nance structures of the two molecules are significantly
different (Scheme 2). In the first case, the charges of oxy-
gen atoms are partially negative and those of the nitro-
gens are partially positive. In the second case, the
nitrogens are negatively charged and the oxygens are
positive. Because oxygen is more electronegative than
nitrogen, the charge separation is larger in the first case.


The C1—C2 bond is shorter in V than in VI. This also
holds true for the C6—N, C3—O and C2—C3 bonds,
suggesting a larger bond order for these bonds in VI.
Electrons are apparently more delocalized in the former
between oxygen and nitrogen atoms (Scheme 2), in such
a way that there is no pure single or double bond. Owing
to the delocalization, the bond order of C1—C2, C3—C4
and C3—O will become >1 whereas the bond order of
C2—N is <2. Such a charge separation is actually
opposite to that of zwitterion III. The overall result of
this charge redistribution is that V has a higher energy
than III.


Figure 2 shows the maximum electron density lines
(which according to AIM theory correspond to the chem-
ical bonds) and the Laplacian maps of structures III, V
and VI. In both zwitterionic forms (III and V) in the
neighborhood of all BCPs (except the H-bond) the
Laplacian is negative, indicating that the electron con-
centration is in the bonding region.


On the contrary, in the neighborhood of BCPs for
C5—O, C1—C2, C1—C6, C3—C4 and C4—C5 bonds
in VI the Laplacian is positive due to the large electro-
negativity of the oxygen and nitrogen atoms that is not
compensated by delocalization of the electrons.


Singlet, triplet, radical anion and
radical cation states of III and its
N-methyl-substituted derivatives


Some calculated properties of zwitterion III and its N-
methyl derivatives in different electronic states are re-
corded in Table 3. In both cases, the singlet electronic
state is energetically more stable than the triplet counter-
part. The transition from singlet to triplet state results
from the transfer of one electron from the HOMO (which
is antibonding with respect to C2—N and C3—O) to the
LUMO (which is strongly bonding with respect to C2—
C3). This causes a decrease in the length of C2—C3 from
1.546 to 1.460 Å and an increase of C2—N from 1.321 to
1.361 Å. A similar effect occurs in the case of the N,N-
dimethyl derivative.


In the anion, the C2—C3 bond is shorter than in the
other states but the C2—N and C3—O bonds are longer,
no doubt due to a full delocalization of the excess
electron.


Calculations for radical cations did not add much to the
main conclusions, therefore these results and discussion
can be seen in the supplementary material in Wiley
Interscience.


Table 2. Atomic net charges calculated using different
schemes (from B3LYP/6-311þþG(d,p) calculations)


Molecule Atom Mulliken NBO Bader


III C1 0.03 �0.40 �0.01
C2 0.15 0.29 0.52
C3 �0.55 0.42 0.87
C4 0.54 �0.43 �0.07
O �0.38 �0.64 �1.14
N �0.29 �0.69 �1.13
H 0.22 0.23 0.06
H 0.16 0.20 0.01
H 0.31 0.43 0.46
H 0.28 0.39 0.41


Suma 1.10 0.65 0.53
IV C1 �0.55 �0.41 �0.06


C2 0.39 0.06 0.39
C3 �0.08 0.40 0.97
H 0.11 0.12 0.03
O �0.28 �0.54 �1.09
N �0.35 �0.80 �1.09
H 0.14 0.20 0.03
H 0.12 0.20 0.03
H 0.26 0.40 0.40
H 0.24 0.38 0.38


Suma 0.25 0.02 0.08


a The sum of the charge of the positive moiety.
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Properties of hydrogen bonds


The characterization of hydrogen bonds could be ap-
proached using the AIM model. Accordingly, there are
several criteria for detecting hydrogen bonds,14 from
which in our case the most important ones include the
BCP and the maximum electron density (MED) line
between the atoms. According to Popelier,14 electron
density at the BCP of a hydrogen bond ranges between
0.02 and 0.04 a.u. and the Laplacian at the BCP ranges
between �0.15 and �0.02. It has been pointed out15 that
for hydrogen bonds there is a certain linear correlation
between the electron density in BCPs of hydrogen bonds
and the strength of the hydrogen bonds: the larger the
electron density at the BCP, the stronger the hydrogen
bond. Thus, for a comparison of the strength of hydrogen
bonds in different compounds it could be sufficient to
calculate the values of electron density in BCPs This is
true also for intramolecular hydrogen bonds, but in this
case the relationship is usually non-linear.16,17 It could be
expected that there is a certain extent of intramolecular
hydrogen bond between the hydrogen and oxygen atoms
in the singlet ground-state III and its N-methyl-substi-
tuted derivative, in fact the Laplacian at the BCP of the
O . . .H bond is positive in both cases, which indicates
weak hydrogen bonds.


Similarly, weak hydrogen bonds are also present in the
anion, and properties of these bonds are comparable with
those in the ground state. On the contrary, there are
apparently no hydrogen bonds in cation III, seemingly
due to an increase in the positive charge of the nitrogen
atom (cf. resonance structures in Scheme 1S in supple-
mentary material, Wiley Interscience). Following methyl
substitution at both amino groups, the hydrogen bonds
again emerge in the N-methyl-substituted cation III.
Methyl groups obviously donate an electron to nitrogen
atoms, therefore the partial positive charge of the N atoms
decreases and this induces the appearance of an H-bond.
There are no hydrogen bonds in the triplet state of either
the parent or the methyl-substituted III.


According to the AIM analysis, there is no hydrogen
bond in the open molecule IV, whereas there is a certain


hydrogen bond in the case of III. The O . . .H bond
distance of 2.042 Å in III is considerably smaller than
that of 2.332 Å in IV. The Laplacian of the O . . .H BCP in
III is found to be positive and the associated electron
density is small, indicating that there is a very small
electron concentration between the oxygen and hydrogen
atoms.


If a MED line with a BCP represents the chemical
bond, the appearance of new, ‘non-classical’ bonds
should be assumed in some molecules investigated. for
example, when studying the MED lines between the
atoms in Fig. 2 a nitrogen–oxygen bond appears on the
left side of VI. Similar ‘bonds’ can be found in the
protonated form of III (VII in Fig. 3) and compound
VIII. Properties of this interaction could be related to a
hydrogen bond. Accordingly, the small electron density
at the BCP and the positive Laplacian indicate a weak
interaction. The high ellipticity associated with the BCP
of this non-classical bond is due to the small distance
between the BCP and the ring critical point (RCP,
indicated by light grey dots in Fig. 2).


Figure 3 illustrates the electron distribution obtained
from an AIM analysis in the model molecule VIII (the 3-
ethenyl derivative of IV). It is of interest to note that some
intramolecular dihydrogen bond14 could be identified
here. Properties of this interaction are related to the
weak hydrogen bonds, the Laplacian is positive and the
electron density is small.


Substituent effects on the
properties of III and V


The geometries and some AIM-related properties of
zwitterions III bearing different substituents on nitrogen
atoms (Scheme 3, IIIs) are summarized in Table 4. The
resulting structures are quite similar except for the N—X
and C—N bonds, which are close to the substituent
positions. The electron densities at the BCPs of bonds
8—13 in the parent and N,N-dimethyl-substituted mole-
cule are peculiarly large (0.458 and 1.328 a.u., otherwise
it amounts to ca. 0.35 a.u.). The ring exhibits a similar


Table 3. Structure of different states of III (with H and CH3 substituents on nitrogen atoms)


Bond length (Å)
Dipole


X Statea C1—C2 C2—C3 C3—C4 C2—N C3—O 7–13 Erel (eV) moment(D)


H (0; 1) 1.390 1.546 1.403 1.321 1.242 2.043 0.00 8.57
(0; 3) 1.397 1.460 1.439 1.361 1.257 2.289 1.00 5.70


(�1; 2) 1.392 1.482 1.414 1.390 1.272 2.106 �1.62 6.91
(þ1; 2) 1.395 1.527 1.442 1.316 1.220 2.219 7.56 6.35


CH3 (0; 1) 1.393 1.545 1.403 1.319 1.243 1.989 0.00 9.28
(0; 3) 1.401 1.461 1.437 1.356 1.258 2.220 1.13 6.31


(�1; 2) 1.397 1.482 1.413 1.369 1.275 2.076 �1.37 9.48
(þ1; 2) 1.399 1.524 1.441 1.316 1.222 2.149 9.00 5.79


a Charge and multiplicity.
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structure in all cases, pointing towards a high stability for
this non-classical structure.


Properties of the substituted derivatives of V (Scheme
3, Vs) are listed in Table 5. The calculated dipole moment
is large when involving an electronegative substituent
(the largest value being with the CN group). This is in line
with the resonance structures shown in Scheme 2. The
geometrical parameters are also similar, but some large
differences in ellipticities could be noticed.


Relative energies of the neutral isomers III, V and VI
calculated using the B3LYP/6-311þþG(d,p)þZPE
level of theory are displayed schematically in Fig. 4.
The references are the substituted zwitterion III. In most
cases, the classical aminoquinone VI represents the


thermodynamically most stable isomer. Both methyl
and silyl groups tend to stabilize III, seemingly through
a hyperconjugation effect. It can be expected that with a
larger alkyl (t-butyl) or silyl group at nitrogen the
stabilization is even larger. It appears that the nitrogen
lone pair of the amino group is responsible for stabilizing
III through electron delocalization.


Electronegative substituents consistently stabilize iso-
mer VI, therefore it is expected that they provide a
possibility for the synthesis of the aminoquinone isomers.
Electronegative substituents also stabilize isomer V, even
though these compounds have higher energy than VI,
irrespective of the substituents.


The N—H . . .O bonds remain appreciable in all the N-
substituted III compounds considered, even though the
strength of the bond varies. We calculated the values of
the electron density at the BCP and at two RCPs that
appear within the six-membered ring formed by the N—
C2—C3—O—H atoms. The values of the BCP electron
densities range between 0.034 (CN substituent) and 0.023
(F substituent). For the RCPs, the densities vary from
0.028 (CN) to 0.023 (F). The H—O distance is shortest
(1.901 Å) in the cyano- and longest (2.120 Å) in the
fluorine-substituted III. As a consequence, the strongest
hydrogen bond corresponds to the former and the weakest
to the latter.


Correlation between the H . . .O lengths and the elec-
tron densities at its BCP is very good; the correlation
coefficient amounts to 0.95 with the relationship:


�ðBCPÞ ¼ �0:0503dþ 0:1288 ð1Þ


where d is the O . . .H distance in angstroms. Correlation
is equally good between the bond lengths and the values
of electron densities at RCPs issued by the existence of
the hydrogen bond. The resulting correlation coefficient
is now 0.88 and Eqn (2) could be fitted:


�ðRCPÞ ¼ �0:0212dþ 0:0681 ð2Þ


These results point out a simple fact: the larger the
electron density at the BCP and at the RCP, the stronger
the hydrogen bond.


Let us now consider the hydrogen bonds in isomers V.
The electron densities at RCPs and BCPs related to the
hydrogen bonds in its substituted derivatives are uni-
formly larger than those in III. The length of the H . . .N
bond is also shorter in the first case, suggesting a some-
what stronger hydrogen bond in V. This is due to the
partially negative charge of the nitrogen atoms, making it
a better acceptor for a hydrogen bond.


The largest value of electron density at the BCP is
found with the SiH3 substituent (0.065) and the smallest
is found with fluorine (0.017). Similarly, the shortest
H . . .N distance is with SiH3 (1.654 Å) and the longest
is with fluorine (1.934 Å). In the same trend, the largest


Figure 3. Electron density (in a.u.) in bond critical points for
protonated zwitterion VII and 2-amino-3-oxo-pent-(1,4)-
diene (VIII)


Scheme 3
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electron density at BCP is again identified with SiH3


(0.039) and the smallest with fluorine (0.026). These
results agree with each other, indicating that the hydrogen
bond is strongest with SiH3 and weakest with fluorine.


Correlation is also good between the lengths of hydro-
gen bonds and the values of electron density at the BCP
(correlation coefficient being 0.99):


�ðBCPÞ ¼ �0:1149dþ 0:2524 ð3Þ


and between the bond lengths and the values of electron
density at the RCP (correlation coefficient being 0.99):


�ðRCPÞ ¼ �0:0430dþ 0:1093 ð4Þ


In agreement with the resonance structures shown in
Scheme 2, the hydrogen bonds could be stabilized with
electron-donor substituents. The larger the electronega-
tivity of a substituent, the weaker the resulting hydrogen
bond: the hydrogen bond is indeed stronger with Br than
with Cl as substituent, and consistently stronger with Cl


than with F. This also holds true for the pair OH/SH: in
the latter, the hydrogen bond is stronger than in the
former. Again, this is also the case for the NH2/PH2-
substituted derivatives of V.


In III, the ellipticity of hydrogen bonds is extremely
large, ranging between 0.214 (SiH3) and 1.067 (F). This
is due to the fact that the bond and RCP are situated very
close to each other (with a long O—H distance). In V, as
the N—H bond is getting shorter, the distance between
the RCP and the BCP of the hydrogen bond is longer and
thereby the ellipticity is lower, in most cases being close
to zero.


Discussion of the substituent effects in the case of
radical cations of III, V and VI can be found in Supple-
mentary material, Wiley Interscience.


CONCLUSIONS


In the present theoretical analysis, the structure and pro-
perties of non-classical diamino-meta-quinonoid zwiterions


Table 4. Geometrical parameters, total energies and dipole moments of N,N-disubstituted III compounds


Bond length (Å)
Dipole


X C1—C2 C2—C3 C3—C4 C2—N C3—O N—X O—H Energy (a.u.) moment(D)


H 1.390 1.546 1.403 1.321 1.242 1.021 2.043 �492.33573 8.57
CH3 1.393 1.545 1.403 1.319 1.243 1.449 1.989 �570.97540 9.28
SiH3 1.391 1.548 1.401 1.331 1.243 1.774 1.931 �1073.80743 8.30
CF3 1.387 1.551 1.400 1.332 1.241 1.417 1.923 �1166.60658 3.56
F 1.387 1.552 1.402 1.310 1.240 1.367 2.120 �690.69929 7.31
Cl 1.387 1.553 1.401 1.319 1.241 1.703 1.951 �1411.47797 6.31
Br 1.387 1.556 1.401 1.319 1.241 1.856 1.981 �5639.33537 7.14
OH 1.387 1.545 1.403 1.320 1.243 1.385 2.064 �642.69929 7.31
SH 1.387 1.549 1.402 1.330 1.243 1.720 1.973 �1288.71621 7.54
NH2 1.388 1.545 1.403 1.324 1.244 1.402 2.014 �603.00550 8.31
PH2 1.390 1.549 1.401 1.331 1.243 1.757 1.930 �1176.27466 7.75
CN 1.385 1.543 1.400 1.341 1.242 1.339 1.901 �676.81227 0.05


Table 5. Geometrical parameters, total energies and dipole moments of N,N-disubstituted V compounds


Bond length (Å)
Dipole


X C1—C2 C2—C3 C3—C4 C2—N C3—O N—X N—H Energy (a.u.) moment(D)


H 1.403 1.514 1.384 1.307 1.296 1.015 1.702 �492.29582 0.92
CH3 1.406 1.504 1.385 1.308 1.299 1.443 1.716 �576.93490 1.34
SiH3 1.402 1.525 1.384 1.308 1.290 1.745 1.654 �1073.77236 0.18
CF3 1.398 1.513 1.383 1.314 1.295 1.397 1.782 �1166.59451 5.11
F 1.399 1.484 1.385 1.315 1.311 1.397 1.934 �690.69886 4.19
Cl 1.400 1.493 1.384 1.318 1.037 1.726 1.853 �1411.47118 2.51
Br 1.400 1.497 1.384 1.317 1.306 1.878 1.841 �5639.32631 2.02
OH 1.403 1.472 1.386 1.320 1.317 1.391 1.923 �642.69343 0.65
SH 1.406 1.479 1.385 1.323 1.313 1.698 1.866 �1288.70142 0.23
NH2 1.412 1.465 1.387 1.322 1.320 1.369 1.905 �602.98892 1.97
PH2 1.405 1.499 1.385 1.315 1.303 1.713 1.781 �1176.25674 0.08
CN 1.396 1.496 1.384 1.325 1.302 1.319 1.877 �676.81712 8.30
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were calculated and compared with those of hydrogen-
transferred isomers and another reference compound.
Bond orders were approached using Wiberg indices,
and the AIM analysis was performed for all molecules.
The calculated results consistently show a zwitterionic
structure for both isomers III and V and a more classical
structure for isomer VI. Structures of the triplet, radical
anion and radical cation have been studied. Calculations
show that the non-classical zwitterion III is a singlet
ground state, irrespective of the substituents on both
nitrogen centers.


The Substituent effect on the relative stability of the
three main isomers was also probed in both neutral and
ionized forms (given in Supplementary material, Wiley
Interscience). In most cases, the classical amino-quinone
VI represents the most thermodynamically stable isomer;
the least stable is zwitterion V. Electropositive groups
such as methyl and silyl tend to stabilize the non-classical
zwitterionic structure III, whereas electronegative sub-
stituents favor the substituted isomer VI. The latter is
disfavored due to the presence of a negative charge on
nitrogen and a positive charge on oxygen. Weak hydro-
gen bonds were also identified in zwitterions.
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ABSTRACT: By the 1930s, physical organic chemistry had become sufficiently established in American and British
universities to produce a market for textbooks in the field. Between 1937 and 1949, five textbooks appeared from UK
and US authors; these set the framework for their successors for some years after. A close examination of these five
reveals dissension about some major issues that often arise when a new subdiscipline is seeking a place in the sun: the
nature of the audience; the basic theoretical framework; the standard nomenclature and formats for representation;
and the identity of the ‘founding fathers.’ Copyright # 2005 John Wiley & Sons, Ltd.
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Radical changes in existing disciplines and the birth of
new disciplines are subjects of great interest among those
who study the evolution of the sciences. For example,
studies of the so-called Chemical Revolution constitute a
virtual industry within the history of chemistry,1 and the
attention paid recently to the history of quantum chem-
istry shows that more contemporary developments also
command attention.2 The creation of physical organic
chemistry as a major sub-discipline is no less worthy of
consideration.


Such accounts can hold as much interest for chemists
as for those who examine the field from other perspec-
tives. I myself have found that reading them has taught
me much about how physical organic chemistry assumed
the shape it has today (for the history of physical organic
chemistry, see Ref. 3). Inquiring about our past may
enable us to gain a greater control over our present.


In order to start an inquiry into its origins, one must ask
how one knows that a field actually came into existence,
and when. One clear indication is the appearance of
university courses devoted to it, which in turn stimulate
the writing of textbooks. The introduction of a recent
volume concerned with chemistry textbooks asserted
that, ‘The task of stabilizing a body of knowledge,
when that knowledge is in a dynamic state, and the
tendency in many textbooks to conceal the controversies
that ultimately made them possible, surely invite deeper
analysis.’4 In this paper, I examine a selection of early
textbooks of physical organic chemistry to reveal issues
that arose during a crucial period when the subject was


finding a niche in some British and US university curri-
cula. (The term ‘physical organic chemistry’ only came
into existence in 1940 with the publication of Hammett’s
book by that name. It then gained increasing currency,
especially in the Anglophone world.)


Although there had been seminal research in organic
reaction mechanisms as far back as the turn of the 20th
century, particularly by the English chemist Arthur Lap-
worth,5 the topic only began to flourish after World War I.
Between 1919 and 1936, several monographs devoted to
organic chemical theory and reaction mechanisms ap-
peared in German and English, but none of them was
intended as a textbook for students.6 Thus, they addressed
the practitioner at least as much or more than the beginner
and would therefore have been problematic for classroom
use.


The first true textbook specifically intended for under-
graduate and graduate students was published in 1937,7


and the following 12-year period, 1937–49, was very
important in setting the parameters for future texts. Four
years later, C. K. Ingold published his commanding
overview of the field.8 No subsequent textbook could
possibly ignore it even if that meant no more than
reacting against its perceived shortcomings. I have ana-
lyzed the five books published in English during that 12-
year period that qualified as physical organic textbooks.
The virtues and defects of these pioneering works would
have a decisive effect on the format and content of all
their successors.


Table lists the books in publication order together with
some relevant information: authors’ nationality and dis-
cipline area; their professional honors; and the percentage
of the text devoted to discussions of mechanisms. What
these books all had in common was that they sought
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to ground the new discipline in transition-state theory and
quantum mechanics. However, they also displayed sig-
nificant differences, and a comparison among them
suggests some interesting conclusions. For example,
there seems to be little correlation between the scientific
eminence of the authors and the success of their books, if
we judge success by the printing or not of a second
edition. (Clearly, better indicators would be, inter alia,
adoption statistics, referee reports and relevant publish-
ers’ and authors’ correspondence. Reviews might also be
helpful, although the preferences of individual reviewers
will weigh heavily since the number of reviews is gen-
erally small.


The appearance of three texts in as many years by
American authors gives strong evidence of the growing
presence of physical organic chemistry in US chemistry
departments in the early 1940s. And the modest size (at
least by current standards) of these volumes is in keeping
with the modest state of the field vis-à-vis more tradi-
tional areas of organic chemistry, such as natural product
and synthetic chemistry—a situation that would change
markedly in the coming decade.


A word about ‘mechanistic content’ is in order. Since
physical organic chemistry lies on the border between
physical chemistry and organic chemistry, it could in
theory have attracted its adherents from either or both its
parent fields. (In P. D. Bartlett’s review9 of Hammett’s
Physical Organic Chemistry, he notes that Hammett (a
physical chemist) ‘writes like a physical chemist in that
the discussions are quantitative and are developed
algebraically . . . . He writes like an organic chemist in
that no general statement is found very far from its
supporting evidence.’) In fact, virtually all the researchers
and students have been drawn from organic chemistry.
A crude but not inaccurate generalization is that most
organic chemists are primarily interested in reactions.


Since mechanisms are about reactions, the portion of a
book devoted to discussions of mechanisms provides a
rough index of how well the text would appeal to organic
chemists. This conclusion is lent some support by the
observation that Branch and Calvin’s work, the most
‘physical’ and abstract of the five, never appeared in a
second edition, although one was planned.


A closer look at the structural content of these five
volumes reveals some additional areas of substantial
difference, resulting from different conceptions not only
of content and pedagogy but also of how the subject
should be grounded. When a field is still developing and
its boundaries and core content are still fluid, a number of
central issues remain contentious:


� What should be the discipline’s theoretical base, its
standard vocabulary and its accepted forms of repre-
sentation?


� What is the relative importance of the various topic
areas?


� Who is/are to be acknowledged as the leader(s) of the
field?


� Do national differences and traditions substantially
affect the subject’s development?


Our specimens provide us with a window on to all
these issues.


Consider the issue of nationality. Although chemists
from several countries made crucial contributions to what
would become physical organic chemistry, the UK was
its principal incubator. (The absence of an important
French contribution is discussed in Ref. 3a, pp. 139–
162. Although there were several first-rank investigators
of reaction mechanisms in Germany, traditional topics
such as synthesis and natural product chemistry were
dominant. Furthermore, there was a wide gulf between
physical and organic chemists in Germany, and the


Table 1. Physical organic textbooks in English, 1937–1949, showing authors’ doctoral field, institutional affiliation and honors,
dates and length of 1st and 2nd editions and mechanistic content


Academic affiliation 1st ed Mechanism
Title, author(s) (UK or US; PhD) of author(s) Honorsa 2nd ed Pages content (%)


Modern Theories of Organic Chemistry, City of Cardiff Technical 1937 218 71
Herbert B. Watson (UK; organic) College, Wales 1941 267
Physical Organic Chemistry: Reaction Rates, Columbia University, NAS 1940 404 67
Equilibria, and Mechanisms, New York 1970 420
Louis P. Hammett (US; physical)
The Theory of Organic Chemistry: University of California, 1941 523 20
an Advanced Course, Gerald E. K. Branch Berkeley
(US; physical/organic) and Melvin Calvin Nobel Prize
(US; physical/inorganic) (1961); NAS
Electronic Interpretations of Organic Wayne (State) 1943 474 53
Chemistry, A. Edward Remick University, Detroit 1949 600
(US; organic)
The Electronic Theory of Organic Chemistry, Queen Mary College, FRS; NAS 1949 324 75
Michael J. S. Dewar (UK, organic) London


a NAS, National Academy of Sciences; FRS, Fellow of the Royal Society.
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Germans were slow to adopt the Lewis theory of va-
lence.10) In fact, during the 1930s and 1940s, the phrase
‘the English School’ was routinely encountered in Amer-
ican texts and journal articles. That tag arose because two
English chemists, Robert Robinson11 and Christopher
Ingold,12 independently began to lay a theoretical
groundwork for the field in the 1920s. (Martin Saltzman
has evaluated Robinson’s contributions in detail,13 and
appreciations and critiques of Ingold’s approach can be
found in Refs. 14 and 15.)


They concentrated on that large class of reactions that
were eventually designated as ‘polar.’ Ingold and Robin-
son each recognized that the reactants, infinitely diverse
as they appeared to be, could nonetheless be divided into
just two classes: electron pair acceptors (A) and electron
pair donors (D). With this insight they were able to
demonstrate that a plethora of reactions amounted to
nothing more than instances of a single pattern [Eqn (1)].


ð1Þ


Robinson called the two classes of reactants anionoid
and cationoid, by analogy with the anions and cations of
classical chemistry. Ingold, however, was an astute prac-
titioner of what might be called the Lavoisier strategy:
seize the nomenclature and hearts and minds will
follow.16 He therefore chose to coin two neologisms to
describe these reagents, nucleophilic and electrophilic,
which were just the advanced guard of his nomenclatural
blitz. (A large fraction of the terms we routinely use to
designate reaction types such as SN1, SN2, E1 and E2,
were coined by Ingold.17) Ingold had sound reasons for
choosing these terms, since nucleophiles and electro-
philes do not necessarily carry charges, whereas anions
and cations always do. However, I believe that his
intentions went further, as I shall explain shortly.


Robinson and Ingold differed on much more than
nomenclature; in fact, they were at odds over nothing
less than who should be credited with formulating the
modern electronic theory of organic chemistry. This bitter
dispute, which can only be glimpsed indirectly in the
early textbooks, was carried on even after the death of
both protagonists by certain of their partisans.18


Opposition to the Ingold nomenclature was often blunt
and not confined to the UK. In a 1938 laudatory review of
Watson’s book, Paul Bartlett, a junior faculty member at
Harvard who would become the dean of American
physical organic chemists, touched on this issue: ‘In the
electronic interpretation of organic reactions certain
English chemists have been pioneers. Their views might
originally have been more cordially received in this
country if presented inductively and in terms whose
meanings are well known.’19


Ingold also anticipated the version of quantum me-
chanics that provided most organic chemists with their
first basic theoretical framework. Just before the advent
of wave mechanics, Ingold showed how the structural
formulas of classical organic chemistry could be com-
bined to represent molecules that did not behave classi-
cally—benzene was the standard exemplar. He called
this phenomenon mesomerism.20 A few years later, Linus
Pauling devised a quantum mechanical treatment of
molecules, the resonance method, that provided a theo-
retical justification for mesomerism. (Ingold had been
anticipated by the German chemist Fritz Arndt21, who
used the term ‘intermediate state.’ Like many others,
Arndt eventually capitulated and adopted Ingold’s me-
somerism.) Pauling’s first papers on resonance appeared
in 1931, and the theory was expanded and illustrated in a
book.22


For several decades thereafter, mesomerism/resonance
became the reigning theoretical paradigm in physical
organic chemistry, as reflected in the textbooks (Table 2).
For instance, resonance was explicitly endorsed by Wat-
son, who claimed that its rival, the molecular orbital
method, ‘cannot be described as a wave-mechanical theory
of valency’.7 Since Watson’s research was closely allied
with Ingold’s and Ingold had read most of Watson’s
manuscript, the Watson text could be seen as a definitive
statement of doctrine from that corner.


Ingold’s nomenclature did not, however, enjoy such
general acceptance. Of the three American textbooks,
only Remick’s embraced Ingold’s terminology. Branch
and Calvin explained their avoidance of it in this way:
‘The language of the new theories of organic chemistry
have not had time to become uniform. The same ideas are
expressed in different words by different authorities. C.
K. Ingold, whose contributions to electronic structural
theory are second to none, has developed a language to
express his ideas. We have taken scant recognition of this
language, and have even taken liberties with it. Actually,
we are in very close agreement with Prof. Ingold’s
theories.’23 Hammett, whose book had more references
to Ingold’s papers than to his own, simply ignored the
nomenclature.


What inspired such resistance, even among Ingold’s
American admirers? Perhaps some of them found Ingold
a bit overweening and balked at adopting his language as
a form of protest. (A reviewer of Ref. 8 noted that
‘although the author writes with experience and authority,
his style may arouse some controversy. The privilege of
writing solely from one point of view has been assumed
and past dissenters have been dealt with firmly and neatly,
although occasionally with intuitive rather than logical
arguments;’ review of24) There may, however, have been
a more substantive issue. Whatever his desire to promote
himself, Ingold was much more concerned with promot-
ing physical organic chemistry and establishing its claim
to be an independent sub-discipline. One means of
accomplishing that goal would be to endow the subject


PHYSICAL ORGANIC CHEMISTRY: TEXTBOOKS AND TENSIONS 557


Copyright # 2005 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2005; 18: 555–559







with its own distinct language. But by no means all of the
early adherents of physical organic chemistry shared
Ingold’s vision. Even Paul Bartlett, the outstanding
American physical organic chemist of the 20th century
and one uniquely qualified by temperament and experi-
ence to give a balanced assessment of the field, told an
interviewer that he just considered himself ‘an organic
chemist interested in mechanisms’ and did not ‘see the
need for a definition of physical organic chemistry’ (Paul
D. Bartlett, interview with Leon Gortler, 18 July 1978,
Center for the History of Physics, American Institute of
Physics, College Park, MD, USA). I believe that these
divergent views about the status of physical organic
chemistry were one of the main causes of dissension
about the most effective ways of representing its concepts.


Other aspects of these textbooks are noteworthy. The
subtitle of Branch and Calvin’s book suggests that the
subject was sufficiently entrenched by 1941 to warrant an
advanced level course. That conclusion may have been
premature: a planned second edition was never published.
It is possible that the book’s relative paucity of mechan-
isms and its abstract and generalized treatment of them
did not find favor with its intended audience. Bartlett’s
1942 review of this book was quite appreciative,24 and in
replying to a 1947 request from Prentice-Hall for sugges-
tions concerning a possible revision of Branch and
Calvin, Bartlett praised the utility of its data tables.
Nonetheless, he also noted that the text was ‘heavy on
the structural side and light on the side of mechanisms,’
and ‘that the more philosophical parts of the book are the
less successful’ among the students {Barlett to Blaisdell,
7 January 1948, Bartlett Papers, Harvard University
Archives, HUG (FP) 10.6, Box 2, Folder B (October
1947–January 1948)]. While hardly definitive, this eva-
luation supports the proposal that the book’s market was
more modest than that of its competitors.


Both Hammett’s and Branch and Calvin’s volumes are
highly quantitative and would probably have stretched
the mathematical resources of many organic chemists.
Remick’s, by contrast, is comparable to Watson’s in its
orientation and lower level of difficulty. Remick’s inten-
tion to ‘give the student such knowledge as is necessary
to follow future developments in the field by reading the
research literature’ led him to introduce ‘the symbolism


and the language of the English school . . . despite the fact
that they are not popular in this country at this time.’26


Remick also followed Watson in beginning with an
historical introduction that traces the origin of some basic
concepts back to about 1800s. But he adds something
extra—an extended discussion of the work of several pre-
quantum era American organic theorists, including that of
his teacher, Julius Stieglitz. These men are only cursorily
mentioned in Watson’s book. Even committed American
followers of ‘the English school’ such as Remick were
concerned that the contributions of those outside that
school should not be slighted. That fear was apparently
not unfounded, as Remick made clear in a 1958 review of
an introductory English text of organic electronic theory:
‘I would stoutly defend Dr. Baker’s right to decide which
subject matter is to be included in his book and which is
to be ignored. But I would also stoutly maintain that the
prospective reader of the book has the right to know
which subjects, of those pertinent to the field covered, are
omitted. With this in mind, it might be mentioned that,
with the sole exceptions of the contributions made by
Lewis and Pauling to theories of atomic and molecular
structure, no mention is made of any basic electronic
principles contributed by Americans.’27 (The book in
question was Ref. 28.)


Michael J. S. Dewar’s book also had several agendas.
Dewar was a student of Robinson’s, and Robinson had
originally intended to be his co-author. As it happens,
Robinson wrote only the Foreword, which opens with a
shot across the bow: ‘During the last twenty-five years the
writer has had constantly in mind the desirability of a
fuller exposition of what may be termed the Lapworth–
Robinson system of organic chemical theory . . . .’29 In-
gold’s name is conspicuous by its absence. Dewar was
fully behind this campaign to revive and support
Robinson’s claim to being a founding father of physical
organic chemistry.18 In addition, Dewar cast doubt on the
main theoretical prop of Ingold’s system, the resonance
method, which he found ‘most unsuitable from the organic
chemist’s point of view since it involves a new symbolism
and a novel and uncongenial outlook. (A cursory exam-
ination of the literature shows how difficult it is for
chemists to distinguish between resonance and tautomer-
ism.)’ Dewar maintained that the molecular orbital


Table 2. Nomenclatural and theoretical choices among the chosen textbooks: the books are categorized as to their general
orientation, quantitative or qualitative


Ingold Major quantum Quantitative Mechanistic
Title Author(s) nomenclature chemical method or qualitative content (%)


Modern Theories of Organic Chemistry H. B. Watson Yes Resonance Qualitative 71
Physical Organic Chemistry: Reaction Rates, L. P. Hammett No Resonance Quantitative 67
Equilibria, and Mechanisms
The Theory of Organic Chemistry: G. E. K. Branch No Resonance Quantitative 20
an Advanced Course and M. Calvin
Electronic Interpretations of Organic Chemistry A. E. Remick Yes Resonance Qualitative 53
The Electronic Theory of Organic Chemistry M. J. S. Dewar Few Molecular orbital Qualitative 75
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method, by contrast, ‘provides a picture of molecular
structure closely akin to that of classical organic chem-
istry,’ and that is the theoretical approach he promoted
[Ref. 29, ix–x].


Alas, neither of Dewar’s aims met with success.
Reviving Robinson’s reputation as a theorist proved to
be a quixotic quest; his postwar lectures on theoretical
and mechanistic organic chemistry were quietly derided
by many knowledgeable people. And although Dewar’s
advocacy of the molecular orbital method over the
resonance approach was fundamentally sound, he had
not found an effective way of doing what he claimed he
would—presenting the MO method clearly in a non-
mathematical manner. (‘The hope of better things which
this statement [Ref. 29, ix–x] raises is, in the reviewer’s
opinion, not fulfilled in the book; for no general opera-
tional superiority is demonstrated for the rather nebulous
notation of molecular orbitals as an instrument of corre-
lation and prediction, in comparison to the well-devel-
oped qualitative resonance scheme.’30) That would await
the publication in the early 1960s of Streitwieser’s
Molecular Orbital Theory for Organic Chemists and
Roberts’ small paperback, Notes on Molecular Orbital
Calculations.31


In 1953, Ingold published his magnum opus, Structure
and Mechanism in Organic Chemistry.8 More than 800
pages long and filled with both historical and technical
detail, it testified to a magisterial command of the field
that few if any could match. It was, in the words of
Roberts, ‘one of the few great books of organic chem-
istry.’24 This work confirmed Ingold’s status as one of—
if not the—creators of physical organic chemistry.


It was also completely unsuitable as a textbook.
Interestingly, the truly successful textbooks were for the
most part not written by the major research figures in the
field. There were further incongruities. Robinson even-
tually won the Nobel Prize, but not for his work on
reaction mechanisms, whereas Ingold never won the
prize, and nor did any of the other heroic early figures.
Finally, Ingold’s Structure and Mechanism was the out-
growth of a series of lectures he delivered at Cornell in
1950. The venue had a certain ironic appropriateness, for
by the 1950s the center of gravity in physical organic
chemistry had shifted westward across the Atlantic.
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ABSTRACT: Reaction profiles of the isomeric nitration of toluene with nitronium ion were studied. Stationary points
including three isomeric transition states were successfully located and characterized for the first time by employing
hybrid DFT procedures at the B3LYP/6–311G** level without any restriction on the internal coordinates. Further
correlation energy corrections by MP2/6–311G**//B3LYP/6–311G** were performed to evaluate the activation
barrier heights. Mechanistic studies on the geometry, charge, energy and IR spectrum of the stationary points were
carried out to illustrate the microscopic nitration process. A comparison of the nitrations of toluene and benzene
shows that the methyl group plays dual roles in the nitration of toluene for its inductive and superconjugative effects.
That is, the introduction of a methyl group creates favorable sites for the attacker and stabilizes the isomeric toluene–
NOþ


2 complexes. Both roles are critical to the positional selectivity. The order of the activation barrier height is
para< ortho< benzene<meta. This relative reactivity order is not changed with either B3LYP/6–311G** or MP2/
6–311G**//B3LYP/6–311G** calculations, although the absolute magnitude of the latter is larger. The order of the
stability of complexes is p-toluene–NOþ


2 > o-toluene–NOþ
2 >m-toluene–NOþ


2 > benzene–NOþ
2 . The relationship


between the energy and the electron migration of NO2 group was established to elucidate the stabilization caused by
the interaction between the two moieties of the complex. The vibrational shifts of tetrahedral C—N and C—H bonds
suggest that the nitration of toluene may undergo the classical electrophilic substitution pathway, namely an SE2
mechanism. Copyright # 2004 John Wiley & Sons, Ltd.


KEYWORDS: toluene; DFT; nitration mechanism; selectivity


INTRODUCTION


Electrophilic aromatic substitution is one of the most
thoroughly studied reactions in organic chemistry owing
to its wide range of applications from medicines to dyes
and explosives. Many theories have been extensively
developed in this field. However, the mechanism of
aromatic nitration continues to be the subject of active
research and some controversy.1–11 A problem in theore-
tical studies is the lack of the fully optimized structure of
transition state(s) on the profile of aromatic nitrations.4–9


Politzer et al.5 calculated the properties of some possible
intermediate stages for the nitrations of benzene and
toluene at HF/STO-6G and HF/5–31G levels by freezing
both N—O bond lengths of NOþ


2 . Yet no connections, in
terms of pathway, were involved for these complexes. In
1992, Szabo et al.9 finally obtained two energy profiles
for the nitration of benzene with the possible protonated
methyl nitrate isomers also by incomplete optimization.


For the case of benzene with bare (unsolvated) nitronium
ion, however, no activation barrier was found along the
chosen reaction coordinate.


Continuing our interest in nitro compounds as impor-
tant energetic materials, we embarked on a study of the
aromatic nitration mechanism. Benzene and toluene are
well-known basic units to build up high-energy poly-
meric materials. Recently, we reported our findings con-
cerning the nitration of benzene with nitronium ion.12


The results of theoretical calculations at the B3LYP/6–
311G** level13–15 were in good agreement with the
experimental observations and provided explicit explana-
tions for the isotope effect and the influence of the
reaction medium. As a continuation, we extended our
investigation to the toluene system. It is hoped that this
will provide a better understanding of the positional
selectivity of electrophilic substitution through compara-
tive and systematic investigations on the isomeric nitra-
tion of toluene.


COMPUTATIONAL ASPECTS


Whereas the conventional ab initio method at the
Hartree–Fock level shows large errors for the nitro
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group-containing system (see above), the DFT proce-
dures appear to behave well,16–21 with no major failures
of the theory. Therefore, B3LYP/6–311G** procedures
were employed here to calculate the isomeric nitration
trajectories of toluene. Stationary points were all fully
optimized without any restriction on the internal coordi-
nate. Harmonic vibrational frequency analysis was cal-
culated at the same level to characterize each stationary
point. The -reactant complex (�-R) and Wheland
intermediate2 (�-INT) gave only real frequencies. And
the �-transition-state complex (�-TS) was identified as a
first-order saddle point by its only one imaginary frequ-
ency. Tight convergence criteria were used for the opti-
mization of the transition state (TS) owing to the flat
potential of the nitro group-containing ring system.9,10


Since three isomeric additions were involved in the
nitration of toluene and each has three stationary points
of reactant (R), transition state (TS) and intermediate
(INT) on its own energy profile, a total of nine stationary
points were located and characterized at the B3LYP/
6–311G** level. For a better evaluation of the activation
height, further correlation energy correction by MP2 with
the same basis set was performed at the B3LYP-
optimized geometry for the stationary points of �-R and
�-TS. All the calculations were performed using the
Gaussian 98 program package22 on a �-workstation.


RESULTS AND DISCUSSION


Since the classical studies of Ingold and co-workers,1 it
has been generally accepted that the nitrating agent is
usually the nitronium ion, NOþ


2 , and the primary addition
step to form a �-complex, called a Wheland intermediate,
is the rate-limiting step. Therefore, we focused our
attention on the first addition step without involving the
second (fast) proton elimination step. As a continuation
of the benzene case, the substituent effects on the
benzene ring and the consequent positional selectivity
were our central task here.


In the benzene case, two transition states were found as
NOþ


2 approaches benzene along the reaction coordinate.
The first to appear is a bridge �-TS, in which the
distances between the nitrogen atom of the nitronium
ion to both carbon atoms C1 and C6 of the benzene ring
were equal. It acts like a bifurcation point which shifts the
positive ion to either single carbon C1 or C6 to form �-R.
The energy barrier for the conversion is small, only
2.355 kJ mol�1. The reason for the formation of �-TS is
that the highly uniform � bonds above and below the
benzene plane make the NOþ


2 first approach not a single
carbon, but the �-electron region between two carbon
atoms. In toluene, however, the � electrons could not be
as uniform as in benzene. They redistribute to different
sites by different populations under the influence of the
incoming methyl group. Therefore, no such isoceles
triangle � complex can be found when NOþ


2 attacks


toluene. Only three stationary points, �-R, �-TS and �-
INT, were included in the first addition step of the
nitration of toluene.


One common phenomenon found in the toluene case is
that the formation of the tetrahedral C—N bond and the
cleavage of the tetrahedral C—H bond were also not
concerted, but stepwise in the process of the nitration.
This reflects the fact that the experimental observation
of the absence of a kinetic isotopic effect is not only
found in benzene nitration, but also in most aromatic
nitrations.23,24


In order to determine how and to what extent the
methyl group would impact the aromatic ring in the
concerned rate-limiting step, we discuss the following
properties by a comparison of the nitrations of toluene
and benzene.


Geometries


The carbon atom C1 is appointed the attacked carbon by
NOþ


2 . The methyl group belongs to C2 in the ortho �
complex, but shifts to C3 in the meta and to C4 in the para
� complex, respectively. The five hydrogen atoms 8–12
are linked to the ring carbons in a clockwise manner. The
hydrogens H13 to H15 belong to the methyl group. The
notation for the ortho � complex is shown in Fig. 1 as an
example. Some key geometric parameters and bond
orders for each optimized structure are given in Table 1.


As can be seen in Table 1, the C—C bond length
within the ring shows that these nine � complexes are in a
remarkably consistent skeleton pattern. This kind of
resonance structure we also found in the benzene case.
In those complexes, the tetrahedral C—C bonds (C1—
C2, C1—C6) are the longest, whereas those next to them
(C2—C3 and C5—C6 bonds) are the shortest, regardless
of the location of the methyl group.


The C—C bond length of ethane is 153.1 pm by
calculation at the same level. The C—C7 bond length
in toluene, however, is 151.0 pm. This is obviously due to
the hyperconjugation between the methyl group and the
ring. It becomes even shorter when NOþ


2 arrives (see
Table 1).


The NO2 group is located at a single carbon atom and is
no longer linear in each � complex. The N—O bond
lengthens and the O—N—O angle diminishes, and it


Figure 1. The notation of atoms
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approaches closer to the C1 atom on going from �-R to �-
TS, and to �-INT in any of the pathways of ortho, meta or
para attack.


The distance between the nitrogen atom of the nitro-
nium ion and the attacked carbon atom, r(C1—N16), was
chosen as the reaction coordinate. In the �-TS of o-
toluene–NOþ


2 , it is ‘abnormally’ short, 166.9 pm, sug-
gesting that the transition state is likely to be a ‘late’ TS.
This means that its configuration is closer to the �-INT
than to the �-R complex. r(C1—N16) of �-ortho-INT is
162.2 pm, longer than that of the other two Wheland
intermediates (meta-ortho-INT and para-ortho-INT), ow-
ing to the steric interaction between the methyl and the
nitro groups, especially in a close vicinity.


The tetrahedral C1—H8 bond lengthens whereas the
corresponding bond order decreases on going from �-R to
�-TS to �-INT. However, the variation either in the C1—
H8 bond length or in its bond order is not drastic. This
means that the cleavage of C1—H8 would not occur in
the primary rate-determining addition step, consistent
with the experimental observation of the absence of a
kinetic isotope effect in most aromatic nitrations.


Charges


The electrophilic agent NOþ
2 is electron deficient and


therefore has a strong driving force to interact with
electron-rich aromatics. Hence it is important to recog-
nize how and to what extent the charge has migrated from
one moiety to the other in the process. The charges of
atoms, concerned groups and separated reactants are
given in Table 2. The total charge density of p-toluene–
NOþ


2 complexes of �-R, �-TS and �-INT are shown in


Fig. 2 as an example of isomeric substitutions of toluene
with nitronium ion.


The charge of the methylated carbon (C2) in toluene is
�0.1027 e, more negative than that in benzene,
�0.0945 e. This charge redistribution shows up the in-
ductive and hyperconjugative effects of the methyl group
upon the aromatic ring.


Comparing the atomic charge in the three �-R com-
plexes with that in the free toluene molecule, one can see
that a significant electronic charge moves from the
hydrogens, both of the aromatic ring and of the methyl
group, to the attacked carbon (C1). Hence the hydrogen
atoms are the source of electronic charge, under the
stimulus of the strong electron-withdrawing power of
the nitro group.


As seen in Table 1, the charge of the nitro group of the
three isomeric �-R complexes is 0.169, 0.249 and 0.144 e
for ortho, meta and para substitution, respectively. This
obviously follows the order meta� ortho> para. The
C1–N distance of the three isomeric �-R complexes is
197.1, 210.0 and 193.9 pm, respectively, and also follows
the order meta> ortho> para. This implies that the meta
position is the least favorable site for attack. With respect
to the corresponding results for benzene, 0.273 e and
209.7 pm, the above two orders should be benzene>
meta� ortho> para and meta> benzene> ortho>
para, respectively. The former order explicitly shows
that more electronic charge has migrated from the
aromatic ring to the nitro group at the stage of forming
the �-R complex in the isomeric nitrations of toluene than
in the nitration of benzene, especially in the ortho and
para nitrations of toluene.


Since there are two ortho but only one para position in
the monosubstituted aromatic ring, an ortho:para ratio of


Table 1. Characteristic geometric parameters and bond orders for stationary points of toluene nitrationa


�-R �-TS �-INT


Parameterb o m p o m p o m p SRc


r(C1—N16) 197.1 210.0 193.9 166.9 178.9 174.1 162.2 160.6 159.9
r(C1—H8) 108.4 108.3 108.3 109.5 109.1 108.9 110.3 111.2 110.8 108.6
r(C—C7) 148.8 150.1 148.5 148.1 150.5 148.1 148.3 150.4 148.1 151.0
r(C1—C2) 146.0 142.6 144.6 149.4 146.0 146.7 149.0 146.8 147.2 139.9
r(C2—C3) 138.8 137.9 136.4 138.3 137.6 136.2 138.1 137.3 135.9 139.9
r(C3—C4) 139.5 142.5 142.5 139.7 141.7 142.3 140.0 142.0 142.6 139.3
r(C4C5) 142.1 140.0 142.3 142.1 141.4 143.0 141.7 141.0 142.6 139.3
r(C5C6) 136.5 137.8 136.5 135.5 136.4 135.7 135.9 136.6 135.9 139.3
r(C6C1) 143.9 143.9 144.7 147.6 145.5 146.3 147.8 146.6 147.2 139.3
r(N16—O18) 118.1 117.3 118.1 119.9 118.9 119.2 120.3 120.3 120.4 119.8
�(O17N16O18) 136.2 139.1 135.7 129.8 133.1 132.0 129.4 129.6 129.3 180.0
�(N16 C1H8) 95.7 94.3 96.0 99.7 95.9 98.4 99.7 98.9 99.5
�(O18N16C1H8) 18.3 �12.8 �2.4 49.0 43.4 31.9 �59.0 �87.3 �88.7
Bod (C1—N16) 0.158 0.131 0.154 0.154 0.154 0.161 0.152 0.129 0.136
Bod (C1—H8) 0.416 0.410 0.405 0.388 0.391 0.396 0.358 0.340 0.348 0.417
Bod (C—C7) 0.341 0.338 0.346 0.330 0.336 0.346 0.329 0.330 0.343 0.360


a Bond lengths in pm and angles in degrees.
b See Fig. 1 for notation of atoms.
c Separated reactants: toluene and nitronium ion.
d Bond order.
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2:1 should be expected statistically. However, the steric
hindrance of the ortho orientation makes the para
position the most favorable site to the attack, so the
ortho : para ratio is diminished to �1.57.


Although the dipole moment of benzene is zero, that of
toluenes is 0.352 D (see the last row of Table 2). The
weakly electron-donating effect of the methyl group is
obviously responsible for the appreciable dipole moment
of toluene. As also seen in the last row of Table 2, the
dipole moment of � complex increases more or less
progressively along the reaction coordinate from �-R to
�-TS to �-INT for either ortho-, meta- or para- substitu-
tion. This means that the closer the nitronium ion


approaches the ring, the higher the polarization of the �
complex will generally be.


Energetics


The stabilization energy of the � complex is defined as
�Estab¼Ecomplex� (Earomatic moleculeþENOþ


2
). For three


loose isomeric �-Rs of toluene–NOþ
2 , their stabilization


energies are �157.6, �147.0 and �163.3 kJ mol�1 for
ortho, meta and para substitution, respectively. This
demonstrates that there is a great driving force for the
initial pair of aromatic molecule and nitronium ion to


Table 2. Mulliken net chargesa and dipole momentsb for stationary points of toluene nitration


�-R �-TS �-INT


o m p o m p o m p SR


C1 �0.284 �0.266 �0.268 �0.165 �0.224 �0.207 �0.115 �0.110 �0.103 �0.075
C2 0.006 0.062 0.057 �0.019 0.068 0.044 �0.050 0.024 �0.006 �0.103
C3 �0.043 �0.128 �0.051 �0.011 �0.116 �0.019 �0.010 �0.109 �0.011 �0.075
C4 0.011 0.022 �0.037 �0.005 0.020 �0.061 �0.007 0.023 �0.070 �0.093
C5 �0.076 �0.064 �0.050 �0.038 �0.044 �0.018 �0.041 �0.038 �0.011 �0.094
C6 0.059 0.031 0.057 0.012 0.030 0.027 0.004 0.002 �0.006 �0.093
C7 �0.224 �0.243 �0.246 �0.225 �0.240 �0.247 �0.240 �0.239 �0.247 �0.259
H8 0.209 0.204 0.212 0.246 0.247 0.237 0.261 0.272 0.265 0.083
�Hring 0.670 0.663 0.662 0.702 0.709 0.686 0.725 0.754 0.727 0.358
�Hsub 0.503 0.471 0.521 0.527 0.479 0.537 0.532 0.487 0.543 0.351
N16 0.338 0.366 0.334 0.287 0.308 0.296 0.281 0.284 0.280 0.783
O18 �0.082 �0.055 �0.085 �0.154 �0.114 �0.128 �0.164 �0.175 �0.180 0.108
NO2 0.169 0.249 0.144 �0.024 0.071 0.021 �0.060 �0.065 �0.080 1.000
Dipole 2.757 1.542 2.896 5.432 4.162 4.926 5.936 6.107 6.790 0.352


a Charges in electron units.
b Dipole moments in debye.


Figure 2. Calculated total charge density of p-toluene-- NOþ
2 �-R, �-TS and �-INT complexes at the B3LYP/6-- 311G** level
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form an electron donor–acceptor (EDA) complex. The
calculated FMO diagrams of separated reactants are
shown in Fig. 3. The symmetry of both the HOMO and
LUMO orbitals suggests that the formation of the EDA
complex is a kind of typically allowed reaction. With
respect to the stabilization energy of the corresponding
benzene case, �130.4 kJ mol�1, the order of the stability
of �-R is para> ortho>meta> benzene, consistent with
that of charge migration from aromatics to the nitro
group. Since this order is the reverse of the order of the
charge left on NO2 group at the �-R stage, 0.144
(para)< 0.169 (ortho)< 0.249 (meta)< 0.273 (benzene)
(see above). This implies that the electron-donating
methyl group promotes the charge migration and is, at
least partly, responsible for the stabilization of toluene–
NOþ


2 � complexes.
The relative energy of isomeric complexes in Table 3


could be delineated as in Fig. 4 with respect to the
benzene case. The relative energy [ER(Z)] of the Wheland
intermediate here is actually the reaction heat of the rate-
limiting step. From the viewpoint of thermodynamics,
this heat is correlated to the stability of Wheland inter-
mediates. From the reaction heat of the three toluene–
NOþ


2 intermediates, one can see that only the para


electrophilic addition is exothermic, and thus energeti-
cally feasible. The ortho site addition, however, is the
least feasible, mainly owing to its steric crowding.


In order to evaluate the impact of the methyl group on
the aromatic ring, we define the isodesmic energy as
�Ei¼�Estab (toluene–NOþ


2 )��Estab (benzene–NOþ
2 )


to calculate the extra stabilization energy caused by
methyl group for all the toluene–NOþ


2 complexes, shown
in the last row of Table 3. These negative values demon-
strate that the methyl group does stabilize the toluene–
NOþ


2 complex by its inductive and hyperconjugative
effects. Comparing the isodesmic energies for each
column of �-R, �-TS and �-INT, the stability order by
substitution sites is para> ortho>meta for either the �-
R, �-TS or �-INT stationary point. This is consistent with
the corresponding order by the FMO energy gaps, im-
plying that the energy gap of HOMO and LUMO could
also indicate the stability of isomeric complexes to a
certain extent.


Kinetically, the activation energy order meta
(9.481 kJ mol�1)> benzene (8.370 kJ mol�1)� ortho
(4.776 kJ mol�1)> para (2.581 kJ mol�1) (see Fig. 4)
reflects the reaction activity of the nitrations of benzene
and isomeric toluene. In order to evaluate the activation


Figure 3. Calculated FMO diagrams of separated reactants at the B3LYP/6-- 311G** level


Table 3. Energies for stationary points of toluene nitration


�-R �-TS �-INT


o m p o m p o m p


E(T)a �476.47160 �476.46729 �476.47357 �476.46965 �476.46360 �476.47237 �476.47163 �476.46682 �476.47575
E(Z)a,b �476.33163 �476.32761 �476.33380 �476.32981 �476.32400 �476.33282 �476.33149 �476.32695 �476.33594
ER(Z)b,c 0.0 0.0 0.0 4.776f 9.481f 2.581f 0.3623 1.7302 �5.6186
HOMOc �1198.2 �1182.6 �1226.2 �1227.6 �1212.0 �1240.1 �1239.1 �1236.3 �1246.5
LUMOc �876.4 �895.7 �867.4 �881.5 �893.8 �870.0 �871.3 �883.3 �860.2
GAPc,d 321.8 286.9 358.7 346.1 318.2 370.1 367.8 353.0 386.3
�Ei(Z)b,c,e �27.13 �16.58 �32.84 �30.73 �15.47 �38.63 �29.12 �17.20 �40.81


a Energies in hartree.
b Corrected for ZPVE.
c Energies in kJ mol�1.
d Energy gap of LUMO and HOMO.
e Isodesmic energy defined by the equation �Ei ¼ Ebenzene � Etoluene þ Etoluene�NOþ


2
� Ebenzene�NOþ


2
.


f Activation energies.
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barrier heights precisely, a further correlation energy
correction by MP2 with the same basis set was performed
at the B3LYP-optimized geometry of reactants and tran-
sition states. The modified activation energies are
53.66 kJ mol�1 for meta substitution, 52.56 kJ mol�1 for
benzene, 31.56 kJ mol�1 for ortho substitution and
21.79 kJ mol�1 for para substitution. The absolute
value of the activation energy is increased, but the relative
magnitude is kept in the same order as mentioned
above, meta> benzene� ortho> para. This implies
that the absolute value of the activation energy is depen-


dent on the computational method employed. The activa-
tion order suggests the well-known ortho, para-directing
property of the methyl group. That is, the para and ortho
sites are highly activated, but the meta sites are deacti-
vated, by the methyl group.


Overall, it is evident that the para site is the most
favorable and the meta is the least favorable, consistent
with the experimental isomer distribution in the nitration
of toluene.


IR spectra


B3-based DFT procedures are routinely used to give
accurate estimates of experimental fundamentals.25,26


The following harmonic vibrational frequencies are pro-
vided by these very cost-effective means. The calculated
vibrational frequencies of the four complexes presented
here were not scaled because the B3 exchange functional
yields scaling factors very close to unity and could
therefore often be used directly without resorting to
frequency scailing.27


For the Wheland intermediates experimentally avail-
able, the IR spectra of the three isomeric � intermediates
are presented in Fig. 5. For comparative purposes, the
infrared spectrum of the ortho transition state is also
shown.


Figure 4. Energy profiles for the nitration of benzene and
toluene with nitronium at the B3LYP/6--311G** level


Figure 5. IR Spectra for three isomeric INTs and an ortho TS


MECHANISM OF NITRATION OF TOLUENE WITH NITRONIUM 67


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2005; 18: 62–68







It is worth noting that the stretching frequencies of both
the C—H and C—N bonds in intermediates are stronger
than that in transition states. Taking the spectra of o-INT
and o-TS as an example, the C—H bond stretching
frequencies there, �3000 cm�1, are stronger than that
in o-TS. Also, a slight red shift could be found for the
C—H stretching frequencies on going from o-TS to o-
INT. Meanwhile, a blue shift by 24 cm�1 (from 793 to
817 cm�1) could be found for the much sharper C—N
stretch. The strong vibrational mode of the C—N bond in
TS shows that the C—N bond has already been partly
formed there. Also, its blue shift on going from TS to INT
reflects that the C—N bond is becoming even stronger in
the Wheland intermediate. In contrast, the slight red shift
of the weak C—H stretch shows that the tetrahedral C—
H bond is becoming weaker, but is not yet readily broken
at the stage of forming the Wheland intermediate. Over-
all, the infrared spectra of both TS and INT support the
contention that the formation of the C—N bond and the
cleavage of the C—H bond are not concerted but proceed
stepwise in the process of nitration, consistent with the
experimental fact of the lack of a kinetic isotopic effect in
most aromatic nitrations.


CONCLUSIONS


We have compared and discussed the nitration pathways,
in particular the rate-limiting step of isomeric nitrations
of toluene with the nitronium ion, with respect to the
corresponding benzene case. Two functions played by the
methyl group in the nitration of toluene have been dedu-
ced out by its inductive and superconjugative effect. One
serves as the attacker by activating the ortho and para
sites but deactivating the meta site, resulting in the kinetic
order para>ortho> benzene>meta. Another acts in
stabilizing the �complexes of toluene–NOþ


2 , resulting
in the thermodynamic stability order p-ArCH3–
NOþ


2 > o-ArCH3–NOþ
2 >m-ArCH3–NOþ


2 > PhH–NOþ
2 .


The infrared spectra by DFT calculations suggest that
the nitration of toluene may follow the classical SE2
mechanism.
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ABSTRACT: Hydrogen bonding in pure aliphatic alcohols is investigated using a novel calorimetric approach.
Average enthalpies of hydrogen bonding were determined for methanol, ethanol, propan-1-ol, propan-2-ol, butan-1-
ol, hexan-1-ol and octan-1-ol. For all the studied alcohols except methanol the average hydrogen-bonding enthalpies
fall in the range from �16.9 to �17.7 kJ mol�1. A slightly smaller value of �15.1 kJ mol�1 was observed for
methanol. From the enthalpies of the specific interactions of the alcohols and chloroform (as proton donors) formed
with the alcohols and diethyl ether (as proton acceptors), the dimerization enthalpies were determined for the
investigated alcohols: �8.6� 0.7 kJ mol�1. The specific interaction and dimerization enthalpies obtained are
concurrent with the Badger–Bauer rule and the hydrogen-bond cooperativity effects. The calorimetric data obtained
are supported by literature Fourier transform infrared data on dimer and multimer formation for ethanol and octan-1-
ol in tetrachloromethane solution. Copyright # 2005 John Wiley & Sons, Ltd.


KEYWORDS: hydrogen bond; aliphatic alcohols; enthalpy of solution; calorimetry: infrared spectroscopy; cooperativity


factors


INTRODUCTION


Solute–solvent specific interactions (commonly consid-
ered as localized donor–acceptor interactions, including
hydrogen bonding) play an important role in a variety of
chemical and biochemical processes. From this point of
view, aliphatic alcohols are of special interest because
they represent the simplest highly self-associated sol-
vents. The self-association network in the alcohols is
formed due to hydrogen bonding (H-bonding). As a class
of solvents, aliphatic alcohols are intermediate between
non-associated organic solvents (like alkanes) and water.


The important physical and chemical properties of self-
associated solvents are due to the fact that a wide range of
associative complexes of different stoichiometry and
structure are formed, and these associative complexes
are in thermodynamic equilibrium with each other.1–3


One of the most significant parameters of such equilibria
is their enthalpy. The enthalpy value obtainable from
calorimetric measurements is that determined most di-
rectly but it is an average over all the associated species.
In contrast, spectroscopic methods (e.g. IR or NMR)
typically deal with particular associative complexes.
However, information on particular complex species is
obtainable only when the species are isolated in an inert
medium (solvent, matrix or gas phase). Furthermore,
even under this condition it is not always possible to


account for all types of associations that may arise,
therefore generally only several of the most significant
species are considered. Thus, calorimetric and spectro-
scopic methods are mutually complementary.


To the best of our knowledge there is still a significant
uncertainty in the methods of calorimetric determination
of the average H-bonding enthalpy for liquid aliphatic
alcohols. This is confirmed by the wide scatter of experi-
mental values for H-bonding enthalpies in ethanol, which
are summarized by Blainey and Reid.4 These authors
state that reported enthalpies range from �10 to
�40 kJ mol�1 and the majority of studies have found
enthalpies in the range of �16 to �25 kJ mol�1.


In the present article we develop a new method of
determining the H-bond enthalpy for neat aliphatic alco-
hols. This approach is based on our previous calorimetric
studies where we succeeded in extracting a specific
interaction enthalpy from the enthalpy of solution.5


EXPERIMENTAL


Materials


All solutes and solvents were commercial products of the
best grade available that, additionally, were dried and
fractionally distilled. Chloroform was washed with water
to remove ethanol and then dried by CaCl2 and distilled
over P2O5. Diethyl ether and cyclohexane were dried by
refluxing and further distillation over metallic sodium.
Methanol was refluxed and distilled over magnesium
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methylate. Ethanol was dried by consecutive refluxing
and distillation over CaO and magnesium ethylate. The
rest of the aliphatic alcohols were dried by refluxing and
distillation over BaO. Tetrachloromethane was fraction-
ally distilled over P2O5.


The residual water content was controlled by Karl
Fischer titration and did not exceed 3� 10�2 vol. % for
alcohols and 5� 10�3 vol. % for the other chemicals.


Calorimetry


Enthalpies of solution were measured at 298 K using a
differential quasi-adiabatic calorimeter. The technique
for the determination of these values was described in
more detail earlier6,7 and the volume of the calorimetric
cell was 100 cm3. Absence of a concentration dependence
of the heat effects was used as a criterion for the infinite
dilution condition, which was controlled in special ex-
periments by successive dissolution of several weighed
samples in the same solvent.


A concentration dependence of the heat effects is most
probable for systems where the solute is an alcohol and
the solvent is cyclohexane or tetrachloromethane. For
those systems, the maximum solute concentration was
selected below 0.007 mol l�1. As an independent test,
infrared spectra of the same solute–solvent systems were
collected. Absence of the alcohol dimer bands indicates
that self-association of the alcohol molecules is negligi-
ble (i.e. below the infrared detection limit, which is
believed to be ca. 2%). For other solute—solvent systems
the final solute concentration did not exceed 0.02 mol l�1.


The solution enthalpies obtained were averaged over
four to six measurements. The uncertainty of calorimetric
measurements was evaluated as the average deviation
from the average value and was ca. � 0.3 kJ mol�1 for
solution enthalpies of propan-2-ol in cyclohexane and
tetrachloromethane and of hexan-1-ol in tetrachloro-
methane and chloroform. Uncertainty for all other so-
lute–solvent systems was below � 0.2 kJ mol�1.


Infrared spectroscopy


Infrared spectra were recorded using an FTIR Bruker
Vector 22 spectrometer. Interferograms were collected
and Fourier-transformed using Blackman–Harris apodi-
zation to provide spectra at a resolution of 1 cm�1. The
number of scans varied between 64 and 128. Sodium
chloride cells were utilized with different spacers (0.1–
1.0 mm) to achieve the best signal-to-noise ratio.


RESULTS AND DISCUSSION


Determination of the specific interaction enthalpy
�intðspÞH


A=S
� �


is one of the methods for estimating the


H-bonding enthalpy between solute (A) and solvent (S).
This value can be derived from the definition that the
solvation enthalpy �solvH


A=S
� �


is the sum of the non-
specific solvation enthalpy �solvðnonspÞH


A=S
� �


and the
enthalpy of solute–solvent specific interaction
�intðspÞH


A=S
� �


:


�solvH
A=S ¼ �solvðnonspÞH


A=S þ�intðspÞH
A=S ð1Þ


The term on the left-hand side of Eqn (1) is determined
experimentally as the difference between the solution
enthalpy �solnH


A=S
� �


and the vaporization enthalpy of
the solute �vapH


A
� �


:


�solvH
A=S ¼ �solnH


A=S ��vapH
A ð2Þ


The term �solvðnonspÞH
A=S accounts for two factors: the


formation of a cavity in solvent S, which requires partial
breaking of solvent–solvent interactions; and all other
types of solute–solvent interactions, excluding the spe-
cific ones. For solutes able to interact specifically with
the solvent, the value of �solvðnonspÞH


A=S cannot be deter-
mined directly but it can be evaluated using appropriate
models.


In our case, the solute is an aliphatic alcohol (ROH)
and the solvent is the same compound. The solution
enthalpy of the alcohol in itself is zero, so the solvation
enthalpy is equal to the vaporization enthalpy but with
opposite sign. Luck and co-workers8 showed that the
fraction of non-associated (monomeric) molecules in
aliphatic alcohols is negligibly small (< 2% in methanol
and even less in other alcohols), therefore the enthalpy of
specific interaction of an alcohol with itself
�intðspÞH


ROH=ROH
� �


represents the H-bond formation en-
thalpy averaged statistically over different associate spe-
cies in the neat alcohol.


There are a number of approaches for extracting the
specific interaction enthalpy from the solvation enthalpy
values: the pure base method and its modification;9,10 the
non-hydrogen-bonding baseline method;11 and the
method of base solutes,12 etc. These methods require
model compounds (homomorphs) for evaluating the non-
specific solvation enthalpy term of Eqn (1).


It should be noted that the choice of model compounds
becomes a problem for alcohols as solvents because of
the ability of alcohols to interact specifically with the
majority of solutes. For example, according to the homo-
morph concept, the average H-bond formation enthalpy
in neat alcohol is equal to the difference between the
vaporization enthalpies of the aliphatic alcohol and an
isomeric aliphatic ether, but with opposite sign. The
average enthalpies of H-bonding �HBH


ROHð Þ calculated
by using the homomorph concept are shown in Table 1.


For the studied series, the �HBH
ROH magnitudes fall in


the range from �23.5 to �27.1 kJ mol�1. These results
are in good agreement with the values of solution
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enthalpy of aliphatic alcohols in alkanes.16 Sometimes
the latter values are also used as a measure of alcohol
self-association.17 Note that if one assumes that the
solution enthalpy of an alcohol in an alkane is equal to
the H-bonding enthalpy of the alcohol, it is the same as
admitting that the alcohol–alcohol, alkane–alkane, and
alkane–alcohol non-specific interaction enthalpies are
equivalent. The use of the homomorph concept also
implies that the alcohol–alcohol and ether–ether non-
specific interaction enthalpies are equivalent. To the best
of our knowledge, the above assumptions are incorrect.


Previously, we have proposed a simple method for
extracting the specific interaction enthalpy from the
enthalpy of solvation.5 This approach is based on ana-
lyses of 634 solvation enthalpy values obtained for
systems with no specific interaction. These data were
collected using 27 different solvents. The data clearly
indicate that for each solute there is a certain relationship
between non-specific interaction enthalpies obtained
with different solvents. As a result, an equation for
the enthalpy of solute–solvent specific interaction was
derived:


�intðspÞH
A=S ¼ �solnH


A=S ��solnH
A=C6H12


� �cavh
S � �cavh


C6H12
� �


� VA
X � aR þ bR


ffiffiffiffiffiffiffiffiffiffiffiffi
�cavhS


p� �


� �solnH
A=R ��solnH


A=C6H12 � ð�cavhR � �cavh
C6H12Þ � VA


X


h i


ð3Þ


where: �solnH
A=S;�solnH


A=R and �solnH
A=C6H12 are solu-


tion enthalpies of solute A in the studied solvent S,
standard solvent R and cyclohexane, respectively; and
�cavh


S; �cavh
R and �cavh


C6H12 are specific relative cavity
formation enthalpies18,19 for each solvent:


�cavh
S ¼ �solnH


Alkane=S


VAlkane
X


ð4Þ


where VA
X is the characteristic volume20 of the solute.


Values calculated by Eqn (4) for a certain solvent and
different n-alkanes are approximately the same. The
empirical coefficients aR and bR can be obtained from
linear regression analyses, with magnitudes depending
upon the choice of standard solvent. For example, if R is
tetrachloromethane, then aR ¼ 0.34 and bR ¼ 0.61;
whereas if R is benzene, then aR ¼ 0.20 and bR ¼ 0.38.


Taking into account that for the 634 solute–solvent
systems without specific interactions �intðspÞH


A=S must be
zero, we obtained a standard deviation for Eqn (3) of
1.5 kJ mol�1. In Ref. 5, specific interaction enthalpies for
280 solute–solvent systems were calculated. For 82 of
these 280 systems the complexation enthalpy is docu-
mented in the literature. By comparing the literature data
with those determined via Eqn (3) we obtained a standard
deviation of 2 kJ mol�1.


Standard solvent R is defined as a certain non-alkane
solvent that does not interact specifically with the solutes.
Thus, tetrachloromethane can be utilized as a standard
solvent in the majority of cases. However, some electron-
donor solutes (e.g. triethylamine, pyridine, diethyl ether,
1,4-dioxane, etc.) are known to interact specifically with
tetrachloromethane.21–23 Exothermicity of the solution
enthalpy in tetrachloromethane for the above-listed so-
lutes is indirect evidence of such interactions, therefore a
different solvent (e.g. benzene) should be selected as a
standard solvent for such solutes.


For analysis of the specific interaction of alcohols we
used tetrachloromethane as a standard solvent. For cal-
culating �intðspÞH


ROH=ROH via Eqn (3) it is necessary to
know the following values: the solution enthalpy of the
alcohol (ROH) in cyclohexane; the solution enthalpy of
ROH in tetrachloromethane; and the relative cavity for-
mation enthalpy of ROH as a solvent. These values are
given in Table 2. The solution enthalpy of any alcohol in
itself is zero by definition and the specific relative cavity
formation enthalpies for tetrachloromethane and cyclo-
hexane are 1.9 and 1.4� 102 kJ cm�3, respectively.5 The
calculated values of the specific interaction enthalpies of
alcohols with themselves �intðspÞH


ROH=ROH
� �


are also
shown in Table 2. These values characterize the average
enthalpies of H-bonding in pure alcohols per mole of
ROH.


Note that the specific interaction enthalpies obtained
are similar for all the examined alcohols except methanol.
At the same time, by comparing the data in Tables 1 and 2
one can see that the average enthalpies of H-bonding
�intðspÞH


ROH=ROH
� �


calculated from Eqn (3) are substan-
tially lower than those obtained using the homomorph
concept �HBH


ROHð Þ. Taking into account that the homo-
morph concept is based on the aforementioned debatable
assumptions, we believe that the results obtained from
Eqn (3) are more realistic.


The reliability of the results obtained from Eqn (3) can
be confirmed by comparing them with infrared data on H-
bonding enthalpies of ethanols4,35 and octan-1-ol36 in an


Table 1. Average H-bonding enthalpiesa �HBH
ROH


� �
of


aliphatic alcohols calculated using the homomorph concept


Aliphatic Homomorph �vapH
ROH �vapH


R0OR00
�HBH


ROH


alcohol (R0OR00)
(ROH)


C2H5OH CH3OCH3 42.613 18.514 �24.1
n-C3H7OH CH3OC2H5 47.413 23.914 �23.5
n-C4H9OH n-C3H7OCH3 52.313 27.915 �24.4
n-C4H9OH C2H5OC2H5 52.313 27.213 �25.1
n-C5H11OH n-C4H9OCH3 56.913 32.515 �24.4
n-C5H11OH n-C3H7OC2H5 56.913 31.414 �25.5
n-C6H13OH (n-C3H7)2O 62.813 35.714 �27.1
n-C6H13OH n-C4H9OC2H5 62.813 36.814 �26.0
n-C8H17OH (n-C4H9)2O 71.113 44.414 �26.7


a All enthalpy values are in kJ mol�1 (298 K).
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inert solvent (tetrachloromethane). The monomer–dimer
and monomer–multimer equilibria were considered in
those studies. The following magnitudes were obtained
for the dimerization enthalpies: for ethanol,
�19.5 kJ mol�1 (Ref. 35) and �17.6� 1.3 kJ mol�1


(Ref. 4); for octan-1-ol, �8.9 kJ mol�1 (Ref. 36). The
multimer formation enthalpies were found to be
� 17.4 kJ mol�1 (Ref. 35) and �15.6� 2.1 kJ mol�1


(Ref. 4) for ethanol and �19.1 kJ mol�1 (Ref. 36) for
octan-1-ol. One can see that the values calculated from
Eqn (3) (i.e. average H-bonding enthalpies) are in good
agreement with the infrared spectroscopic data for multi-
mer formation. Such agreement is not surprising because,
in neat aliphatic alcohols the fraction of dimeric com-
plexes must be relatively small.


The dimerization enthalpy obtained from Refs 4, 35
and 36 for ethanol is approximately double that deter-
mined for octan-1-ol, which is strange because the
structure of both dimers was assumed to be the
same.4,35,36


Unfortunately, the alcohol dimerization enthalpy can-
not be obtained directly from Eqn (3) but can be esti-
mated by assuming that the proton-acceptor ability of an
aliphatic alcohol relative to a certain standard proton-
acceptor does not depend on the nature of the proton-
donors. If diethyl ether (DEE) and chloroform (CF) are
chosen as the standard proton-acceptor and the second
proton-donor, respectively, then the above assumption
can be written as:


�HBH
ROH...CF


�HBHDEE...CF
¼ �HBH


ROH...ROH


�HBHDEE...ROH
ð5Þ


In this equation the dimerization enthalpy
�HBH


ROH...ROHð Þ is an unknown value whereas the other
three values can be calculated from Eqn (3) using calori-
metric data. Chloroform is taken as the second proton-
donor because it is a pronounced proton-donor but hardly
exhibits proton-acceptor properties. Accordingly, chloro-
form as a solvent is not associated by H-bonding. The


latter statement can be confirmed by the fact that the
solvation enthalpy of chloroform in cyclohexane is rela-
tively low (2.9 kJ mol�1).25 The latter magnitude is not
the self-association enthalpy of chloroform because it
also contains the difference between the chloroform–
chloroform and chloroform–cyclohexane non-specific
interaction enthalpies, but the self-association enthalpy
of chloroform does not exceed this magnitude. Moreover,
the self-association enthalpy of chloroform calculated by
Eqn (3) is �0.8 kJ mol�1, thus the use of chloroform does
not require the solvent reorganization effects to be taken
into account (i.e. the breaking of the solvent–solvent
H-bonds).


When considering possible diethyl ether–chloroform
interacions, it must be kept in mind that the formation
of 1:2 complexes is viable theoretically, because the
oxygen atom of diethyl ether has two lone electron
pairs. The probability of 1:2 complexes can be reduced
significantly when diethyl ether is used as a solvent owing
to an excess of diethyl ether molecules (e.g. the chloro-
form: diethyl ether molar ratio in calorimetric experi-
ments is ca. 1:1000). We performed calorimetric
measurements for the two extreme cases: chloroform
dissolved in diethyl ether; and diethyl ether dissolved in
chloroform. Then, by applying Eqn (3), we calculated the
values of �intðspÞH


CF=DEE and �intðspÞH
DEE=CF: �8.6 and


�9.6 kJ mol�1, respectively. The relatively small differ-
ence between these two magnitudes indicates that in both
cases it is mostly the 1:1 complex that is formed.


For determining the H-bonding enthalpy of diethyl
ether with aliphatic alcohols �HBH


DEE...ROHð Þ it is more
convenient to use the alcohol not as a solvent but as a
solute, because in that case it is not necessary to account
for the solvent reorganization effect (breaking of the
solvent–solvent H-bonds). Thus, Eqn (5) is transformed
into Eqn (6):


�HBH
ROH...ROH ¼ �intðspÞH


ROH=DEE �
�intðspÞH


ROH=CF


�intðspÞHDEE=CF


ð6Þ


Table 2. Enthalpiesa of solution in cyclohexane �solnH
ROH=C6H12


� �
and tetrachloromethane �solnH


ROH=R
� �


, specific relative
cavity formation enthalpiesb �cavhS;


�
kJ cm�3102Þ, characteristic volumes ðVROH


X ; cm3 mol�1 10�2Þ and average enthalpiesa of
H-bonding �intðspÞ


�
HROH=ROHÞ for aliphatic alcohols calculated using Eqn (3)


Aliphatic alcohol (ROH) �solnH
ROH=C6H12 �solnH


ROH=R �cavh
S VROH


X �intðspÞH
ROH=ROH


Methanol 24.3 (Refs. 5, 24) 18.4 5.1 0.308 �15.1
Ethanol 23.3 (Ref. 25) 18.4 (Ref. 26) 2.8 0.449 �16.9
Propan-1-ol 24.5 (Ref. 5, 24) 18.5 1.5 0.590 �17.7
Propan-2-ol 23.8 18.8 2.8 0.590 �17.3
Butan-1-ol 23.5 (Ref. 25) 18.5 (Ref. 27) 1.6 0.731 �17.7
Hexan-1-ol 24.4 (Ref. 5, 24) 18.6 1.2 1.013 �17.7
Octan-1-ol 24.6 (Ref. 5, 24) 18.7 1.1 1.295 �17.7


a All enthalpy values are in kJ mol�1 (298 K).
b Relative cavity formation enthalpies were calculated using Eqn (4) as the average for all alkanes whose solution enthalpies are available from the
literature;25,28–34 solution enthalpies in hexan-1-ol were obtained in this work and are 1.5, 1.9 and 2.5 kJ mol�1 for n-octane, n-decane and n-tetradecane,
respectively.
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The dimerization enthalpies calculated using Eqn (6) are
shown in Table 3. It is evident from Table 3 that the
dimerization enthalpies are very close for all the studied
aliphatic alcohols: �8.6� 0.7 kJ mol�1.


Note that each value in Eqn (6) contains some un-
certainty. We estimate the uncertainty of the resulting
dimerization enthalpies to be ca. 2 kJ mol�1. It follows
that for the studied alcohols the dimerization enthalpy
should not exceed 11 kJ mol�1. It has been mentioned
above that the majority of previously documented
alcohol–alcohol H-bonding enthalpies are in the range
of �16 to �25 kJ mol�1, which is two to three times
higher than the magnitudes obtained in this work
(Table 3). Thus, the dimerization enthalpies of the alco-
hols obtained from Eqn 6 (�8.6� 0.7 kJ mol�1) could be
considered as a non-trivial conclusion of our approach.


The correctness of our dimerization enthalpy data can
be supported by infrared spectroscopy. According to the
Badger–Bauer rule40 there is a correlation between the H-
bonding enthalpy and the O—H stretching frequency
shift. Ratajczak, Orville-Thomas and Rao41 investigated
this rule in a wide frequency range and found a good
correlation between the enthalpy and infrared spectro-
scopic parameters of H-bonding expressed by Eqn (7):


��HBH ¼ C �2
0 � �2


� �1=2þd ð7Þ


where �0 and � are the frequencies of ‘free’ and ‘bonded’
O—H bands and C and d are coefficients that can be
derived from theory.


To obtain a dependence of this type for butan-1-ol with
different proton-acceptors, we utilized the H-bond en-
thalpies that were determined using Eqn (3) previously5


(Fig. 1). The enthalpy of H-bonding of butan-1-ol with
tetrachloromethane is taken as zero. The O—H stretch-
ing frequencies of the butan-1-ol complexes with differ-
ent proton-acceptors were obtained from the literature.42


The frequency of the ‘free’ O—H group of butan-1-ol
was determined in the gas phase (3672 cm�1). Parameters
C and d were found to be 0.0183 and �9.2, respectively,


by linear regression analysis. The correlation coefficient
and standard deviation were found to be 0.99 and
1.3 kJ mol�1, respectively.


We have measured the frequency of the hydroxyl
stretching band, attributed to the butan-1-ol dimers in
tetrachloromethane (3510 cm�1). Then Eqn (7) was
exploited to determine the dimer formation enthalpy of
butan-1-ol in tetrachloromethane. This value was found
to be equal to �10.6 kJ mol�1, which is in good agree-
ment with the data from Table 3 (�8.9 kJ mol�1).


We also applied the above approach to butan-1-ol
multimers. Using Eqn (7) and experimentally measuring
the multimer hydroxyl stretching band frequency of
butan-1-ol in tetrachloromethane (3345 cm�1), we ob-
tained a value of �18.6 kJ mol�1 for the multimer for-
mation enthalpy. The value calculated using Eqn (3)
(�17.7 kJ mol�1, Table 2) agrees very well with the
spectroscopic data.


As shown above, our calorimetric data are in
striking disagreement with the documented dimerization


Table 3. Enthalpiesa of solution in chloroform �solnH
ROH=CF


� �
and diethyl ether �solnH


ROH=DEE
� �


, specific interaction enthalpiesa


with these solvents �intðspÞH
ROH=CFand�intðspÞH


ROH=DEE
� �


, dimerization enthalpy �HBHROH...ROH
� �


calculatedb using Eqn (6) for


aliphatic alcohols and the cooperativity factor Ab ¼ �intðspÞH
ROH=ROH=�HBHROH...ROH


� �


Solute (ROH) �solnH
ROH=CF �solnH


ROH=DEE �intðspÞH
ROH=CF �intðspÞH


ROH=DEE �HBH
ROH...ROH Ab


Methanol 9.2 4.3 �6.7 �13.3 �9.3 1.6
Ethanol 9.5 5.2 (Ref. 25) �7.1 �12.5 �9.2 1.8
Propan-1-ol 10.0 5.1 (Ref. 25) �6.4 �12.5 �8.3 2.1
Butan-1-ol 10.1 5.3 (Ref. 25) �6.9 �12.4 �8.9 2.0
Hexan-1-ol 10.4 5.5 �6.7 �12.0 �8.4 2.1
Octan-1-ol 11.0 5.8 �6.5 �11.7 �8.0 2.2


a All enthalpy values are in kJ mol�1 (298 K).
b Enthalpies of solution of diethyl ether in chloroform, cyclohexane and benzene were utilized in Eqn (6) and are �9.5, 2.3 (Ref. 25) and 0.84 (Ref. 37)
kJ mol�1, respectively. Specific relative cavity formation enthalpies for chloroform, diethyl ether and benzene are 3.5, 1.6 and 5.0 kJ cm�3 102, respectively.
These values were calculated using solution enthalpies of alkanes.11,19,25,30,38,39


Figure 1. Correlation between the enthalpy of H-bond
formation of butan-1-ol with some bases (�HBHBuOH...B, kJ
mol�1) and the function �20 � �2


� �1=2
(cm�1) from Eqn (7).


The bases are: 1, tetrachloromethane; 2, nitromethane; 3,
acetonitrile; 4, ethyl acetate; 5, acetone; 6, diethyl ether; 7,
dimethyl sulfoxide; 8, pyridine; 9, triethylamine
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enthalpies of ethanol in tetrachloromethane obtained by
Schwager35 and Blainey4 (�19.3 and �17.6 kJ mol�1,
respectively). We would like to add that the data obtained
by Schwager35 and Blainey4 are in disagreement with
three other experimental results: data on dimerization of a
similar alcohol, octan-1-ol;36 the observed infrared fre-
quency shifts, and the concept of H-bond cooperativity.42


The cooperativity factor, Ab, can be defined as a ratio of
the average enthalpy of H-bonding in a certain complex
to the dimer formation enthalpy. Thus, for pure alcohols,
Ab ¼ �intðspÞH


ROH=ROH=�HBH
ROH...ROH . The Ab magni-


tudes obtained are also presented in Table 3 and they are
consistent with the results determined in Refs 43 and 44
for methanol and ethanol using infrared spectroscopy and
ab initio calculations (1.5/1.9 and 1.9/2.7, respectively).


CONCLUSIONS


Average enthalpies of H-bonding for methanol, ethanol,
propan-1-ol, propan-2-ol, butan-1-ol, hexan-1-ol and oc-
tan-1-ol in the liquid phase were determined using a new
calorimetric approach. For all the alcohols studied, ex-
cept methanol, the average enthalpies are in the range
from �16.9 to �17.7 kJ mol�1. A sligthly smaller value
of �15.1 kJ mol�1 was observed for methanol. The en-
thalpies obtained in this work are in contradiction with
the results based on the homomorph concept but are in
good agreement with infrared spectroscopic data. For all
the alcohols investigated, the dimerization enthalpy was
found to be in the range of �8.6� 0.7 kJ mol�1. With our
new approach it is possible to evaluate H-bond enthalpies
for any proton-donor in a neat aliphatic alcohol (e.g.
methanol dissolved in octan-1-ol, phenol dissolved in
methanol, etc). To the best of our knowledge such
information cannot be obtained by any other method.
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ABSTRACT: Hydrolysis and carbonyl hydration of adamantane-based twisted amide 1 were studied computationally.
The importance of the bridgehead methyl substituents on these reactions was determined. The carbonyl hydration of 1
is structurally and energetically much like the hydration of a transition state to amide C—N bond rotation. However,
hydrolysis of 1 to the amino acid is dependent on the bridgehead methyl substituents and less like hydrolysis of an
amide transition state. Copyright # 2004 John Wiley & Sons, Ltd.
Supplementary electronic material for this paper is available in Wiley Interscience at http://www.interscience.
wiley.com/jpages/0894-3230/suppmat/


KEYWORDS: twisted amide; amide hydrolysis; amide hydration; Thorpe–Ingold effect


INTRODUCTION


The importance of the amide functional group in organic
chemistry and biochemistry is well established.1 Most
amides are planar and stabilized by the � and � electron
delocalization in the N—C—O region of the molecule
(Fig. 1).2,3 This stabilization is reflected in the
�20 kcal mol�1 (1 kcal¼ 4.184 kJ) barrier to rotate the
C—N bond from the planar conformation to the 90�


rotated transition state.
A family of ‘twisted’ amides is known in which the


structure of the amide causes a decrease in the interaction
between the nitrogen lone pair and the carbonyl group.4,5


Many of these twisted amides are polycyclic lactams
having bridgehead nitrogen atoms. These amides have
been shown to have unusual properties and reactivity. In
many ways, highly twisted amides behave as amino
ketones rather than amides; for example, protonation
occurs on nitrogen rather than oxygen. The subject of
this study, amide 1 (Fig. 2), has an IR absorbance at
1732 cm�1 and also reacts with an ylide in a Wittig
reaction, both typical of a ketone or aldehyde but not
an amide.6,7


We became interested in amide 1 because the amide is
rotated 90� from planarity, as determined by crystal-
lography,6 and as such, it can be thought of as a stable


model of the transition state to amide C—N bond
rotation. Hydrolysis of amide 1 to the corresponding
amino acid occurs rapidly at room temperature without
catalysis. Even more striking, the carbonyl hydrate is an
isolable solid.6,8 The amide, amino acid and carbonyl
hydrate exist as an equilibrium mixture in solution
(Fig. 2), in which the composition and protonation state
of the solvated species depend on the solvent and the pH
of the medium.


RESULTS AND DISCUSSION


We report the calculated energies of the remarkable
hydrolysis and hydration reactions of amide 1, and
discuss whether the amide is a reasonable model of an
amide rotational transition state. The unusual stability of
1 is certainly due in part to the thermodynamically
favorable adamantane ring system,7 but might also be
influenced by the buttressing effects of the bridgehead
methyl groups; Kirby et al. reported that the synthesis of
an analog of amide 1 having just one bridgehead methyl
substituent is substantially more difficult than the synth-
esis of 1.8 In this study, amide 1, its amino acid and its
carbonyl hydrate were all studied computationally in the
gas phase. In addition, analogs with no, one and two
methyl groups on the bridgehead positions (1–6, Fig. 3)
were calculated.


Amide structures


Six twisted amides were calculated (Fig. 3), having three
(1), two (symmetrical) (2), two (asymmetric) (3), one
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(symmetrical) (4), one (asymmetric) (5) and no (6)
bridgehead methyl groups. At the B3LYP/6–31þG* level
of theory,9 and in the gas phase, all six amides are similar
and independent of the number or position of the methyl
groups. In all cases, the C——O bond length was 1.21 Å
and the amide C—N bond length was 1.46 Å. These data
are in agreement with crystallographic data obtained by
Kirby et al. on 1, in which r(C——O)¼ 1.196 Å and r(C—
N)¼ 1.475 Å.6 Also, as in the crystal structure, the
calculated carbonyl groups are planar, with the sum of
the bond angles 360� 0.1�. The calculated pyramidaliza-
tion of the nitrogen atoms differs slightly from the
experimental value, with the sum of the bond angles of
327.6� 0.5� versus 325.7�, respectively.


Two reference compounds were also calculated, N-
methylcaprolactam and N,N-dimethylacetamide (DMA),
both of which have normal, planar amide groups. In N-
methylcaprolactam, the C——O bond length was 1.23 Å
and the C—N bond length was 1.38 Å. In this simple
tertiary lactam, both the carbonyl carbon and nitrogen are
planar, as determined by the sum of the angles. Three
conformations of DMA were also studied, the planar
conformer and two transition states. The transition state
with the N lone pair syn to the carbonyl is analogous to
the twisted amide structure, and the transition state with
the N lone pair anti to the carbonyl is lower in energy by
3.1 kcal mol�1. The C——O bond lengths were 1.23, 1.21
and 1.21 Å for the planar, syn and anti structures, respec-
tively, and the C—N bond lengths were 1.38, 1.45, and
1.46 Å. The nitrogen in the planar conformer and all
carbonyl carbons are planar. The nitrogen atoms in the
transition states are pyramidalized, with the sum of the
angles of 338.6� (syn) and 332.7� (anti), but noticeably
less so than in 1–6. Clearly, the twisted amides are
structurally very much like the syn amide rotational
transition state.


In addition, the electron densities of amide 1 and the
three conformations of DMA were also compared. The


Weinhold–Reed natural population analysis charges10


were obtained using the B3LYP/6–31þG* structures.
Not surprisingly, the electron distribution in 1 is most
similar to the syn transition state, as shown in Table 1.


The molecular orbitals of amide 1, planar DMA and
the syn DMA transition state were also compared (we
thank a referee for suggesting this analysis). The HOMO
of DMA has a �-type antibonding interaction between the
carbonyl and C—N bonds. The N—C—O in-phase �-
type overlap is observed in the HOMO-2 orbital. The
orbitals for the DMA transition state and twisted amide 1
are significantly different from the planar amide, and
similar to each other. The HOMO of both of these twisted
molecules has a large lobe representing the nitrogen lone
pair and smaller but significant antiperiplanar electron
density on the N-methyl C—H in the DMA transition
state and the corresponding C—C bonds in the adaman-
tane skeleton. The HOMO-10 orbital in both molecules
shows �-type in-phase N—C—O delocalization. Inter-
estingly, in the DMA transition state, the orientation is
perpendicular to the lone pair on nitrogen, whereas in
amide 1, the orbital includes the nitrogen lone pair and is
perpendicular to the C——O � bond.


Amide hydrolysis to the amino acid


The calculations do not apply a solvation model, hence
neutral, non-zwitterionic amino acids are favored in the
gas phase. Two amino acid conformations were consid-
ered (Fig. 4). In the lower energy conformation, hydrogen
bonding occurs between CO2H � � � :N and the bottom
cyclohexane ring is substantially flattened. The other
conformation is less stable by 1.4 kcal mol�1 in the
trimethyl series, and has the NH hydrogen pointing
towards the carboxyl group; however, the NH � � � :O——C
distance is > 2.4 Å, hence hydrogen bonding here is not


Figure 1. Electron delocalization in planar amides


Figure 2. Reactions of twisted amide 16


Figure 3. The twisted amides studied


Table 1. Calculated charge densities of twisted amide 1 and
DMA


N C O


Amide 1 �0.587 0.755 �0.528
DMA, planar �0.513 0.680 �0.645
DMA, syn transition state �0.606 0.731 �0.526
DMA, anti transition state �0.622 0.734 �0.554


Figure 4. Conformations of the amino acids
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as important. In solution, with intermolecular hydrogen
bonding possible, this alternative conformation may
become more stable.


The enthalpy of amide hydrolysis to the more stable
amino acid conformer is dependent on both the number
and position of methyl substituents present on the ada-
mantane skeleton (Table 2). At one extreme when three
bridgehead methyl groups are present, hydrolysis to the
amino acid is exothermic, �7.6 kcal mol�1. At the other
extreme with no bridgehead methyl groups, the reaction
is even more exothermic, �13.5 kcal mol�1, a difference
of 5.9 kcal mol�1.


During the formation of the more stable amino acid,
the adamantane ring system opens and the amine and acid
groups spread apart to allow the beneficial hydrogen
bonding to take place (Fig. 5). Recent calculations
suggest that in the gas phase, intramolecular amide
hydrogen bonds, albeit NH � � � :O——C rather than
N: � � �HO, are typically worth 7–9 kcal mol�1.11 The
structure of the hydrogen-bonded amino acid region of
the molecule is virtually the same for the six amino acids
investigated. The hydrogen bonded N: � � �HO distance is
1.65–1.66 Å, the H—O bond length is 1.02 Å, the O—C
bond length is 1.34 Å and the C——O bond length is
1.22 Å.


The energy of amide hydrolysis is most sensitive to the
presence of a methyl substituent on the bridgehead
carbon adjacent to the carbonyl group. Using a hand-
held Dreiding-type model, it appears that when the
adamantane ring system opens up and the base cyclohex-
ane ring flattens, this bridgehead methyl encounters a
hydrogen on the opposing methylene group, leading to
strain. This bridgehead methyl is present in amides 1, 3
and 4, the three molecules with the least favorable
hydrolysis enthalpies (Group 1). This methyl is absent
in the remaining molecules (Group 2). One would there-
fore expect that the cyclohexane ring would flatten less in
the Group 1 molecules.


It is true that the extent of ring flattening depends on
whether a molecule is in Group 1 or Group 2, but not as
predicted. The biggest difference between the Group 1
and Group 2 amino acids is in the C1—C2—C3—C4/
C5—C4—C3—C2 dihedral angles (numbering given in
Fig. 4). In Group 1 molecules, the carboxylic acid-
containing bridge is substantially flattened, with the
dihedral angles ranging from 10.9 to 13.6�. In the Group
2 amino acids, the ring is puckered as in a normal, albeit
flattened cyclohexane chair, with dihedral angles ranging
from 21.5 to 22.7�. The remaining dihedral angles vary
less between Group 1 and 2 molecules; C3—C4—C5—
C6 ranges from 36.4 to 40.4� in Group 1 and from 41.6
to 45.3� in Group 2, and C4—C5—C6—C1 ranges
from 64.1 to 66.9� in Group 1 and from 63.9 to 66.5�


in Group 2.
These results are counterintuitive; one would expect


that the molecules in Group 1 would flatten less owing to
the expected non-bonded strain, yet they are observed to
flatten more. Even with the extreme flattening observed
in the amino acid having three bridgehead methyl groups,
there is no steric strain between the bridgehead methyl
and the opposing methylene group. The closest H—H
non-bonded distance here is 3.02 Å.


It is difficult to pinpoint the reasons why Group 1
molecules flatten more than Group 2 molecules. However,
the increased chair deformation of the Group 1 molecules
leads to greater torsional strain, thereby reducing the
driving force for the hydrolysis, as observed. Further,
among the Group 1 compounds, the greater the flattening
observed, the less exothermic is the hydrolysis reaction.


The bridgehead methyl substituents appear to exert
subtle but important pressure on the structures. The
amide and amino acid having three methyl substituents
are larger overall. For example, the intra-bridgehead
distances in the amide are 2.55–2.56 Å, whereas the
amide with no methyl groups has distances of 2.52 Å.
Similar differences are observed in the amino acids.
Carbon–carbon bonds are also slightly longer in the
molecules with more bridgehead methyl substituents. A
second, and probably more important, factor is the out-
ward bending of the carboxylic acid group. This bending
is less when the C3 bridgehead methyl group is present.
The C(O)—C(bridgehead)—C(methyl) angle is 106.7–
106.8� with the methyl present, and the analogous
C(O)—C(bridgehead)—H angle is 101.3–101.5� in the
amino acid without methyls. There is certainly a strong
driving force to obtain the ideal intermolecular hydrogen
bonding in this gas-phase structure. Perhaps the bridge-
head methyl prevents the outward flexing of the car-
boxylic acid group, thereby requiring the unexpected
extreme ring flattening. Hence there appear to be several
small structural implications of the bridgehead methyl
group. This type of buttressing to promote ring formation
is well known,12,13 and therefore the hydrolyses of the
twisted amides provide another example of the Thorpe–
Ingold effect.


Table 2. Enthalpies of amide hydrolysis and carbonyl
hydration (kcalmol�1)a


Amide �H(hydrolysis) �H(hydration)


1 3 methyls �7.6 �3.6
2 2 methyls, symmetrical �11.5 �4.6
3 2 methyls,asymmetric �8.6 �3.3
4 1 methyl, symmetrical �9.7 �3.2
5 1 methyl, asymmetric �12.4 �4.3
6 0 methyls �13.5 �4.3


a B3LYP/6–31þG*//B3LYP/6–31þG*. ZPE are scaled by 0.9804.17


Figure 5. Structural deformations on amide hydrolysis
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The bridgehead methyl substituents are also important,
although less so, in the formation of the higher energy
amino acid conformations. Hydrolysis of the amide 1
with three bridgehead methyls is �6.2 kcal mol�1,
whereas hydrolysis of amide 6 without bridgehead
methyls is �10.5 kcal mol�1. The same C3 bridgehead
methyl group again appears to be important, inhibiting
rotation of the carboxylic acid group necessary for
intramolecular stabilization. In the trimethyl compound,
the NH � � � :O——C distance is 2.49 Å, and without methyls
present, the carbonyl oxygen rotates noticeably inward,
and the distance is 2.42 Å.


Not all reactions in which an adamantane ring system
is opened and closed are sensitive to bridgehead methyl
substituents. Davies et al. recently described a study
involving a series of three related amino aldehydes and
their cyclized hemiaminal zwitterions (Fig. 6).14 Con-
trary to their expectations, the equilibrium constants
measured in anhydrous CD2Cl2 are not greatly influenced
by the methyl substituents; �H� is �3.7 kcal mol�1 with
three methyls, �3.9 kcal mol�1 with one methyl and
�4.6 kcal mol�1 with no methyl groups present. In keep-
ing with the ideas described above, the aminoaldehyde is
not expected to spread open as much as the amino acids
because hydrogen bonding is not an issue. Further, the
smaller aldehyde group would experience less steric
hindrance from the C3 bridgehead methyl group. Overall,
it is not unreasonable that this reaction is less sensitive to
the bridgehead methyl substituents.


Amide hydration to the carbonyl hydrate


Only one conformation of the carbonyl hydrates was
studied, with anomeric stabilization of the geminal diol
(Fig. 7). The distance between the nitrogen and the
nearest OH hydrogen is 2.43 Å. Kirby et al. reported a
crystal structure for the hydrochloride salt of the hydrate
in which the nitrogen is protonated and both hydroxyl
protons interact with the chloride.8 These two molecules
differ sufficiently that comparisons are not germane.


As seen in Table 2, the energy of carbonyl hydration is
much less dependent on the number and position of
methyl substituents. This is not unexpected, considering
that the adamantane ring system is not opened up during
this reaction. The exothermicity observed in these amide
hydration reactions is of the same magnitude as the
calculated gas-phase hydration of acetaldehyde,15 and is
due to the electron-withdrawing effect of the nitrogen
adjacent to the carbonyl group. It is curious that the


twisted amide hydrate is stable, but the hydrate of
acetaldehyde is not.


Comparisons with N-methylcaprolactam
and N, N-dimethylacetamide


Our hypothesis was that the twisted amide 1 was desta-
bilized by �20 kcal mol�1, the energy commonly asso-
ciated with the amide rotational barrier. Hence, the
reactions of 1 should be more exothermic by
20 kcal mol�1 compared with planar amide reference
compounds, if in fact 1 fairly represents a transition state.
Further, the reactions of 1 should be similar to those of
DMA transition states.


Three conformations of the amino acid generated from
N-methylcaprolactam were studied. Two fully extended
structures were considered and had hydrolysis enthalpies
of 2.1–2.9 kcal mol�1. Attempts were made to obtain a
cyclic structure in which hydrogen bonding was present.
The all-gauche structure that was found does not have
hydrogen bonding; the N: � � �HO distance is 3.93 Å. The
enthalpy of hydrolysis to this conformation is
6.0 kcal mol�1. The hydrolysis enthalpy of planar DMA
is 1.2 kcal mol�1. The hydrolyses of these planar refer-
ence amides are not 20 kcal mol�1 more exothermic than
hydrolysis of 1. This suggests that hydrolysis of 1 is
substantially different than hydrolysis of an amide transi-
tion state, owing primarily to strain in the amino acid
product. Further, hydrolysis of the anti transition state
from DMA has a reaction enthalpy of �14.8 kcal mol�1,
and hydrolysis of the syn transition state, the one more
closely resembling the twisted amide, �17.9 kcal mol�1.
Again, the hydrolyses of the twisted amides do not fully
reflect the expected destabilization, although the twisted
amide having no bridgehead substituents comes close.


Hydration of N-methylcaprolactam and DMA was also
studied. Two conformations of the lactam hydrate were
found, one with the N-methyl group equatorial and the
other axial. The hydration enthalpies are 15.4 and
17.4 kcal mol�1, respectively. Two conformations of the
DMA hydrate were found. The lower energy hydrate has
the nitrogen lone pair oriented syn to the former carbonyl
carbon, and is analogous to the twisted amide hydrates.
The hydration enthalpy of the syn DMA transition state to
this hydrate is �5.1 kcal mol�1, similar to the hydration
enthalpies of the twisted amides. The higher energy


Figure 6. Aminoaldehyde equilibrium


Figure 7. Calculated structure of the carbonyl hydrate
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hydrate, destabilized by 1.1 kcal mol�1, is similar to the
hydrate found for N-methylcaprolactam. The hydration
enthalpy from planar DMA to this transition state is
15.2 kcal mol�1, like that observed in N-methylcaprolac-
tam. The hydration of 1 and the other twisted amides
studied is similar both structurally and energetically to
hydration of an amide transition state, albeit the higher
energy transition state, and �20 kcal mol�1 more favor-
able than hydration of the planar reference compounds.
This suggests that hydration of 1 is much like that for an
amide transition state.


COMPUTATIONAL METHODS


All calculations were performed using Gaussian 98W,
Version 5.4.16 Geometries were optimized at the B3LYP/
6–31þG* level of theory.9 A vibrational frequency ana-
lysis was also performed using this method, and all
molecules were found to have zero imaginary frequencies
except the transition states of DMA, which were each
found to have one. Zero-point energies were scaled by
0.9804.17 Calculations were also performed using
B3LYP/6–31G* methodology, and the structures and
energy trends are similar. Without diffuse functions, the
calculated reaction enthalpies are more exothermic,
with amide hydrolysis ranging from �12.1 to
�17.6 kcal mol�1 and amide hydration ranging from
�8.2 to �9.1 kcal mol�1. Because diffuse functions are
important in the description of hydrogen bonds, the
results of the B3LYP/6–31þG* calculations are reported.


CONCLUSIONS


The use of amide 1 as a model of the transition state to
amide C—N bond rotation carries some risk. Carbonyl
hydration of 1 is similar both structurally and energeti-
cally to hydration of the syn transition state to C—N
bond rotation. However, in the case of amide hydrolysis
to the amino acid, the adamantane ring system is opened,
and the buttressing effects of the bridgehead methyl
substituents destabilize the amino acid and lead to an
artificial stabilization of the amide. In this case, amide 1
behaves less like the amide rotational transition state.


Supplementary material


Cartesian coordinates, energies and zero-point energies
of all molecules calculated (23 pages) are available in
Wiley Interscience.
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ABSTRACT: This whole paper deals with eclipses. The appearance of a book masks the existence of a prior
masterpiece. Sometimes, the existence of a book prevents another from even being written. Physical organic
chemistry has two such skeletons in its closet. The ghostly presence, Sidgwick’s book, contributed to setting up our
sub-discipline. The appearance of Gould’s useful textbook may well have prevented, this is the second contention,
Paul D. Bartlett from writing his own treatise. Copyright # 2005 John Wiley & Sons, Ltd.
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INTRODUCTION


However historians may differ, the surge of a new sub-
discipline remains a complex and an opaque process.
Contrary to the hypothesis by Lakatos of research pro-
grams,1 a sub-discipline does not spring into existence to
fulfil an explicit research program. A sub-discipline gives
itself specialized and emblematic organs, such as a
periodical for its community of peers and yearly confe-
rences, not only when thriving but especially on the wane,
when the initial impetus is gone and when it has run out
of gas.


The sub-discipline known as ‘physical organic chem-
istry’ may, for the purpose of this paper, be identified with
study of mechanisms of organic reactions, of the structure
and stereochemistry of organic molecules and of the
equilibria in which they are involved. I was active in it
throughout my career, from the early 1960s until the turn
of the 21st century. I witnessed the officializing of the
field after it had enjoyed its heyday.


The periodization2 which serves as my framework here
is a 1910 birth date for physical organic chemistry with
the publication of Sidgwick’s treatise;3 a 1934 claim by
Ingold for the new territory, complete with new place
names; a steep rise in the aftermath of World War II; a
steady erosion and a slow decline after the debacle, which
occurred in the late 1960s, in public funding of the sub-
discipline, following the classical–non classical ion con-
troversy, and the later migration of scientists to more


biological topics.4 Factors explaining the rise of physical
organic chemistry in the 1950s were the emphasis on
mechanisms of organic reactions when, after the end of
World War II, it became once again possible to follow up
on the thrust from Henry Eyring (1901–81) and Michael
Polanyi (1886–1964),5 who introduced the notion of a
transition state;6 the lead from the English school of
Christopher K. Ingold (1893–1970)7 and E. D. Hughes,8


and their use of the kinetic tool; the impact of the first
quantum chemical calculations;9,10 availability of com-
mercial infrared spectrometers;11 introduction of a novel
and powerful spectroscopy, nuclear magnetic reso-
nance;12–14 the influential and exceptional vitality of a
research group headed by Paul D. Bartlett (1907–97) at
Harvard15 (I conjecture a seminal influence by James B.
Conant as a mentor to Paul D. Bartlett and Frank
Westheimer aiming them towards physical organic chem-
istry; see W. J. Cromie, The Harvard Gazette, 3 October
2002, for F. H. Westheimer’s vivid recollection of a
comment by Conant redirecting his research); and the
sometimes contentious discussions at the Reaction Me-
chanisms Conferences that were launched in 1946.


I wish to discuss here the influence of two textbooks, one
antedating the rise of physical organic chemistry to the first
rank by some 30–40 years and the other in its aftermath.
The conventional history of physical organic chemistry
dates its birth to the 1930s with Ingold16 or Robinson17,18 as
putative father, in itself a matter of some controversy.


The theme of this paper is eclipses, when the appear-
ance of a book masks the existence of a prior masterpiece.
Sometimes, the existence of a book prevents another
from even being written. Physical organic chemistry
has two such skeletons in its closet. The ghostly presence,
Sidgwick’s book, contributed to setting up the
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sub-discipline. The appearance of Gould’s useful text-
book may well have prevented, this is the second con-
tention, Paul D. Bartlett from writing his own treatise.


It appeared advisable to take a look at the record,
before either Ingold or Robinson arrived on the scene.
What should that time be? Because physical organic
chemistry started its existence before the advent of
quantum chemistry and had already set itself apart, it
ought to antedate 1930. Were one to stake a claim to the
existence of the core notions of physical organic chem-
istry independently of and prior to electronic theories of
molecular structure and reactivity, the ideal time would
be the turn of the 20th century.


When did physical organic chemistry start life? I
contend here and elsewhere that it came into existence
with the publication of Sidgwick’s Organic Chemistry of
Nitrogen.3 This book issued a clarion call for the new
sub-discipline of physical organic chemistry. It outlined
its mechanistic research objectives in great detail. It was a
pioneering text, at a time when a few other chemists
staked out the outlines of the field.


That a new flow of scientific ideas and experiments first
takes a subterranean course prior to becoming a main-
stream recurs often in science history. The official birth
date indeed is recorded a full generation later. As an
established sub-discipline within organic chemistry, one
may choose as the historical marker the 1940 publication
of Louis P. Hammett’s influential book,19 with its title
offering furthermore a name for the field.


Textbooks are easily overlooked. Historians seldom
turn to them, denigrating them as ‘repetitive and unin-
spired literature’.20 These scholars are unprepared and
even wary of looking at textbooks for, what is much more
exceptional, the priming of novel concepts, methodolo-
gies and even research programs. And yet! They should
remember that the Periodic Table originated in such a
textbook, by Mendeleev. Cannizzaro’s Sunto di un Corso
di Filosofia Chimica was also another historical marker.
Such examples in themselves ought to focus some atten-
tion on chemical teaching manuals. Textbooks provide
rich historical evidence on the paradigmatic states of a
discipline: subdivisions into areas of expertise; standard
problem-solving strategies; standard methodologies and
auxiliary techniques; the roster of leaders in the
field; . . . .


We are fortunate in the existence of at least two such
textbooks in the 1900s, nurturing the rootstock of physi-
cal organic chemistry. Julius Berend Cohen’s (1859–
1935) Organic Chemistry for Advanced Students, first
published in 1907, went through several editions and was
notable for relating mechanisms to kinetics.


THE PRECURSOR


The other book was Sidgwick’s Organic Chemistry of
Nitrogen, which I shall now focus on.3 This book has had


a remarkable career: it has remained in print for over half
a century. The first edition was published in 1910, the
second edition appeared in 1937 (prepared by Wilson
Baker and Thomas Weston Jones Taylor) and was reis-
sued in 1949 and again in 1963 and a third edition revised
and rewritten by Ian T. Millar and H. D. Springall
appeared in 1967. Sidgwick’s contribution was influen-
tial, simply because his book (OCN) made a deep
impression upon organic chemists. Its very circulation
makes the point: ‘25 years after publication copies were
selling for four times the original price’.21


In arguing that Sidgwick’s OCN was highly influential, I
should mention an obstacle, one familiar to historians of the
period: the scientific literature seldom made reference to
textbooks, only to primary publications. Education of a
scholar saw to it: doctoral students were trained to rely
upon original papers exclusively, a rule they heeded after-
wards. Accordingly, the proverbial smoking gun proved to
be elusive: in spite of all my efforts, I cannot bring forward
proof of the direct influence of Sidgwick’s textbook upon
the nascent physical organic chemistry, in the form of an
acknowledgement in print that it served as a standard.


The preface to OCN is brief, consisting of only 16
sentences in four paragraphs. It gives OCN a dual
anchoring, at Oxford and in Germany: Sidgwick pays
tribute to the two textbooks of organic chemistry that he
holds as authoritative, Victor Meyer (1848–97) and J.
Paul Jacobson’s (1859–1923) Lehrbuch and Victor von
Richter’s (1841–91) book of the same title.


Even though Sidgwick’s preface is short, it constantly
evokes the duality between organic chemistry and phy-
sical chemistry, but as a border to be bridged. Sidgwick
thus pushes for kinetics as a tool to study the mechanism
of organic reactions.


A kinetic tool recurrent in OCN is the determination of
the molecularity for a chemical reaction. Another notion,
one of the very foundations of mechanistic chemistry, is
that of the slow step: whenever a reaction occurs as a
succession of elementary steps, one of them functions as
the bottleneck, as the rate-determining step. This concept
is also to be found repeatedly in OCN, e.g. see Ref. 22.


Mechanistic chemistry is, to a large extent, the study of
elusive reaction intermediates. Not only is Sidgwick
familiar with the concept, he already adhered as early
as 1910 to the modern practice of putting intermediates
between brackets (e.g. Ref. 23). Some reaction mechan-
isms were extremely well understood already by this
time. Consider the Beckmann rearrangement: its mechan-
ism is envisaged at several places in the book, and
Sidgwick explains how its stereoselectivity can be taken
advantage of to assign isomeric structures.24


Steric hindrance was already well accepted. The index
to OCN has no fewer than 11 entries under ‘Stereo-
hindrance’. Sidgwick’s discussions of stereochemistry
are impressive for a book published in 1910. He devotes
no fewer than six pages to discussing stereoisomerism in
the benzil dioximes.25
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Another concept already well in place in 1910 is that of
ring strain. For instance, diazomethane CH2N2 is given
the structure of a three-membered ring, to which its high
reactivity is ascribed.26


Hydrogen and alkyl shifts are covered in Sidgwick’s
treatise, under the somewhat poetical terminology of
‘wanderings’.


Whenever Sidgwick describes a reaction mechanism,
in detail the intermediate—apart from becoming en-
closed within brackets, for instance a bromamide potas-
sium salt in conversion of amides into amines, under
action of alkali and bromine27—is placed on the same
footing as the other molecules discussed, whether reac-
tants or products. It shares similar structural character-
istics as existing molecules. Sometimes, Sidgwick will
mention a positively or a negatively charged entity. Such
references clearly embody trust in their existence.


Sidgwick’s book bridges two periods in time, two
shores: on the one hand it is rooted in some of the leading
chemistry of the 1890s and 1900s, namely Wilhelm
Ostwald’s physical chemistry and Emil Fischer’s organic
chemistry; and, on the other hand, it prefigures physical
organic chemistry, as Louis P. Hammett would crystallize
its intent when he published his book in 1940.15


The impetus of Sidgwick’s program, infusing organic
chemistry with the tools and concepts from physical
chemistry, was so strong as to give it a measure of
autonomy and to carry it forward, basically without
accommodation of the newer electronic and quantum
ideas. These started to be applied about a decade later
to organic molecules and reactions by Lapworth and in
Robinson’s early work.28


Prior to the devising of quantum mechanics in the late
1920s, a strong physical chemistry already had deep
roots,29 including within organic chemistry. OCN was
for several decades a standard reference work. This was
the book graduate students starting a career in hetero-
cyclic chemistry were told to peruse at the start of a
bibliography. This was the book scientists active in the
area of nitrogen-containing organic molecules would
consult when writing up their contributions—with the
intent of not overlooking work done from the 1880s to the
1900s. This was the book a university lecturer in organic
chemistry would turn to during preparation of many a
lecture.30


This text was highly popular. It was backed-up by
formidable documentation. That it carried with it a strong
militancy for the nascent physical organic chemistry
provided fertile ground. It nurtured a similar spirit among
its readers, primarily in Britain and in America. Physical
organic chemistry, at least at the start, promised to
become an Anglo-Saxon province.31 (In Germany, while
the likes of Hans Meerwein, Walter Huckel or, later, Rolf
Huisgen were doing admirable work, they stood some-
what outside the mainstream of organic chemistry.)
OCN has value to the historian of chemistry as strong


evidence on two phenomena, each overwhelming in its


magnitude, dominance of the field by Germany at the turn
of the 20th century, predominance of the kinetic tool.


THE INSTRUCTOR


I will turn now to another textbook. In 1959, Holt,
Rinehart and Winston, a commercial New York publisher,
came out with a book written by Edwin S. Gould, then at
the Stanford Research Institute.32 Its title was a deliberate
inversion of that of the earlier book of Ingold, Structure
and Mechanism in Organic Chemistry. Gould, by enti-
tling his book Mechanism and Structure in Organic
Chemistry, emphasized that henceforth mechanistic ques-
tions were taking precedence. This textbook ran to 790
pages. Its panorama of physical organic chemistry, even
though it was rather slanted and somewhat incomplete,
had three parts. The first dealt with molecular structure
and with the rudiments of spectroscopy, UV–visible and
infrared. The second, which made up the bulk of the
book, dealt mainly with reactions involving electrically
charged intermediates. The third part, much shorter
owing to a combination of unease with its subject matter
and a feeling of obligation, dealt with addition and
rearrangements proceeding via free radicals.


Gould’s preface stated that physical organic chemistry
was a mature 30-year-old, which I take as a rhetorical
exaggeration on his part. True, one could go back to the
end of the 1920s and find memorable ancestors to
physical organic chemistry, scientists who indeed were
pioneers in the field, such as Gilbert N. Lewis, Arthur
Michael, Arthur Lapworth and a few others, especially
Louis P. Hammett at the end of the 1930s. Yet they
remained isolated and only after the end of World War II
did physical organic chemistry soar.


Gould, the author of this monograph, had two some-
what unusual but characteristic features. He lacked direct
experience of physical organic chemistry. After he wrote
that book, his own work dealt with mechanisms of
radical-mediated oxidation in inorganic chemistry. He
used the methodology he had earlier been preaching, but
applied it to a different part of chemistry. Gould spent
most of his career in the chemistry department at Kent
State University, in Kent, OH—chiefly remembered to-
day for the National Guard firing upon a demonstration
by students against the Vietnam War.


Gould’s book, an easy read, a pleasant study guide,
clearly and carefully typeset, with an airy format, had
behind it sound documentation. As an outsider, the author
did a good job overall, making himself familiar with a
whole field in spite of its uncertain borders. He had
mastered an abundant literature without showing off
and is able in this book to distil it in an easily accessible
manner.


Moreover, the numerous exercises coming at the end of
the chapters, whose answers are not given, are an im-
portant feature. They are all stimulating, and some are
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difficult to solve. A student making the effort of doing
them all would benefit greatly and would gain an over-
view of the field. Often, the background of an exercise
would be a question, that had been debated in publica-
tions during the 1950s but which would still retain
interest at the beginning of the 1960s.


The profusion of exercises was one of the reasons for
the success of Gould’s book after its appearance. Another
reason was that it had cornered the market. Louis
Hammett’s book, not a textbook and pre-World War II
in origin, was no competition. A third reason was that
Paul D. Barlett’s laboratory had seeded chemistry depart-
ments all over the USA with well-trained, gifted, physical
organic chemists. As insiders, they understood the mate-
rial far better than Gould did. For them, it was an ideal
situation. They could assign Gould as reading and for the
exercises, and they could lecture from their own material.
They could dispense with the effort of writing up their
lecture notes, while they could afford to be critical and
even highly critical of Gould’s.


Gould’s book is most valuable to the historian of
chemistry for its documenting of everyday life in the
laboratory during the 1950s. It makes us see graduate
students measuring reaction rates, by conductimetry for
instance, in carefully thermostated reaction vessels; de-
termining the magnitude of an electric dipole moment;
using calorimetry to determine the heat of a reaction, and
then pitting it against a value calculated from bond
energies; scribbling Lewis structures on the back of an
envelope, to estimate a bond length or an electric
charge . . . .


COMPARING TWO COMPILERS


Now to a parallel, of sorts, between these two books,
Sidgwick’s Organic Chemistry of Nitrogen and Gould’s
Mechanism and Structure in Organic Chemistry. They
had a joint fate. Neither became a landmark for physical
organic chemistry as a sub-discipline. In the 1960s, when
physical organic chemistry was at the acme of its popu-
larity and appeal among chemists, Sidgwick’s book
remained totally forgotten among physical organic che-
mists. Synthetic organic chemists, natural products che-
mists, specialists of alkaloids in particular and
pharmaceutical chemists continued to give it their
allegiance.


There are two explanations for the neglect by physical
organic chemists. It was a book which was ahead of its
time, the work of a pioneer. Moreover, Sidgwick went on
to a different field where he made his name. One might
say that he defected to the enemy, he became a militant of
the electronic theory of chemistry. His second book,
The Electronic Theory of Valency,33 made him famous.
When he was awarded the Medal of the Royal Society in
1937, it was stated that this book had more influence on
British science than any other in his generation. The


success of the second book eclipsed almost totally the
merits of the first. Furthermore, readers of the second
book, as they became convinced of the pertinence and
cogency of the electronic theory, took it for granted that
Sidgwick’s earlier approach had been superseded.


And what about Gould’s book and its reception? It
stood in the shadow of a non-existent book. It would have
been natural, in the late 1950s or early 1960s, for Paul D.
Bartlett to write the authoritative masterpiece for which
he was uniquely qualified. He did not. Steven J. Weinin-
ger may tell us the reasons when he publishes the book on
Professor Bartlett on which he is currently working.


An early reader of the present paper noted that Bartlett
himself immediately adopted Gould’s text for his own
course and never seemed to criticize it explicitly (at least
from 1961 to 1965, when he attended his lectures)—a
courteous behavior totally in character for Paul D.
Bartlett. This former Bartlett student further reminisced,
‘of course he did not follow Gould in his lectures’.


In any case, Gould’s book pre-empted this particular
niche of the market. Only a decade later would Bartlett
publish a book, an annotated collection of reprints from
the classical–non classical carbonium ion controversy,
that reflected his eminent skills as an analytical thinker, a
gifted writer and a fully informed scholar.34 By contrast,
Gould’s book lacked authority. Its writer did not have the
qualifications that would otherwise have put his volume
in the category of Hammett’s or of The Nature of the
Chemical Bond.


Comparison of those two books, Sidgwick’s and
Gould’s, across half a century has value for the historian.
Even though neither book advocates a methodology, as
Hammett’s did with linear free energy relationships,
Streitwieser’s manual35 or Coulson’s36 with molecular-
orbital calculations, Dewar’s with perturbational MO
theory,37 they give witness to the anticipated (by Sidg-
wick) rise of a new field. They also document its migra-
tion across the Atlantic. Their continuities include the
importance of the molecular formula as a heuristic tool
and the measurement of reaction rates, whereas the
discontinuities have to do predominantly with the notion
of a transition state as distinct from an intermediate, and
potential energy diagrams along the reaction coordinate.


Gould’s book indeed reflected a core weakness of
physical organic chemistry. If one excepts a few scientists
such as John D. Roberts and Saul Winstein, its blind spot
as a sub-discipline was the absence of quantum chemical
calculations. Gould, in the mainstream of organic chem-
istry in the 1950s, contented himself with qualitative use
of valence-bond theory. His book could have been the
opportunity for the introduction of molecular orbital
theory, if only at the level of the Hückel approximation.
Indeed, the appearance of contemporary introductions of
molecular orbital theory aimed at organic chemists—I
am alluding to books such as those by Andrew S.
Streitwieser38 and John D. Roberts39,40—makes his lapse
even more glaring to our post hoc perception.
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Gould had an excuse, though. He shared this blind spot
with physical organic chemists as a group, as a commu-
nity. At the end of the 1960s, this particular deficiency
would lead to the implosion of physical organic chem-
istry. For one thing, the classical–non classical ion con-
troversy pitted people trained in physical organic
chemistry as a heuristic, against scientists who had an
interest in and an understanding of quantum theory. One
may draw a parallel with the controversy about stereo-
chemistry between van’t Hoff and conservative chemists
in the mid-1870s, or about atomic theory among French
chemists in the 1880s and 1890s. In such episodes, a
group of conservative chemists resisted innovation in the
name of empiricism and to combat what they held to be
only idle speculation.


To return to the impact of quantum chemistry and
calculations on organic chemistry, the advent of the Wood-
ward–Hoffmann rules for electrocyclic reactions proved
that quantum theory was successful, that it was predictive
and that the toolbox of traditional physical organic chem-
istry was by then, around 1965, hopelessly dated. This was
when the rules of the game started to change.


CONCLUSIONS


What do we learn from these two books, their times of
appearance, their contents, their reception, about the
constitution of a scientific sub-discipline? Any field of
knowledge is highly vulnerable. The troubles of physical
organic chemistry at the end of the 1960s, one year
towering so high, a couple of years later fallen from its
pedestal and replaced by synthetic organic chemistry,
is an eloquent testimony to the fickleness of scientists
as they follow the grant money.


Not only are they fickle, their collective memory is
weak and selective. Any field of science oblivious of its
historical roots is set for disaster, sooner or later. The
reason is that concepts are not God-given. Rather than
appearing from nowhere in the big blue yonder, they are
set on foundations and they are constructed, individually
and collectively, in a gradual combination of accretion
and demotion.


If there is a lesson to be drawn from the two highly
different books on which I have been commenting, it is
that in the short run opportunism pays. Not only is it
rewarded with success but, as the saying goes, bad
currency drives out the good. At its zenith, physical
organic chemistry was beset with a number of mediocre
manuals. Moreover, publication by Gould of his very
good book may well have prevented the publication of a
Sidgwick-like treatise, which is what Paul D. Bartlett
could most certainly have provided.


A lesson from Sidgwick’s book is how important it is,
how determining of the future it is, to review a field
critically and to sum it up. Owing to his efforts, and to
those of a few of his contemporaries, the field of physical


organic chemistry was prepared already in the 1930s, it
needed only to be harvested. Sidgwick’s accomplish-
ments are summarized in one word, scholarship.


The lesson from Gould’s book is similar. When we
know from hindsight that physical organic chemistry
would not reach unharmed the end of the 1960s, can
we put some of the blame on Gould’s book? Only to the
extent that it was loyal to an already outdated and unduly
restrictive view of the field, which excluded chemical
physics and quantum chemical calculations.
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ABSTRACT: The geometries of NHn(CH3)3�n, NHn(CH3)þ3�n (n¼ 0–3) and their corresponding coupling complexes
[NHn(CH3)3�n � � �NHn(CH3)þ3�n (n¼ 0–3)] were determined using density functional theory (DFT) and ab initio
methods at the 6–311þG* basis set level, and the relative stability is predicted to decrease in the order
H3N � � �NHþ


3 >CH3H2N � � �NH2CHþ
3 > (CH3)2HN � � �NH(CH3)þ2 > (CH3)3N � � �N(CH3)þ3 for the four stable encoun-


ter complexes. The inapplicability is also discussed for the DFT methods in predicting the dissociation energy curves
especially with long contact distance in which the DFT methods give abnormal behavior for the dissociation of the
complexes due to the ‘inverse symmetry breaking’ problem. The contact distance dependences of the activation
energy, the coupling matrix element and the electron-transfer (ET) rate were determined with the MP2/6–311þG* or
MP2/6–31G* method. The results show that ET reactions occur chiefly only over a small range of contact distances
where the favorable ones are 1.9 Å<RN—N< 4.0 Å for NH3 � � �NHþ


3 , 2.5 Å<RN—N< 5.0 Å for CH3H2N � � �
NH2CHþ


3 , 2.1 Å<RN—N< 5.0 Å for (CH3)2HN � � �NH(CH3)þ2 and 3.2 Å<RN—N< 6.0 Å for (CH3)3N � � �
N(CH3)þ3 coupling systems. The most optimum contact distances for the above four coupling systems are 2.4, 3.0,
2.7 and 3.7 Å where the corresponding maximum ET rates are 2.53� 105 s�1(H3N � � �NHþ


3 ), 1.16�
103 s�1(CH3H2N � � �NH2CHþ


3 ), 7.55� 10�3 s�1 [(CH3)2HN � � �NH(CH3)þ2 ] and 2.25� 10�4 s�1 [(CH3)3N � � �
N(CH3)þ3 ], respectively, and the corresponding maximum ET rate order is H3N � � �NHþ


3 >CH3H2N � � �
NH2CHþ


3 > (CH3)2HN � � �NH(CH3)þ2 > (CH3)3N � � �N(CH3)þ3 . Increasing substituents on the active N centers may
significantly change the ET rate and other kinetic parameters. Copyright # 2004 John Wiley & Sons, Ltd.


KEYWORDS: electron transfer reactivity; DFT method; activation energy; coupling matrix element; ab initio calculation;


substituted amine couples


INTRODUCTION


Ammonia and the saturated aliphatic amines have been
investigated extensively1–5 owing to their wide applica-
tions, such as in making pesticides, medicines, coloring
matters and ion-exchange colophony and their wide
existence in nature and biological organisms. In biologi-
cal systems, they are linked to amino acid residues and
other biological molecular chains, and the interactions
among them and other biological active ions play an
important role in assisting biological functionality. In
particular, there are two important processes in biological
systems, photosynthesis and respiration processes. In


both processes, electron transfer (ET) and proton trans-
location make up their main contents. Obviously, the
intermediate molecular fragments linked to the donor/
acceptor active sites play the dominant role in assisting
and promoting the ET and the proton translocation and
thus affect the biological functionality. Therefore, it is
fundamental to explore the coupling interaction modes
and the ET reactivity of these systems for further under-
standing of the biological functional mechanism.
However, systematic studies of the different structural pro-
perties regarding ammonia and some methyl-substituted
aliphatic amines and the complexes formed between the
neutral molecule [NH3, NH2CH3, NH(CH3)2 or N(CH3)3]
and their cations [NHþ


3 , NH2CHþ
3 , NH(CH3)þ2 or (CH3)þ3 ]


have not been reported elsewhere. In this paper, we focus
on the complexes formed between the neutral monomers
[NH3, NH2CH3, NH(CH3)2 and N(CH3)3] and the their
corresponding cation monomers [NHþ


3 , NH2CHþ
3 ,


NH(CH3)þ2 and N(CH3)þ3 ] (Fig. 1) and their ET
reactivity.
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In the last two decades, ET reactions have continued to
be the subject of many theoretical6–8 and experimental9–11


studies, for both chemical and biological systems. In
general, ET can occur in a determinate range of contact
distances, although there is a maximum reaction prob-
ability for each ET system at an optimum contact
distance. However, for a real system, especially for the
biological systems, since the active donor/acceptor
groups are generally fixed to the biological molecular
chains, the structural constraint and the solvent fluctua-
tion perhaps cannot assuredly give the donor/acceptor
species an optimum interaction mode for favoring ET
like that for a gas-phase isolated coupling couple. Also,
the coupling mode for ET or proton transfer may vary as


the surroundings change. Therefore, it is very interesting
to investigate the ET reactivity of a system at different
contact distances and the effect of the coupling mode on
the ET mechanism. Although there are many publications
aimed at the ET reactivity of various systems, there is a
serious lack of studies on the coupling mode (including
contact distance and orientation, etc.) dependence of the
ET reactivity for any systems. In detail, for the ammo-
nium ion pair, studies on the interaction modes and the ET
mechanism have not yet been reported. Therefore, in this
paper, taking the NHn(CH3)3�n/NHn(CH3)þ3�n pair as
model species, accurate descriptions of the kinetics
parameters of self-exchange ET reactions of
NHn(CH3)3�n and NHn(CH3)þ3�n will be made, and


Figure 1. Atomic numbering corresponding to the geometric parameters of the four neutral single molecules [NH3, NH2CH3,
NH(CH3)2 and N(CH3)3)], the four single molecule cations [NHþ


3 , NH2CH
þ
3 , NH(CH3)


þ
2 and N(CH3)


þ
3 ], single molecules and the


four complexes [H3N � � �NHþ
3 , CH3H2N � � �NH2CH


þ
3 , (CH3)2HN � � �NH(CH3)


þ
2 and (CH3)3N � � �N(CH3)


þ
3 ]
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the contact distance dependence of various kinetic
parameters such as activation energy, coupling matrix
element and the ET rate of the NHn(CH3)3�n � � �
NHn(CH3)þ3�n coupling system will be analyzed.


In addition, in view of the complicated nature of the
biological macromolecule and the computational cost at
wavefunction-correlated ab initio theoretical levels, com-
putational methods based on density functional theory
(DFT) are widely used. These methods can predict
relatively accurate molecular structures and vibrational
frequencies with moderate computational effort for equi-
librium systems. However, for the above ET systems, the
occurrence of ET must not require the donor and acceptor
to be in the most favorable geometry and interaction
mode. Once the ET condition is met, transfer may occur
with considerable probability no matter whether the
coupling system is in equilibrium or non-equilibrium
geometry. In order to explore the ET reactivity of the
system at a far from equilibrium geometry, we must
determine the potential surface of the system at that far
from equilibrium geometry. Therefore, this work also
presents a challenge for theoretical calculational methods
as to whether or not they are suitable for calculations on
systems at a geometry far from equilibrium.


A recent study has indicated that the energy curves
with some DFT methods (such as B3LYP and B3P86)
show an abnormal dissociation behavior. This abnormal
behavior was first reported by Bally and Sastry in 199712


and was recognized to be attributable to the ‘inverse
symmetry breaking’ problem. In view of this considera-
tion, another aim of this study was to check the applic-
ability of DFT methods and wavefunction-correlated ab
initio methods in predicting the energy curves especially
with long contact distance, and to test the abnormal
behavior. Therefore, for the sake of comparison, both
DFT and Møller–Plesset theory methods are used in this
paper.


THEORETICAL MODEL


The self-exchange ET reaction between the neutral
NHn(CH3)3�n and its cation can be expressed as


NHnðCH3Þ3�nðR1Þ þ NHnðCH3Þþ3�nðR2Þ
¼ NHnðCH3Þþ3�nðR2Þ þ NHnðCH3Þ3�nðR1Þ ð1Þ


where R1 and R2 denote the characteristic parameters
such as bond lengths, bond angles and dihedral angles of
the neutral NHn(CH3)3�n and its cation, respectively.


The ET reaction between the donor [NHn(CH3)3�n]
and the acceptor [NHn(CH3)þ3�n] may be expressed by
five elementary processes:


1. Formation of the encounter complex:


NHnðCH3Þ3�nðR1Þ þ NHnðCH3Þþ3�nðR2Þ
Ð NHnðCH3Þ3�nðR0


1Þ � � �NHnðCH3Þþ3�nðR0
2Þ ð2Þ


2. Reorganization of the encounter complex:


NHnðCH3Þ3�nðR0
1Þ � � �NHnðCH3Þþ3�nðR0


2Þ
! NHnðCH3Þ3�nðR�


1Þ � � �NHnðCH3Þþ3�nðR�
2Þ ð3Þ


3. Electron transfer:


NHnðCH3Þ3�nðR�
1Þ � � �NHnðCH3Þþ3�nðR�


2Þ
! NHnðCH3Þþ3�nðR�


1Þ � � �NHnðCH3Þ3�nðR�
2Þ ð4Þ


4. Relaxation of successor activated complex:


NHnðCH3Þþ3�nðR�
1Þ � � �NHnðCH3Þ3�nðR�


2Þ
! NHnðCH3Þþ3�nðR00


2Þ � � �NHnðCH3Þ3�nðR00
1Þ ð5Þ


5. Dissociation of successor complex:


NHnðCH3Þþ3�nðR00
2Þ � � �NHnðCH3Þ3�nðR00


1Þ
! NHnðCH3Þþ3�nðR2Þ þ NHnðCH3Þ3�nðR1Þ ð6Þ


Obviously, the product of Eqn (2) is the encounter
complex, and may have various different structures.
Equation (2) is the pre-equilibrium equation; the energy
change corresponds to the sum of the electrostatic work
required to bring the reactants together with the contact
distance, RN—N, and the stabilization energy. The energy
change in Eqn (3) corresponds to the activation energy,
and the corresponding R0


1, R0
2, R�


1 and R�
2 are the geometric


parameters at the encounter complex state (the initial
state) and the activated state at a definite contact distance,
RN—N, respectively. Obviously, they are the functions of
RN—N. Actually, when two species, NHn(CH3)3�n(R1)
and NHn(CH3)þ3�n(R2), encounter via molecular diffusion
at an arbitrary contact distance, if the ET condition is met,
the ET may occur no matter they are at the stable
encounter state or not. Therefore, the encounter com-
plexes with R0


1 and R0
2 geometries are essentially assumed


states and they are not surely stable states except for that
at the most optimum contact distance (the fully optimized
geometry).


Many quantum mechanical theories have been success-
fully used to discuss the relationship between the ET rate
and some parameters.13,14 Among these theories, the
Golden rule is an excellent one, which has been success-
fully applied to dealing with ET of O2þO�


2 and hydro-
gen-transfer tunneling reactions.15,16 In this paper,
the Golden rule is also used to discuss the ET reactivity
of the NHn(CH3)3�n � � �NHn(CH3)þ3�n coupling system.
According to the Golden rule, the ET rate can be
expressed as the following equation:


ketðRN�NÞ ¼ ð4�2=hÞjHifðRN�NÞj2FCðRN�NÞ ð7Þ


where Hif is the matrix element coupling between the two
redox sites, FC is the Franck–Condon factor and h is
Planck’s constant.
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A simple formalism of the coupling matrix element can
be expressed by the following equation, which has been
successfully used to calculate ET kinetic parameters of
many systems:14,17


HifðRN�NÞ ¼ Ed � EaðRN�NÞ ð8Þ


where Hif actually represents the energy difference be-
tween the non-adiabatic activated state and the adiabatic
activated state. Ea(RN—N) denotes the adiabatic activa-
tion energy at the contact distance, RN—N, and Ed denotes
the non-adiabatic activation energy, which is the energy
of the reacting system at the crossing point under
assumption that the reacting system experiences a non-
adiabatic electron transmission process.
FC originates from the requirement (Franck–Condon


principle) that the nuclear configuration of the reactants
must meet the energy conservation condition that the
energy of the reactants and products are equal at the
transition state (this occurs via thermal fluctuations and/
or vibrations).


There are two that factors influence FC factor, the free
energy and the reorganization energy. The FC factor may
be directly expressed as a simple formalism:


FCðRN�NÞ ¼ ½4�E�ðRN�NÞRT ��1=2
exp½�EaðRN�NÞ=RT �


ð9Þ


where E�(RN—N) and Ea(RN—N) denote reorganization
energy and activation energy at different contact dis-
tances, respectively, and T is the thermodynamic tem-
perature. Approximately, for a thermoneutral exchange
process, E�¼ 4Ea.


At the activated state, the energy of the activated
complex NHn(CH3)3�n(R


�
1) � � �NHn(CH3)þ3�n(R�


2) before
ET can be expressed as the following equation:


Ei ¼ ENHnðCH3Þ3�n
ðR�


1Þ þ ENHnðCH3Þþ3�n
ðR�


2Þ ð10Þ


After ET, the energy of product may be expressed as


Ef ¼ ENHnðCH3Þþ3�n
ðR�


1Þ þ ENHnðCH3Þ3�n
ðR�


2Þ ð11Þ


where Ej(R*) denotes the energy of jth molecular frag-
ment species in the reacting complex at the activated state
[NHn(CH3)3�n � � �NHn(CH3)þ3�n]. During the transition,
the energy conservation principle requires that Ef¼Ei.
Hence


ENHnðCH3Þ3�n
ðR�


1Þ þ ENHnðCH3Þþ3�n
ðR�


2Þ
¼ ENHnðCH3Þþ3�n


ðR�
1Þ þ ENHnðCH3Þ3�n


ðR�
2Þ ð12Þ


Since NHn(CH3)3�n and NHn(CH3)þ3�n are two systems
with different properties, Eqn (12) suggests that R�


1


should be equal to R�
2. Therefore, the energy of the system


at activated state can be expressed as


E�
a ¼ ENHnðCH3Þ3�n


ðR�
1Þ þ ENHnðCH3Þþ3�n


ðR�
1Þ ð13Þ


Obviously, Eqn (13) represents the activated state
energy curve formed in the crossing between the two
non-adiabatic potential energy surfaces corresponding to
the initial and the final states of the ET, respectively. The
corresponding minimum activation energy may be ob-
tained using the minimization method.


The adiabatic activation energy Ea(RN—N) can be
easily obtained by subtracting the energy of each en-
counter complex from the corresponding energy at the
activated state:


EaðRN�NÞ ¼ ENHnðCH3Þþ3�n���NHnðCH3Þ3�n
ðR�


1;RN�NÞ
� ENHnðCH3Þþ3�n���NHnðCH3Þ3�n


ðR1;R2Þ ð14Þ


Actually this state intuitively represents the geometry that
the ET is likely to take place.


Analogously, the non-adiabatic activation energy can
be obtained by subtracting the energies of NHn(CH3)3�n


and NHn(CH3)þ3�n at their own equilibrium geometries
from the total energies of NHn(CH3)3�n and
NHn(CH3)þ3�n at the crossing state:


Ed ¼ ENHnðCH3Þ3�n
ðR�


1Þ þ ENHnðCH3Þþ3�n
ðR�


1Þ
� ENHnðCH3Þ3�n


ðR1Þ � ENHnðCH3Þþ3�n
ðR2Þ ð15Þ


Namely, Ed is the value of Ea(RN—N) at infinite separa-
tion, RN—N¼1. Hence the electronic coupling matrix
element or the energy reduction caused by the coupling
between the initial and the final states of ET may be
obtained by


HifðRN�NÞ ¼ Ed � EaðRN�NÞ


HifðRN�NÞ ¼ ENHnðCH3Þ3�n
ðR�


1ÞENHnðCH3Þþ3�n
ðR�


1Þ
�ENHnðCH3Þþ3�n���NHnðCH3Þ3�n


ðR�
1;RN�NÞ � Es


ð16Þ


Es ¼ ENHnðCH3Þ3�n
ðR1Þ þ ENHnðCH3Þþ3�n


ðR2Þ
� ENHnðCH3Þþ3�n���NHnðCH3Þ3�n


ðR1;R2Þ ð17Þ


where R�
1 is the activated parameter of the reacting


complex at the given RN—N contact distance.


CALCULATION DETAILS


DFT (B3P86, B3LYP, B3PW91) and ab initio calculation
(MP2) at the 6–311þG* basis set level were used to
optimize the molecular structures of NH3, NHþ


3 ,
NH2CH3, NH2CHþ


3 , NH(CH3)2, NH(CH3)þ2 , N(CH3)3,
N(CH3)þ3 and the four complexes formed between
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molecules and their cations, H3N � � �NHþ
3 , CH3H2N � � �


NH2CHþ
3 , (CH3)2HN � � �NH(CH3)þ2 and (CH3)3N � � �


N(CH3)þ3 (Fig. 1). The stabilization energies of four
complexes were also calculated with three DFT methods
(B3LYP, B3P86 and B3PW91) and the MP2 method using
6–311þG* or 6–31G* basis sets. The applicability of
DFT methods (B3P86, B3LYP, B3PW91) is discussed in
exploring the potential energy surfaces at the activated
state. Then the MP2 method with the 6–311þG* or 6–
31G* basis set was used to scan the potential energy
surfaces in order to obtain the relevant energy quantities
(such as activation energy), the coupling matrix elements
and Franck–Condon factors of these coupling systems.
Finally, the contact distance dependence of the kinetic
parameters is discussed.


In actual calculations regarding the contact depen-
dence of various kinetic parameters, the contact distance
ranges from 2.0 to 10.0 Å. For a given contact distance,
the encounter complex is first optimized, then the acti-
vated state energy curves are obtained by scanning the
geometric parameters (R0


1, R0
2) from those of the reduced


species to those of the oxidized species. In general, during
the ET process, all C—H are basically unchanged, there-
fore, they are set to be the averaged one and kept fixed.
Only the N—C, N—H and relevant angles related to the
N center vary in scanning the ET PES for a given contact
distance. The minimization of the PES may yield the
activated parameters (R�


1/R�
2, where R�


1 ¼R�
2 at the acti-


vated states). On the basis of Eqn (14)–(17), the relevant
kinetic parameters at a certain contact distance can be
obtained according to the optimized coupling modes like
those in the stable encounter complexes.


All the calculations are performed with the Gaussian
94 program18 using three density functional methods
(B3LYP, B3P86 and B3PW91) and the MP2 method at
the 6–311þG* or 6–31G* basis set level. These three
DFT models combine the Becke three-parameter hybrid


functional, which is a linear combination of Hartree–
Fock exchange, the correlation functional of Lee, Yang
and Parr,19,20 Perdew (P86)21,22 Perdew and Wang
(PW91),23 respectively.


RESULTS AND DISCUSSION


Geometric structures of the neutral monomers
[NH3, NH2CH3, NH(CH3)2, N(CH3)3] and their
cation monomers [NH1


3 , NH2CH
1
3 , NH(CH3)


1
2


and N(CH3)
1
3 ]


The bond lengths (Å) and bond angles (degrees) of
NH3, NH2CH3, NH(CH3)2, N(CH3)3, NHþ


3 , NH2CHþ
3 ,


NH(CH3)þ2 and N(CH3)þ3 calculated by the B3P86,
B3LYP, B3PW91 and MP2 methods at the 6–311þG*
basis set level are summarized in Table 1. From the
results, it can be seen that the N—H bond lengths in
NH3 with B3P86 method is 1.0127 Å, and the ffHNH
bond angle is 107.9�, which are in good agreement with
the experimental values24 (1.012 Å for the N—H bond
lengths in NH3 and 106.7� for the ffHNH bond angle).
This indicates that the B3P86 method is more suitable
in predicting relatively accurate molecular structures
with moderate computational effort. For NHþ


3 species,
the N—H bond lengths and the ffHNH bond angle
obtained by the MP2 method are 1.0195 Å and 120.0�,
respectively, which is also in good agreement with the
experimental results25 (the N—H bond length is 1.020 Å
and the ffHNH bond angle is 120.0�). It can also be
seen that the other three methods (B3LYP, B3PW91
and MP2) also exhibit good applicability in predicting
relatively accurate molecular structures. The above re-
sults show that DFT (B3P86, B3LYP, B3PW91) and
MP2 methods are appropriate in studying the coupling
systems.


Table 1. Calculated bond lengths (Å) and bond angles (�) of the four neutral monomers and the corresponding cations using
different methods at the 6–311þG* basis set level


Parameter B3P86 B3LYP B3PW91 MP2 B3P86 B3LYP B3PW91 MP2


NH3 NHþ
3


N—H1 1.0127 1.0142 1.0131 1.0104 1.0394 1.0405 1.0396 1.0195
ffH2NH3 107.9 108.0 107.8 108.5 120.0 120.0 120.0 120.0


NH2CH3 NH2CHþ
3


N—C 1.4557 1.4647 1.4577 1.4645 1.4071 1.4160 1.4097 1.4301
N—H1 1.0131 1.0144 1.0135 1.0122 1.0197 1.0209 1.0198 1.0188
ffCNH2 111.0 111.1 110.9 110.8 122.3 122.4 122.4 121.5
ffH1NH2 107.1 107.2 107.1 107.6 116.4 116.3 116.4 116.5


NH(CH3)2 NH(CH3)þ2
N—C1 1.4484 1.4568 1.4503 1.4558 1.4260 1.4354 1.4284 1.4378
N—H1 1.0131 1.0142 1.0133 1.0132 1.0190 1.0202 1.0191 1.0189
ffC1NC2 112.9 113.3 113.1 112.0 124.8 125.1 125.0 123.5
ffC2NH1 110.0 110.0 110.0 109.7 117.6 117.5 117.5 118.7


N(CH3)3 N(CH3)þ3
N—C1 1.4467 1.4544 1.4478 1.4527 1.4378 1.4479 1.4405 1.4475
ffC2NC3 111.4 111.7 111.5 111.5 120.0 120.0 120.0 120.0
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Table 1 shows the regular variations of bond lengths
(Å) and bond angles (degrees) in cations [NHþ


3 ,
NH2CHþ


3 , NH(CH3)þ2 , N(CH3)þ3 ] derived from the corre-
sponding monomers [NH3, NH2CH3, NH(CH3)2 or
N(CH3)3]. In detail, when each neutral monomer loses
an electron, becoming the corresponding monomer ca-
tion, the N—H bond length becomes long, the N—C
bond length becomes short and the bond angles which
are associated with the N atom become large. The
results obtained by the B3P86 method show that the
N—H bond length in NH3 (1.0127 Å) is shorter than
that in NHþ


3 (1.0394 Å); the N—C bond length in
NH2CH3 (1.4557 Å) is longer than that in NH2CHþ


3


(1.4071 Å), but the N—H bond lengths are close to
each other (1.0131 Å for the former vs 1.0197 Å for the
latter). The N—C and N—H bond lengths in the
other molecular pairs or at the other theoretical levels
also exhibit similar regularity. The molecular structures
of the four neutral monomers are all pyramidic, and the
bond angles associated with the N atom are less than
120.0�. However, the molecular structures of the four
cations are planar and the bond angles are 120.0� or
almost 120.0�.


Geometric structures of the four coupling
complexes [H3N � � �NH1


3 , CH3NH2 � � �NH2CH
1
3 ,


(CH3)2HN � � �NH(CH3)
1
2 and (CH3)3N � � �N(CH3)


1
3 ]


The bond lengths (Å) and bond angles (degrees)
of H3N � � �NHþ


3 , CH3NH2 � � �NH2CHþ
3 , (CH3)2HN � � �


NH(CH3)þ2 and (CH3)3N � � �N(CH3)þ3 calculated by the
B3P86, B3LYP, B3PW91 and MP2 methods at the


6–311þG* or 6–31G* basis set level are displayed in
Table 2. The N1–N2 bond lengths in above four com-
plexes are 2.2092, 2.2943, 2.3601 and 2.4848 Å, respec-
tively, at the B3P86/6–311þG* level. The conclusion can
be drawn that the more methyl substituents there are, the
longer the N1–N2 bond length is. This may be attributed
to the fact that the more methyl groups there are, the
stronger the repulsive effect is. The N1–N2 bond lengths in
above four complexes obtained with other three methods
also exhibit similar characteristics. The C—N bond length
in each of the four complexes is longer than that in the
corresponding cation and is very close to that in the
corresponding neutral monomer. In detail, the C—N
bond lengths calculated with B3LYP method in NH2CH3,
NH2CHþ


3 and CH3H2N � � �NH2CHþ
3 are 1.4647, 1.4160


and 1.4583 Å, respectively; the C—N bond lengths in
NH(CH3)2, NH(CH3)þ2 and (CH3)2HN � � �NH(CH3)þ2 are
1.4568, 1.4354 and 1.4572 Å, respectively; and those of
N(CH3)3, N(CH3)þ3 and (CH3)3NN(CH3)þ3 are 1.4544,
1.4479 and 1.4575 Å, respectively. The results of the other
three methods are in agreement with the B3LYP method
and show a similar variation.


With increase in methyl substituents, the ffNNH
and ffNNC bond angles gradually become smaller, e.g.
the ffN1N2H bond angles of H3N � � �NHþ


3 , CH3H2N � � �
NH2CHþ


3 and (CH3)2HN � � �NH(CH3)þ2 with the B3P86
method are 105.4�, 100.8� (99.6�) and 93.0�, respec-
tively; the ffN1N2C bond angles of CH3H2N � � �
NH2CHþ


3 , (CH3)2HN � � �NH(CH3)þ2 and (CH3)3N � � �
N(CH3)þ3 are 111.6�, 109.6� (106.6�), 103.6�, respec-
tively. The conclusion can be drawn that the repulsive
effect becomes strong with increasing methyl substitution
and the bond angle becomes smaller.


Table 2. Calculated bond lengths (Å) and bond angles (�) of the four most stable complexes at the 6–311þG* basis set level


Parameter B3P86 B3LYP B3PW91 MP2 Parameter B3P86 B3LYP B3PW91 MP2a


H3NNHþ
3 (CH3)3NN(CH3)þ3


N1—N2 2.2092 2.2391 2.2178 2.1592 N1—N2 2.4848 2.5652 2.5288 2.3311
N1—H1 1.0131 1.0144 1.0132 1.0131 N1—C1 1.4485 1.4575 1.4500 1.4602
ffN2N1H1 105.3 105.3 105.4 105.9 ffN1N2C1 103.7 103.5 103.6 105.0
ffH1N1H2 113.3 113.3 113.2 112.8 ffC1N1C2 114.6 114.7 114.7 113.5
ffH1N1N2H5 60.0 60.0 60.0 60.0 ffC1N1N2C4 76.1 68.6 75.3 77.8
CH3NH2NH2CHþ


3 (CH3)2NHNH(CH3)þ2
N1—N2 2.2943 2.3317 2.3101 2.2106 N1—N2 2.3601 2.4117 2.3886 2.2464
N1—C1 1.4488 1.4583 1.4508 1.4618 N1—C1 1.4468 1.4572 1.4502 1.4598
N1—H1 1.0131 1.0144 1.0135 1.0146 N1—C2 1.4482 1.4558 1.4488 1.4605
N1—H2 1.0133 1.0141 1.0132 1.0145 N1—H1 1.0132 1.0141 1.0132 1.0205
ffN2N1C1 110.6 111.4 111.6 109.8 ffN2N1C1 109.1 109.5 109.6 110.0
ffN2N1H1 100.1 100.8 100.8 102.7 ffN2N1C2 106.5 106.6 106.6 105.8
ffN2N1H2 101.2 99.5 99.6 101.8 ffN2N1H1 93.7 93.0 93.0 97.0
ffC1N1H1 115.6 115.8 115.7 114.9 ffC1N1C2 117.4 117.6 117.5 116.3
ffC1N1H2 115.8 115.7 115.6 115.0 ffC2N1H1 113.6 113.5 113.5 112.9
ffH1N1H2 111.3 111.4 111.3 111.0 ffC1N1H1 113.6 113.5 113.5 112.9
ffC1N1N2C3 45.2 49.0 49.5 48.5 ffC1N1N2C3 146.8 139.8 139.5 148.1
ffC2N1N2H2 46.0 49.9 50.4 48.9 ffC1N1N2C4 146.8 139.8 139.6 148.1
ffH1N1N2C4 46.0 49.9 50.4 48.9 ffH1N1N2H8 146.8 139.2 139.0 146.9


a At the 6–31G* basis level.
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Total charge of N atom of the monomers
and the complexes


The total charges of N centers in NHn(CH3)3�n,
NHn(CH3)þ3�n and NHn(CH3)3�n � � �NHn(CH3)þ3�n


(n¼ 0–3) are listed in Table 3 calculated with the four
methods at the 6–311þG* or 6–31G* basis set level. It
can be seen that with the increasing methyl substitution,
the total charges of N centers in the four neutral mono-
mers, the four cations and the four complexes have
similar variations. The total charge of the N center
gradually changes from negative to positive with increase
in methyl substitution. This phenomenon may be attrib-
uted to the stronger electron-attracting ability of C
centers than that of the H atoms. In detail the B3P86
method yields total charges of N in NH3, NH2CH3,
NH(CH3)2 and N(CH3)3 of �1.084e, �0.652e, �0.247e
and 0.301e, the total charges of N in the four correspond-
ing cations are �0.847e, �0.226e, 0.066e and 0.510e and
the total charges of N in the four complexes formed


between the natural molecule and the corresponding
cation are �0.892e, �0.487e, �0.148e and 0.342e,
respectively. The total atomic charges of the four com-
plexes (Table 3) also show equal delocalization of charge
in the two parts. The above analysis reflects the effect of
the substituent methyls on the total charges of N centers
in the investigated systems. An increase in the number of
methyl groups may cause the charge population to
decrease over the active center N atoms. This tendency
will significantly affect the electron transfer kinetic
parameters, as mentioned below.


Relative stability of the four complexes


It is well known that the higher the stabilization energy,
the more stable the molecule is. Table 4 shows the
energies of the four monomers, the four cations and
the four complexes and the stabilization energies of the
four complexes. The stabilization energies of the four
complexes obtained at the B3P86/6–311þG* level are
46.28, 34.37, 26.83 and 20.48 kcal mol�1, respectively
(1 kcal¼ 4.184 kJ). At the B3LYP/6–311þG* level, the
calculated stabilization energies of the four complexes
are 45.23, 33.41, 25.77 and 19.24 kcal mol, respectively.
These data clearly indicate that the stability order
of the four complexes is H3N � � �NHþ


3 >CH3H2N
� � �NH2CHþ


3 > (CH3)2 HN � � �NH(CH3)þ2 > (CH3)3N � � �
N(CH3)þ3 and the interactions of the complexes are
slightly weak.


‘INVERSE SYMMETRY BREAKING’ OF THE
(CH3)3�nHnN � � �NHn(CH3)3�n


1 (n¼0–3)
COUPLING SYSTEMS


Figure 2 show the energy curves of the encounter com-
plex with different contact distances RN—N of the


Table 3. Total charges of N centers of monomers and
complexes at the 6–311þG* basis level


Species B3P86 B3LYP B3PW91 MP2


NH3 �1.084 �1.048 �1.086 �1.111
NH2CH3 �0.652 �0.637 �0.645 �0.699
NH(CH3)2 �0.247 �0.251 �0.232 �0.314
N(CH3)3 0.301 0.176 0.217 0.121
NHþ


3 �0.847 �0.825 �0.846 �0.505
NH2CHþ


3 �0.226 �0.223 �0.212 �0.175
NH(CH3)þ2 0.066 0.043 0.082 0.108
N(CH3)þ3 0.510 0.446 0.542 0.60
NH3NHþ


3 �0.892 �0.850 �0.892 �0.918
CH3NH2NH2CHþ


3 �0.487 �0.473 �0.471 �0.506
(CH3)2NHNH(CH3)þ2 �0.148 �0.158 �0.115 �0.551a


(CH3)3NN(CH3)þ3 0.342 0.341 0.414 0.570a


a At the 6–31G* basis level.


Table 4. Total energies E (a.u.) of monomers and complexes and binding energies, �E (kcalmol�1), at the 6–311þG*
basis level


Parameter B3P86 B3LYP B3PW91 MP2


E(NH3) �56.7516742 �56.5728243 �56.5499653 �56.386091
E(NHþ


3 ) �56.3595506 �56.1999352 �56.1794125 �56.027684
E(H3NNHþ


3 ) �113.1849704 �112.8448471 �112.8005984 �112.4731332
�E 46.28 45.23 44.69 37.25
ET(NH2CH3) �96.2078892 �95.883616 �95.8457376 �95.5518813
ET(NH2CHþ


3 ) �95.8597822 �95.5549952 �95.5187626 �95.2285204
ET(CH3H2NNH2CHþ


3 ) �192.1224421 �191.4918586 �191.4169251 �190.8303262
�E( CH3H2NNH2CHþ


3 ) 34.37 33.41 32.90 31.33
ET(N(CH3)3) �135.6688397 �135.1988832 �135.1459176 �134.6652982a


ET(N(CH3)3)þ �135.3478216 �134.8976356 �134.8460492 �134.3740755a


ET((CH3)2HNNH(CH3)þ2 ) �271.0594166 �270.1375842 �270.0320416 �269.0862262a


�E((CH3)2HNNH(CH3)þ2 ) 26.83 25.77 25.15 29.40a


ET(N(CH3)3) �175.1327842 �174.516451 �174.4486993 �173.8285982a


ET(N(CH3)þ3 ) �174.8294027 �174.2334865 �174.1666223 �173.5534749a


ET((CH3)3NN(CH3)þ3 ) �349.9948217 �348.7805923 �348.6443523 �347.4239617a


�E((CH3)3NN(CH3)þ3 ) 20.48 19.24 18.22 26.28a


a At the 6–31G* basis level.
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H3N � � �NHþ
3 coupling system. The contact distance


(RN—N) corresponding to the minimum energy in the
coupling system is defined as the zero point. It can be
seen that the zero point of the H3N � � �NHþ


3 coupling
systems is 2.40 Å.


Figure 2 shows an abnormal behavior in the energy
curves obtained with the DFT methods (B3LYP, B3P86,
B3PW91) for H3N � � �NHþ


3 system. The total energy of
the system decreases to the zero point and then increases
with increasing contact distance from about 2.0 to 5.0 Å.
Obviously, this behavior is normal. However, along with
the increase in the contact distance (from about 5.0 to
10 Å), the abnormal behavior appears for DFT methods.
The main abnormal features can be depicted as the
following two aspects. One is that the larger the contact
distance, the lower the energy is and the other is that the
positive charge and the spin of the radical cation are
delocalized evenly in the two fragments, and are inde-
pendent of the contact distance. It is well known that for a
real system it should be the case that when the RN—N is
large enough, each of the energies of the complex is the
sum of the energies of the monomer and its correspond-
ing monomer cation, and the positive charge and the spin
of the radical cations are not delocalized evenly in the
two fragments. Hence the results of energy curves with
DFT methods are definitely unreasonable. This abnormal
behavior (named the ‘inverse symmetry breaking’ pro-
blem) was first reported in an important paper by Bally
and Sastry in 1997.12 Lately the ‘inverse symmetry
breaking’ problem has been mentioned26,27 in the results
obtained by DFT methods for radical ions with two
equivalent fragments. For the MP2 method, the energy
curve exhibits the normal behavior. The energy curves
calculated by DFT methods and the MP2 method for
the CH3H2N � � �NH2CHþ


3 , (CH3)2HN � � �NH(CH3)þ2 and
(CH3)3N � � �N(CH3)þ3 coupling systems are similar to
those for the H3N � � �NHþ


3 coupling system [in order to
express the character in a compact way, the figures for the
energy curves calculated by DFT methods and the MP2
method for the CH3H2N � � �NH2CHþ


3 , (CH3)2HN � � �
NH(CH3)þ2 , (CH3)3N � � �N(CH3)þ3 coupling systems are


not shown in this paper]. This phenomenon has indicated
that although DFT methods can yield results accurate
enough for the geometric parameters and the various
energy quantities of these molecular complexes and their
monomer ions at the equilibrium geometries, they cannot
predict correct dissociation energy curves. Of course, the
complete active space SCF method (CASSCF) can also
correctly predict the dissociation behavior of these kinds
of the complexes, but it needs a large computer source,
and it is even impossible to perform the calculations
regarding the larger systems using this method. Many
investigations of other small systems and our preliminary
calculations on the H3N � � �NHþ


3 system indicate that the
MP2 method is well applied not only to equilibrium
systems but also to coupling systems far from equili-
brium.28 Therefore, the MP2 method was chosen to scan
the energy minimum pathway for the dissociation along
the contact distance in order to investigate the electron
transfer reactivity of the (CH3)3�nHnN � � �NHn(CH3)þ3�n


coupling system.


ACTIVATION ENERGY


Activation energy is the energy barrier of an electron
transfer reaction. The greater the activation energy, the
more difficult the electron transfer reaction is. The
exponential relationship between the electron transfer
rate and the activation energy can be seen from Eqn (9).


Figure 3 and Tables 5 and 6 demonstrate the contact
distance dependence of the activation energy Ea(RN—N)
for the four coupling systems. It can be seen that the
activation energies first decrease and then increase with
increasing contact distance RN—N in four investigated
coupling systems. From Fig. 3 it can be seen that the
activation energies for the four coupling complexes
exhibit the same characteristic variations. Actually, these
observed regular variations for the activation energy


Figure 2. Relative energy (kcalmol�1) for the activated
state of the coupling system H3N � � �NHþ


3 at different contact
distances RN—N (Å) obtained using different methods


Figure 3. Contact distance RN—N (Å) dependence of the
activation energy Ea(RN—N) (kcalmol�1) for the four coupling
systems obtained at the MP2/6–311þG* level
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should be attributed to the changes in geometry para-
meters, such as bond lengths, bond angles and dihedral
angles. In the case of the NH3 � � �NHþ


3 coupling system, it
is known that substantial changes in the reactant geome-
tries should occur for the ffHNH bond angle before and
after ET. For NH3, before ET, the ffHNH bond angle is
about 108.0�. However, after ET, this bond angle is about
120.0�. Changes in the other geometric parameters, such
as bond angles and dihedral angles, are not evident.
Obviously, this observation indicated that ET may sig-
nificantly change ffHNH. Equation (12) suggests that R�


1


should be equal to R�
2 at the given contact distance. Using


the minimization method, the corresponding minimum
activation energy and the geometric parameters of the
complex at the activated states may be obtained in which
the more obvious change lies in the ffHNH bond angle
becoming 120.0�. The other three coupling systems can
also be analyzed similarly to the NH3/NHþ


3 coupling
system. In detail, for the H3N � � � NHþ


3 coupling system,
the activation energy decreases sharply from 34.36 to
6.81 kcal mol�1 with the corresponding contact distance
increasing from 1.85 to 2.40 Å, and the activation energy
still increases at other contact distances from 2.40 to
10.0 Å. For the CH3H2N � � � NH2CHþ


3 coupling system,
the activation energy also decreases from 22.89 to
9.04 kcal mol�1 when the corresponding contact distance
increases from 2.44 to 3.0 Å. For the other two coupling
systems [(CH3)2HN � � � NH(CH3)þ2 and
(CH3)3N � � �N(CH3)þ3 ], the activation energies decrease
gradually compared with the other two systems. For the
(CH3)2HN � � �NH(CH3)þ2 coupling system, the activation
energy decreases from 24.78 to 15.59 kcal mol�1 when
the contact distance increases from 2.09 to 2.70 Å. For the
(CH3)3N� � �N(CH3)


þ
3 coupling system, the activation en-


ergy decreases from 21.49 to 16.88 kcal mol�1 with the
contact distance increasing from 3.16 to 3.70 Å. When
the contact distance increases from the zero point to
10.0 Å, the activation energies increase continuously.


The above results show that the minimum active
energy in each energy curve increases as the number
of substituent methyl groups increases, and suggest
that the rate of the electron transfer reaction decreases
in the order H3N � � �NHþ


3 >CH3H2N � � �NH2CHþ
3 >


(CH3)2HN � � �NH(CH3)þ2 > (CH3)3N � � �N(CH3)þ3 .


Coupling matrix element


From Eqn (7), we can draw the conclusion that a larger
coupling matrix element corresponds to a faster rate of the
electron transfer. The dependence of the coupling matrix
elements (Hif) on the contact distance RN—N is demon-
strated in Fig. 4 and Tables 5 and 6 for the four coupling
systems. It can be seen that the coupling matrix elements of
the four coupling systems exhibit similar variations,
namely, the coupling matrix element first increases and
then decreases with increase in the contact distance.


For the H3N � � �NHþ
3 coupling system, the coupling


matrix element increases progressively from 1.82 to
29.36 kcal mol�1 when the contact distance increases
from 1.85 to 2.40 Å. The coupling matrix elements of
CH3H2N � � �NH2CHþ


3 are always lower than those of
H3N � � �NHþ


3 in the investigated range between 2.0 and
10.0 Å. In detail, the coupling matrix element increases
sharply from 1.39 to 13.87 kcal mol�1 when the corre-
sponding contact distance increases from 2.46 to 3.0 Å.
For the (CH3)2HN � � �NH(CH3)þ2 coupling system, the
coupling matrix element increases from 0.99 to
10.19 kcal mol�1 with the corresponding contact distance
increasing from 2.09 to 2.70 Å. In the case of the
(CH3)3N � � �N(CH3)þ3 coupling system, the coupling
matrix element is only 0.14 kcal mol�1 at a contact
distance of 3.16 Å, but when the contact distance is close
to 3.70 Å, the coupling matrix element becomes
4.86 kcal mol�1.


These results indicate that the dependences of the
coupling matrix elements on the contact distances of
the four coupling systems have similar characteristics.
Furthermore, the maximum coupling matrix elements in
the investigated systems decrease with increasing
methyl substitution. The ET reaction of the H3N � � �
NHþ


3 coupling system occurs chiefly in a range of
contact distances where 1.9 Å<RN—N< 4.0 Å. For the
three other coupling systems [CH3H2N � � �NH2CHþ


3 ,
(CH3)2HN � � �NH(CH3)þ2 and (CH3)3N � � �N(CH3)þ3 ], the
ET reactions occur chiefly over a range of contact
distances where 2.5 Å<RN—N< 5.0 Å, 2.1 Å<RN—N<
5.0 Å and 3.2 Å<RN—N< 6.0 Å, respectively. Therefore,
it can be concluded that in the region of the above contact
distance Hif changes rapidly and the values are signifi-
cantly larger than those in the other regions. These results
also show the strong coupling effect between the donor
and the acceptor, which dominates the electron transfer
reaction.


Actually, the observed regular variation of Hif with the
contact distance for these four coupling systems is


Figure 4. Contact distance RN—N (Å) dependence of the
coupling matrix element Hif(RN—N) (kcalmol�1) for the four
coupling systems obtained at the MP2/6–311þG* level
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closely related to the bonding interaction between the
donor and acceptor in each coupling pair. Obviously, the
considerable bonding interaction between the donor
and the acceptor may favor the electron transfer. The
natural bond orbital and molecular orbital population
analysis has indicated that the main binding interaction
between the donor and the acceptor is that between
the hybrid (s, p) orbitals of the donor and the acceptor.
For the H3N � � �NHþ


3 system, the electronic configuration
is (1a2u)


2(1a1g)
2(2a1g)


2(2a2u)
2(1eu)


4(1eg)
4(3a1g)


2 (3a2u)
1.


Inspection of the molecular orbitals indicates that 1a2u


and 1a1g orbitals are obviously the two lone-pair orbitals
of two N atoms, and 2a1g and 2a2u correspond to the
bonding and the antibonding interaction between two 2s
orbitals of two N atoms. Their net bonding contributions
to the N—N bond is almost equal to zero, so these two
2a1g and 2a2u orbitals are essentially two lone-pair
orbitals. Obviously, 1eu and 1eg orbitals are two groups
of degenerate orbitals, which describe all N—H bonding
interactions. The remaining molecular orbitals are 3a1g


and 3a2u orbitals, which are the N—N bonding orbital
and the antibonding orbital, formed by their hybrid (s, p)
atomic orbitals. The 3a1g orbital is doubly occupied,
whereas 3a2u is singly occupied. Similarly for the
CH3H2N � � �NH2CHþ


3 , (CH3)2HN � � �NH(CH3)þ2 and
(CH3)3N � � �N(CH3)þ3 coupling systems, the effective
bonding interaction between two NR3 molecular frag-
ments are one a0 and one a00, in which the former is
doubly occupied and the latter is singly occupied. In-
spection of the bonding nature of these two a0 and a00


orbitals for the H3N � � �NHþ
3 , CH3H2N � � �NH2CHþ


3 ,
(CH3)2HN � � �NH(CH3)þ2 and (CH3)3N � � �N(CH3)þ3 cou-
pling systems indicates that a0 is the bonding orbital and
a00 is the antibonding orbital. Actually, they also corre-
spond to those reduced from 3a1g and 3a2u when the
symmetry goes down. Hence the main orbitals describing
the coupling interaction between NHn(CH3)3�n and
NHn(CH3)þ3�n are these two orbitals. Therefore, the over-
all bonding interaction is that the bonding is slightly
greater than the antibonding, indicating that the net
coupling interaction is one of bonding. Actually, both
of these two orbitals lie in the frontier orbital zone and
their energy levels are relatively high. The overall bond-
ing interaction should also be relatively smaller than that
of the a0 orbital owing to the contribution from the a00


orbital. Figure 5 clearly displays the orbital coupling
interaction case for a0 and a00 of these four coupling
systems. In addition, for these ET systems, the N � � �N
contact distances between two molecular fragments
are ca. 2.2–2.5 Å, significantly longer than the common
N—N bond length in other amine compounds. All these
analyses indicate that the coupling interaction between
NHn(CH3)3�n and NHn(CH3)þ3�n should be relatively
weak.


Comparison of a0 and a00 of the four coupling systems
can clarify the relative coupling strength between the
N � � �N interactions in four coupling systems. At the


N—N contact distance of the four stable complexes,
we determined the molecular orbital and the natural
orbitals for four coupling systems. The orbital levels in
H3N � � �NHþ


3 coupling system are �0.57403 a.u. for the
a1g and �0.35597 a.u. for the a2u orbital, whereas those in
the CH3H2N � � �NH2CHþ


3 , (CH3)2HN � � �NH(CH3)þ2 and
(CH3)3N � � �N(CH3)þ3 coupling systems are �0.49406
a.u., �0.45230 a.u. and �0.42431 a.u. for a0 orbitals
and �0.32706 a.u., �0.31009 a.u. and � 0.30475 a.u. for
a00 orbitals at the B3P86/6–311þG* level, respectively.
From viewpoint of orbital energy levels, these data
seem to indicate that the N � � �N coupling interaction
decreases in the order H3N � � �NHþ


3 >CH3H2N � � �
NH2CHþ


3 > (CH3)2HN � � � NH(CH3)þ2 > (CH3)3N � � �
N(CH3)þ3 . Moreover, the overall coupling strength should
be determined by all factors. If we consider the net energy
contributions by filling three electrons in these a0 and a00


orbitals, we can find another regularity. The bonding
orbital, a0, and the antibonding orbital, a00, may be viewed
as the molecular orbitals formed by direct coupling
between the spn hybrid orbital of NHn(CH3)3�n and that
of the NHn(CH3)þ3�n fragment, so the net bonding con-
tribution to the coupling system should be that obtained
by deducting the antibonding contribution from the
bonding contribution. They are �0.79209 a.u. for
the H3N � � �NHþ


3 coupling system, �0.66106 a.u. for
the CH3H2N � � �NH2CHþ


3 coupling system, �0.59451
a.u. for the (CH3)2HN � � �NH(CH3)þ2 coupling system
and �0.54387 a.u. for the (CH3)3N � � �N(CH3)þ3 coupling
system. Obviously, these two sets of data reflect the
relative coupling strength, namely that the coupling inter-
action of the four coupling systems decreases in the order
H3N � � �NHþ


3 >CH3H2N � � �NH2CHþ
3 > (CH3)2HN � � �


NH(CH3)þ2 > (CH3)3N � � �N(CH3)þ3 . This analysis has
further demonstrated the above contact distance depen-
dence of the coupling matrix elements of four coupling
systems: in the range from 2.0 to 4.0 Å, the Hif of the
H3N � � �NHþ


3 coupling system is larger than those of
the other three coupling systems at the same contact
distance. This also indicates that an increase in electron-
attracting groups may reduce the coupling interaction
strength between the NHn(CH3)3�n and NHn(CH3)þ3�n


(n¼ 1–3) moieties.
Natural bond orbital (NBO)29 analysis also reflected


similar coupling characteristics. For the H3N � � �NHþ
3


coupling system, each molecular fragment uses an
sp10.11 hybrid orbital to interact with the other one,
forming a natural bonding orbital, and at the same time,


Figure 5. Main coupling orbitals between NHn(CH3)3�n and
NHn(CH3)3�n
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each use three sp2.30 hybrid orbitals to interact with
three H 1s atomic orbitals, forming three N—H bonds.
The electron occupation for this N—N natural orbital is
0.998e and its energy level is �0.61836 a.u. at the B3P86/
6–311þG* level.


All the analyses below are at the B3P86/6–311þG*
level. For the CH3H2N � � �NH2CHþ


3 coupling system, the
N hybrid orbitals used for forming direct N � � �N coupling
are two sp13.23 orbitals, those for forming one N—C bond
are sp1.67 orbitals, and the others for forming two N—H
bonds are sp2.59, sp2.60 orbitals, respectively. The energy
level of the formed N � � �N natural bond orbital is
�0.55774 a.u. and its occupation is 0.984e. For the
(CH3)2HN � � �NH(CH3)þ2 coupling system, the N hybrid


orbitals used for forming direct N � � �N coupling are two
sp16.46 orbitals, those for forming one N—H bond are
sp2.98 orbitals and the others for forming two N—C
bonds are sp1.88, sp1.90orbitals, respectively. The energy
level of the formed N � � �N natural bond orbital is
�0.51495 a.u. and its occupation is 0.965e. In the case
of the (CH3)3N � � �N(CH3)þ3 coupling system, the N
hybrid orbitals used for forming direct N � � �N coupling
are two sp19.35 orbitals and those for forming N—C
bonds are sp2.15 orbitals. The energy level of the formed
N � � �N natural bond orbital is �0.47873 a.u. and its
occupation is 0.944e.


The electronic energies in their natural orbitals
(�0.61729 a.u. for the H3N � � �NHþ


3 coupling system,


Table 5. Contact distance, RN—N (Å), of activation energy, Ea (kcalmol�1), coupling matrix element Hif(kcalmol�1) and electron
transfer rate, log [ket (s


�1)] of H3N � � �NHþ
3 and CH3H2N � � �NH2CH


þ
3 coupling systems at the MP2/6–311þG* level


NH3 � � �NHþ
3 coupling system NH2CH3 � � �NH2CHþ


3 coupling system


RN—N Ea Hif Log ket RN—N Ea Hif Log ket


1.85 34.36 1.82 �17.55 2.44 22.89 0.02 �12.89
1.90 27.77 8.41 �11.34 2.46 21.52 1.39 �8.27
1.95 22.42 13.75 �6.95 2.48 20.26 2.65 �6.78
2.00 18.14 18.03 �3.53 2.50 19.11 3.81 �5.60
2.05 14.75 21.42 �0.85 2.54 17.06 5.85 �3.70
2.10 12.12 24.05 1.22 2.58 15.33 7.58 �2.19
2.15 10.14 26.03 2.78 2.62 13.90 9.01 �0.97
2.20 8.70 27.47 3.91 2.66 12.71 10.20 0.03
2.25 7.72 28.45 4.69 2.70 11.73 11.18 0.85
2.30 7.12 29.05 5.16 2.78 10.33 12.58 2.00
2.35 6.90 29.34 5.39 2.80 10.08 12.83 2.21
2.40 6.81 29.36 5.41 2.90 9.26 13.65 2.88
2.45 7.00 29.17 5.25 3.00 9.04 13.87 3.06
2.50 7.37 28.80 4.96 3.10 9.21 13.70 2.93
2.60 8.51 27.66 4.06 3.20 9.64 13.27 2.57
2.80 11.71 24.46 1.54 3.30 10.23 12.68 2.09
3.00 15.28 20.89 �1.27 3.40 10.90 12.01 1.53
3.20 18.69 17.48 �3.96 3.50 11.62 11.29 0.93
3.40 21.71 14.46 �6.37 3.60 12.35 10.56 0.33
3.60 24.29 11.88 �8.46 3.70 13.07 9.85 �0.27
3.80 26.46 9.71 �10.24 3.80 13.75 9.16 �0.84
4.00 28.23 7.94 �11.73 3.90 14.39 8.51 �1.39
4.20 29.65 6.52 �12.95 4.00 15.00 7.91 �1.90
4.40 30.76 5.41 �13.94 4.10 15.57 7.35 �2.39
4.60 31.61 4.56 �14.71 4.20 16.09 6.82 �2.85
4.80 32.25 3.93 �15.31 4.30 16.57 6.34 �3.27
5.00 32.72 3.46 �15.77 4.50 17.41 5.50 �4.02
5.20 33.06 3.11 �16.12 4.70 18.12 4.79 �4.67
5.40 33.30 2.87 �16.37 4.90 18.72 4.19 �5.23
5.60 33.47 2.69 �16.56 5.20 19.42 3.49 �5.91
5.80 33.61 2.56 �16.69 5.60 20.11 2.80 �6.62
6.00 33.70 2.47 �16.79 6.00 20.60 2.34 �7.14
6.40 33.81 2.37 �16.91 6.40 20.94 1.97 �7.54
6.80 33.85 2.32 �16.96 6.80 21.20 1.71 �7.85
7.20 33.87 2.30 �16.98 7.20 21.39 1.53 �8.09
7.60 33.87 2.30 �16.98 7.60 21.54 1.38 �8.29
8.00 33.87 2.30 �16.98 8.00 21.65 1.26 �8.45
8.40 33.88 2.29 �16.99 8.40 21.74 1.17 �8.58
8.80 33.88 2.29 �16.99 8.80 21.81 1.11 �8.68
9.20 33.89 2.28 �16.70 9.20 21.87 1.04 �8.77
9.60 33.89 2.28 �17.00 9.60 21.91 1.00 �8.84
10.0 33.89 2.28 �17.00 10.00 21.96 0.96 �8.92
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�0.54869 a.u. for the CH3H2N � � �NH2CHþ
3 coupling


system, �0.49693 a.u. for the (CH3)2HN � � �NH(CH3)þ2
coupling system and �0.54387 a.u. for (CH3)3N � � �
N(CH3)þ3 coupling system) show that the coupling inter-
action of the four coupling systems decreases in the order
NH3 � � �NHþ


3 >NH2CH3 � � �NH2CHþ
3 >NH(CH3)2 � � �


NH(CH3)þ2 >N(CH3)3 � � �N(CH3)þ3 . Moreover, from
the overall contributions of the electronic energies and
the nuclear repulsion energies in which the effective
repulsion energies of the four coupling systems decreases
in the order N(CH3)3 � � �N(CH3)þ3 >NH(CH3)2 � � �
NH(CH3)þ2 >NH2CH3 � � �NH2CHþ


3 >NH3 � � �NHþ
3 ,we


can easily predict that the coupling interaction of the four
coupling systems decreases in the order NH3 � � �NHþ


3 >
NH2CH3 � � �NH2CHþ


3 >NH(CH3)2 � � �NH(CH3)þ2 >
N(CH3)3 � � �N(CH3)þ3 .


The above analysis has explained the overall relative
coupling strength among the four coupling systems. Let
us now consider the dependence of the coupling strength
on the contact distance. It can be understood from the
following analysis. The above analysis also implies from
another viewpoint the coupling mode between donor and
acceptor, viz., for every coupling pair, they use their (s, p)


hybrid orbitals to yield the direct through-bond coupling
with each other. Hence the orbital overlap and repulsion
between the donor and the acceptor consists of the main
factors influencing the coupling variation trend along the
contact distance. When the contact distance between the
donor and the acceptor is large, the direct orbital inter-
action is small, and therefore the coupling matrix element
should be small. Along with the decrease in the contact
distance, the direct orbital interaction is gradually
strengthened, so the coupling matrix element gradually
becomes large. At the same time, this direct coupling
interaction also gradually lowers the total energy of the
complex, resulting in the coupling system becoming
more stable. However, when the contact distance reaches
a definite value, the coupling matrix element begins to be
reduced along with the decrease in the contact distance,
and a maximum appears for the coupling matrix. This
phenomenon should be attributed to the large repulsion
interaction between the donor and the acceptor when the
contact distance is small. Although the shorter contact
distance is more favorable to the bonding interaction, the
molecular orbitals have definite shapes; when the contact
distance is reduced to some smaller value, the overall


Table 6. Contact distance, RN—N (Å), of activation energy Ea (kcalmol�1) coupling matrix element, Hif (kcalmol�1), and
electron transfer rate, log [ket (s


�1)] of the (CH3)2HN � � �NH(CH3)
þ
2 and (CH3)3N � � �N(CH3)


þ
3 coupling systems at the MP2/6–


31G* level


NH(CH3)2 � � �NH(CH3)þ2 coupling system N(CH3)3 � � �N(CH3)þ3 coupling system


RN—N Ea Hif Log ket RN—N Ea Hif Log ket


2.09 24.78 0.99 �10.99 3.16 21.49 0.14 �10.23
2.12 23.19 2.59 �8.97 3.18 21.03 0.61 �8.62
2.2 20.95 4.83 �6.76 3.20 20.60 1.03 �7.84
2.3 18.69 7.08 �4.75 3.30 18.92 2.71 �5.76
2.5 16.10 9.67 �2.55 3.40 17.85 3.78 �4.67
2.7 15.59 10.19 �2.12 3.50 17.21 4.42 �4.06
2.9 16.27 9.51 �2.69 3.60 16.77 4.74 �3.75
3.1 17.47 8.31 �3.71 3.70 16.88 4.86 �3.65
3.3 18.80 6.97 �4.85 3.80 16.81 4.82 �3.68
3.5 20.07 5.71 �5.96 3.90 16.93 4.70 �3.80
3.7 21.18 4.59 �6.98 4.00 17.12 4.51 �3.98
3.9 22.10 3.68 �7.85 4.10 17.35 4.28 �4.19
4.1 22.82 2.95 �8.58 4.30 17.83 3.80 �4.65
4.3 23.37 2.40 �9.17 4.50 18.32 3.31 �5.13
4.5 23.79 1.99 �9.64 4.60 18.55 3.08 �5.37
4.7 24.09 1.69 �10.01 4.80 18.98 2.65 �5.82
4.9 24.31 1.46 �10.30 5.00 19.35 2.28 �6.22
5.2 24.55 1.23 �10.62 5.20 19.67 1.96 �6.59
5.6 24.75 1.03 �10.92 5.60 20.16 1.47 �7.21
6.0 24.88 0.90 �11.14 6.00 20.49 1.14 �7.68
6.4 24.97 0.80 �11.31 6.40 20.72 0.91 �8.05
6.8 25.03 0.74 �11.42 6.80 20.90 0.74 �8.35
7.2 25.09 0.69 �11.52 7.20 21.02 0.61 �8.61
7.6 25.12 0.66 �11.59 7.60 21.12 0.51 �8.84
8.0 25.14 0.63 �11.64 8.00 21.20 0.43 �9.05
8.4 25.16 0.62 �11.68 8.40 21.26 0.37 �9.23
8.8 25.17 0.60 �11.70 8.80 21.32 0.31 �9.42
9.2 25.19 0.59 �11.73 9.20 21.36 0.27 �9.59
9.6 25.19 0.58 �11.75 9.60 21.39 0.24 �9.72
10.0 25.20 0.58 �11.76 10.00 21.43 0.20 �9.86
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orbital overlap interaction will become small because in
this contact distance range, the bonding overlap is gra-
dually decreased and the antibonding overlap is gradually
increased along with the decrease in the contact distance.
Together with the sharply increased repulsion interaction,
these factors cause the overall coupling matrix element
between the donor and the acceptor to decrease in the
smaller contact distance range. Therefore, the depen-
dence of the coupling matrix element exhibits a parabola
with a maximum.


Electron transfer rate


Equation (7) shows that there are two main contributions
to the rate of electron transfer ket(RN—N) at dif-
ferent contact distances: the coupling matrix element
Hif(RN—N) and the Franck–Condon factor FC(RN—N).
FC depends on the activation energy EN(RN—N) and the
reorganization energy E�(RN—N). For the self-exchange
ET reaction, Marcus30 established a relation that the
activation energy Ea(RN—N) equals approximately one-
quarter of the reorganization energy E�(RN—N). Hence
we can draw the conclusion that the ET rates at different
contact distances depend on activation energy Ea(RN—N)
and coupling matrix element Hif(RN—N). Figure 6 and
Tables 5 and 6 show the contact distance RN—N (Å)
dependence of the ET rate log[ket(RN—N) (s�1)] of the
four coupling systems. From the factors affecting the ET
rate and Fig. 6, we can see that the ET rates at different
contact distances of the four coupling systems exhibit
similar variations. With the contact distance changing
from about 2.0 to 10.0 Å, the ET rate first increases,
reaches a maximum and then decreases.


In the case of the ET reaction of the H3N � � �NHþ
3


coupling system, when the contact distance is 2.4 Å, the
ET rate tends to a maximum constant value (2.53�
105 s�1). At this contact distance (where RN—N is about
2.4 Å), the reactive coupling system has the lowest
activation energy (6.81 kcal mol�1) and the largest cou-


pling matrix element (29.36 kcal mol�1). Above a 2.4 Å
contact distance, ket rapidly decreases as RN—N increases.
For the ET reaction of the CH3H2N � � �NH2CHþ


3 coupling
system, the ET rate is slower than that of the H3N � � �NHþ


3


coupling system. The most favorable contact distance for
ET is 3.0 Å, where the ET rate tends to a maximum
constant value (1.16� 103 s�1), and the corresponding
activation energy for the coupling system is the lowest,
being only 9.04 kcal mol�1, and the corresponding cou-
pling matrix element is the largest (13.87 kcal mol�1),
compared with those values in the other contact distance
ranges. Above a 3.0 Å contact distance, ket rapidly
decreases with RN—N increase. However, the most
favorable contact distance for the ET reaction of the
(CH3)2HN � � �NH(CH3)þ2 coupling system is 2.7 Å, where
the ET rate tends to the maximum constant value
(7.55� 10�3 s�1) and the corresponding activation en-
ergy for the coupling system is the lowest, being only
15.59 kcal mol�1, and the corresponding coupling matrix
element is the largest (10.19 kcal mol�1), compared with
the values in the other contact distance ranges. Above a
2.7 Å contact distance, ket rapidly decreases with RN—N


increase and the ET rate of the (CH3)2HN � � �NH(CH3)þ2
coupling system is less than that of the CH3H2N � � �
NH2CHþ


3 coupling system.
For the ET reaction of the (CH3)3N � � �N(CH3)þ3 coupl-


ing system, the ETrate is less than that of the (CH3)2HN � � �
NH(CH3)þ2 coupling system. The most favorable contact
distance for ET is about 3.7 Å, where the ET rate tends to
the maximum constant value (2.25� 10�4 s�1) and the
corresponding activation energy for the coupling system
is the lowest, being only 16.77 kcal mol�1, and the
corresponding coupling matrix element is the largest
(4.86 kcal mol�1), compared with those in the other
contact distance ranges. Above a 3.0 Å contact distance,
ket rapidly decreases with RN—N increase. When
RN—N> 4.0 Å for the H3N � � �NHþ


3 coupling system,
RN—N> 5.0 Å for the CH3H2N � � �NH2CHþ


3 and (CH3)2


HN � � �NH(CH3)þ2 coupling systems and RN—N> 6.0 Å
for the (CH3)3N � � �N(CH3)þ3 coupling system, ket gradu-
ally decays with the increase in the contact distances for
the four coupling systems. Moreover, the coupling sys-
tems have a high activation energy barrier and a small
coupling matrix element compared with those for the
other contact distances and the variations of the contact
dependence of ket, the activation energy and the coupling
matrix element tend to be straight lines with those contact
distances of the ET reactions of the four coupling
systems.


CONCLUSION


The geometries of NHn(CH3)3�n, NHn(CH3)þ3�n (n¼
0–3) and their corresponding coupling complexes
[NHn(CH3)3�n � � �NHn(CH3)þ3�n (n¼ 0–3)] formed be-
tween the neutral monomers and cations were determined


Figure 6. Contact distance RN—N (Å) dependence of the
electron transfer rates (s�1) for the four coupling systems
obtained at the MP2/6–311þG* level
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using DFT and second-order Møller-Plesset perturbation
theory (MP2) ab initio methods at the 6–311þG* basis
set level. The results show that the stabilization energies
of the four encounter complexes decrease with increase in
the substituent methyl groups owing to the repulsive
effect of substituent methyl groups, and the order
of stability is H3N � � �NHþ


3 >CH3H2N � � �NH2CHþ
3 >


(CH3)2HN � � �NH(CH3)þ2 > (CH3)3N � � �N(CH3)þ3 .
The contact distance dependences of the activation


energy, the coupling matrix element and the ET rate
were also examined using the MP2 method. The results
show that ET can occur over a considerable range of
encounter distances. For the H3N � � �NHþ


3 coupling sys-
tem, the ET occurs chiefly over a range of contact
distances where 1.9 Å<RN—N< 4.0 Å. However, for
the methyl-substituted coupling systems, the most effec-
tive contact distance range shifts to larger values.
Namely, for the CH3H2N � � �NH2CHþ


3 coupling system,
ET occurs chiefly over a range of contact distance where
2.5 Å<RN—N< 5.0 Å, whereas for the (CH3)2HN � � �
NH(CH3)þ2 and N(CH3)3 � � �N(CH3)þ3 coupling systems,
the most favorable contact distance ranges to ET are
2.1 Å<RN—N< 5.0 Å and 3.2 Å<RN—N< 6.0 Å, res-
pectively.


For the H3N � � �NHþ
3 , CH3H2N � � �NH2CHþ


3 , (CH3)2


HN � � �NH(CH3)þ2 and (CH3)3N � � �N(CH3)þ3 coupling
systems, the optimum contact distances for ET with the
largest rate are about 2.40, 3.0, 2.7, and 3.7 Å, res-
pectively, and the corresponding maximum ET rates are
2.53� 105 s�1(H3N� � �NHþ


3 ),1.16� 103 s�1 (CH3H2N� � �
NH2CHþ


3 ), 7.55� 10�3 s�1 [(CH3)2HN � � �NH(CH3)þ2 ]
and 2.25� 10�4 s�1 [(CH3)3N � � �N(CH3)þ3 ], respectively,
in the order H3N � � �NHþ


3 >CH3H2N � � �NH2CHþ
3 >


(CH3)2HN� � �NH(CH3)
þ
2 > (CH3)3N� � �N(CH3)


þ
3 . It should


be noted that for the (CH3)3�nHn N � � �NHn(CH3)þ3�n


coupling system, an increase in the number of methyl
or other alkyl groups may disfavor the ET. However,
whether an increase in the number of electron-donating
groups may favors the ET or not needs further investiga-
tion. Obviously this work has provided some helpful
information for deeper studies concerning the ET reac-
tivity occurring between N-centered active sites in
amino residues, peptides, proteins, DNA and other bio-
logical molecules containing active amino groups. Hence
it will be very interesting to explore the ET reactivity
between N-containing active centers and its substituent
effect.
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ABSTRACT: In solution, the photochromic molecule 5-methoxyspiro[indole-phenanthrolinoxazine] (SPO) is in
equilibrium with its corresponding merocyanine open isomer. In pure acetonitrile, there is about 22.5% of the open
form, whereas in acetonitrile–water binary solvents this proportion increases to more than 60% when the water molar
fraction �(H2O) is around 0.80. Irradiation in the visible range leads to a photobleached steady state in which the
proportion of the merocyanine open isomer decreases significantly. When irradiation is switched off, a slow thermal
reversion of the closed spirooxazine to the open merocyanine takes place until the initial equilibrium position is
reached. Kinetic analysis of a whole set of relaxation curves recorded at various water contents was used to establish a
model involving multiple equilibria between three merocyanines in different solvation states (solvated by acetonitrile,
solvated by an acetonitrile–water complex and hydrated). Their relative proportions, which are dependent on the
binary mixture composition, were determined, in addition to their corresponding visible spectra. Copyright # 2004
John Wiley & Sons, Ltd.
Supplementary electronic material for this paper is available in Wiley Interscience at http://www.interscience.
wiley.com/jpages/0894-3230/suppmat/


KEYWORDS: spirooxazine; merocyanine; thermal reversion; kinetics; solvation


INTRODUCTION


Spirooxazines1 are among the best known photochromic
molecules. According to Scheme 1, a spirocyclic isomer
(or closed form, CF) can isomerize reversibly to an
acyclic merocyanine (or open form, OF). The spirocyclic
form absorbs in the UV region, whereas merocyanine
absorbs in both the UV and visible regions. The photo-
chromism of the spirooxazines is characterized by either
a photochemical or a thermal isomerization between the
closed and the open forms. For most spirooxazines,
the thermal equilibrium is substantially shifted towards
the spirocyclic isomer. However, in series of spirooxa-
zines containing aromatic or heterocyclic fragments an-
nelated to the oxazine nucleus, the equilibrium constant
increases from naphthalene to phenanthrene and phenan-
throline.2 The insertion of an electron-donating group (O-
Alk) at position 5 of the indoline fragment leads to an
increase in concentration of the merocyanine at equili-
brium.3 The equilibrium position is sensitive to the
changes in temperature (thermochromism4) and polar
properties of the solvents (solvatochromism5).


The purpose of this work was to perform a detailed
kinetic analysis of the photochromic and solvatochromic
behaviour of 5-methoxyspiro[indole-phenanthrolinoxa-
zine] (SPO) in water–acetonitrile binary mixtures. We
investigated a wide range of water contents from pure
CH3CN to water molar fractions as high as 0.92. In this
solvent system, the relative proportion of the two forms is
very sensitive to the water content of the binary solvent.
Under visible irradiation, almost complete bleaching was
obtained (negative photochromism6). When visible irra-
diation was switched off, a slow thermal recoloration to
the previous equilibrium position was recorded. Our study
is based on the kinetic analysis of these relaxation curves
at variable water contents. Moreover, analysis of the
literature showed that there have not been many studies
of photochromism in binary mixtures. Among the scarce
data about solvent effects on photochromism,7 most are
related to spiropyrans8 and very few to spirooxazines.9


RESULTS AND DISCUSSION


Effect of water content on spectral intensity


The NMR spectrum of SPO in pure CD3CN at 25 �C
indicates that at thermal equilibrium �22.5% of the
compound is in the merocyanine OF. As can be seen in
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Fig. 1, on increasing the water content of the solution, the
percentage of merocyanine OF increases until it reaches
a maximum for a water molar fraction �(H2O)¼ 0.87
and then decreases for �(H2O)¼ 0.92. This decrease is
significant and fully reproducible. At water contents
�(H2O)> 0.92, SPO is no longer soluble and slow
precipitation occurs. Although no noticeable spectral
shift of the �max (604 nm) was detected, the absor-
bance–absorbance plot of Abs(570 nm) vs Abs(604 nm)
was not rigorously linear, indicating a slight deformation
of the whole spectral shape.


Although it is well known10 that at low temperature
(�45 �C) open merocyanines of the spirooxazine exist in
two isomeric forms (CTC and TTC), we have assumed
that under our conditions (25 �C), the merocyanine OF is
likely to be under the most stable TTC structure. The
observed absorbance variations effects are mainly related
to the displacement of a unique CFÐOF equilibrium
under the influence of specific solvent–solute interactions.


Negative photochromism of water–acetonitrile
SPO solutions


The ring-opening quantum yield (�CF) is negligible.
Moderate-intensity 365 nm irradiation of has no effect
on the already deep blue SPO solutions (filtered
250 W Hg high-pressure lamp: �irr¼ 365 nm; I0¼
6� 10�6 mol dm�3 s�1). In contrast, the quantum yield
of ring closure (�OF) is more significant. The solution is
almost completely bleached by visible light irradiation from
a non-filtered 150 W quartz–halogen lamp. After switching
off the visible light, the system underwent a slow relaxation
towards its initial equilibrium position (Fig. 2).


Kinetics of thermal relaxation


Analysis of the thermal relaxations recorded after photo-
bleaching at various water contents showed monoexpo-
nential behaviour (Fig. 3). When the water content of the
binary mixture increased, the absorbance at equilibrium
(Abseq) increased whereas the observed rate constant
(kobs) decreased significantly.


Scheme 1. Photochemical and thermal reversibility between the closed (CF) and open (OF) forms of 5-methoxyspiro[indole-
phenanthrolinoxazine]


Figure 1. Variation of the visible spectra of SPO solution
([SPO]0¼8.5�10�5 mol dm�3) in water–acetonitrile binary
mixtures with various water molar fractions �(H2O): (a) 0; (b)
0.13; (c) 0.24; (d) 0.42; (e) 0.66; (f) 0.87; (g) (dotted line) 0.92


Figure 2. Negative photochromism of an SPO solution
in water–acetonitrile at �(H2O)¼ 0.42 at 25 �C. [SPO]0¼
8.5�10�5 mol dm�3. (a), (e) Thermal equilibrium; (b) photo-
bleaching; (c) photosteady state under visible light irradia-
tion; (d) thermal relaxation
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Single equilibrium qualitative modelling


For a preliminary analysis of these relaxations, we shall
consider first only a single thermal equilibrium between
CF and OF (CFÐOF). The forward (kCF) and reverse
(kOF) rate constants can be determined from the following
relationship:


kCF þ kOF ¼ kobs ð1Þ


where kobs is the apparent first-order thermal relaxation
rate constant.


At equilibrium


Keq ¼ ½OF�eq=½CF�eq ¼ kCF=kOF ð2Þ


and the mass balance equation gives


½CF� þ ½OF� ¼ ½SPO�0 ð3Þ


where [SPO]0 is the initial concentration of the photo-
chromic molecule. At a wavelength where the closed
form does not absorb, Beer’s law gives:


Abseq ¼ "OF½OF�l ð4Þ


where "OF is the molar absorption coefficient of the open
form OF and l the optical path.


From Eqns (1)–(4), it can be deduced that


kCF ¼ ðkobsAbseqÞ=ð"OF½SPO�0lÞ ð5Þ


and


kOF ¼ kobs 1 � Abseq=ð"OF½SPO�0lÞ
� �


ð6Þ


Applying Eqns (5) and (6) to our results showed that for
water molar fractions ranging from 0.05 to 0.87, the


observed variations on Abseq and kobs could be inter-
preted by a decrease in kOF while kCF remained constant
(Fig. 4).


Such a variation is an indication that stabilization of the
OF occurs when the water content increases within the
binary solvent. This hypothesis is justified by recent
structural studies based on x-ray diffraction,11 showing
that the OF of a zwitterionic spiropyran can be stabilized
by a water molecule located within the N�þ —O��


interval. In our case, such interaction could be represented
as in Fig. 5, resulting in inhibition of the ring closure.


Multiple equilibria quantitative modelling


It is likely that water inhibition is not sufficient to
interpret accurately the whole group of relaxation kinetic
curves. In particular, to describe the significant decrease
in equilibrium absorbance at �(H2O)> 0.87, the non-
ideality of the acetonitrile–water binary mixtures must be
taken into account. It is well known (see Supplementary
material) that acetonitrile–water complexes are formed.
Although the stoichiometries and sizes of such complexes
are known to be probe dependent, it appears that �*-dyes
such as N-methyl-2-nitroaniline (NM2A) are able to
detect the presence of an acetonitrile–water complex12,13


exhibiting a maximum around a water molar fraction of
�(H2O)� 0.7. Such a value is remarkable because it is


Figure 3. Kinetic analysis at 604 nm of the thermal relaxa-
tions after photobleaching at various water contents �(H2O):
(a) 0.07; (b) 0.13; (c) 0.24; (d) 0.42; (e) 0.56; (f) 0.66; (g)
0.81; (h) 0.87. Dots are experimental points and solid lines
are fits


Figure 4. Variation of the forward and reverse rate
constants with molar fraction of water in the 0.05–0.85
range


Figure 5. Schematic representation of the hydrated open
form OFh
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very close to the maximum of the excess molar volume14


in pure acetonitrile–water binary mixtures [�(H2O)�
0.7]. It can then be assumed that �*-dyes (like SPO) do
not cause a strong disturbance of the binary mixture
equilibria. Under these conditions, it was possible to
describe the non-ideality of the acetonitrile–water binary
solvent by the formation of a unique reversible complex
with appropriate stoichiometric factors and equilibrium
constant:


pCH3CN þ qH2O Ð CPX


To interpret the observed slight spectral deformation,
such an acetonitrile–water complex (CPX) has been
assumed to be able to associate with the SPO OF. This
solvation can be described by another equilibrium giving
rise to the complex-solvated open form (OFc):


OF þ CPX Ð OFc


Establishment of a quantitative model


In order to describe the solvatochromic effects of SPO in
the acetonitrile–water binary system, the reversible pro-
cesses in Table 1 were considered.


The first process simply corresponds to the sponta-
neous isomerization occurring between the closed spiro
form (CF) and the open merocyanine form (OF) in neat
acetonitrile. In this process, the OF is assumed to be
acetonitrile solvated. Hydration of the open form is the
second process. The third process is intended to be a
rough description of the non-ideality of the pure acetoni-
trile–water binary mixture. Process 4 corresponds to the
solvation of the open form by the acetonitrile–water
complex.


From this model, it was possible to fit all the thermal
relaxation kinetic curves recorded at various water molar
fractions (see Fig. 3) and to reproduce the equilibrium
absorbances recorded at 570 and 604 nm (see Fig. 6).


The calculated visible spectra of the three solvated
open forms are shown in Fig. 7. The hydrated open form
(OFh) gives rise to the least intense spectrum. This result
is consistent with the presence of a water molecule in the
C�þ—O�� interatomic interval hindering the full con-
jugation of the two aromatic moieties and giving rise to a
less intense absorption band. Such an effect also occurs
(but to a lesser extent) when the merocyanine is sur-


rounded by the acetonitrile–water complex. Under these
conditions, the spectrum (OFc) exhibits an intensity
which is intermediate between those of the hydrated
(OFh) and the acetonitrile-solvated (OF) open forms.


From our modelling approach, it has been possible to
reach the preferential solvation states of the SPO mer-
ocyanine OF as a function of the water content in
acetonitrile–water binary mixtures.


The proportion of the acetonitrile-solvated open form
(OF) decreases regularly as the acetonitrile content de-
creases (Fig. 8). However, owing to the hydrophobicity of


Table 1. Equilibria used to describe the solvatochromism of SPO in acetonitrile–water binary solvent at 25 �C


No. Process Parameters Parameter determination technique


1 CF Ð OF kCF¼ 0.04 s�1; kOF¼ 0.14 s�1 1H NMR; first-order analysis of the thermal
relaxation after photobleaching in pure CH3CN


2 OFþH2O Ð OFh Kh¼ 0.17 mol dm�3 Fitting on our kinetic data
3 pCH3CNþ qH2O Ð CPX p¼ 0.38; q¼ 0.64; KCPX¼ Fitting on literature data from Nigam et al.12b


1.73 mol1�p�q dm�3(1þ pþ q) (see Supplementary material)
4 OFþCPX Ð OFc Kc¼ 0.15 mol dm�3 Fitting on our kinetic data


Figure 6. Apparent molar extinction coefficient of SPO
(Abseq/[SPO]0) in acetonitrile–water binary mixtures. &,
Experimental data; *, calculated; smoothed curves serve as
a visual guide)


Figure 7. Calculated visible spectra of the open merocya-
nine in the various solvation environments: OF, surrounded
by neat acetonitrile; OFc, surrounded by the acetonitrile–
water complex; OFh, hydrated
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the open form, it still exists at high water contents. As
expected, the complex solvated open form (OFc) exhibits
a maximum at intermediate molar fractions. The last
curve corresponds to the hydrated species (OFh); there
is a more than 50% accumulation at high water molar
fractions. The observed decrease in kobs when the water
molar fraction increases can then be interpreted by the
accumulation of water- or complex-stabilized open forms
(OFh and OFc).


CONCLUSION


The negative photochromism properties of 5-methoxy-
spiro[indole-phenanthrolinoxazine] (SPO) were used to
provide information on the solvent effects on the spir-
ooxazine to merocyanine thermal reversion. Kinetic ana-
lysis of the various relaxation curves recorded after
photobleaching showed that the solvation of this photo-
chromic molecule in acetonitrile–water binary mixture
can be described by four coupled equilibria. The relative
proportion of the solvent species (pure acetonitrile, acet-
onitrile–water complex and pure water) in the solvation
sphere of SPO varies with the composition of the binary
mixture. The visible spectra associated with these three
solvation states of the merocyanine were determined. The
results are interesting because the details of the micro-
scopic environment of a solute in a binary mixture are
still a controversial despite recent investigations.15 The
question is of importance because mixed solvents are
common in analytical and preparative chemistry.


EXPERIMENTAL


Compounds


5-Methoxy-1,3,3-trimethylspiro[indoline-2,20-[2H]bipyr-
ido[3,2-f][2,3-h][1,4]benzoxazine] (SPO) was prepared by
coupling 6-hydroxy-5-nitroso-1,10-phenanthroline with 5-


methoxy-1,2,3,3-tetramethyl-3H-indolium iodide accord-
ing to a previously described method.16 Yield, 54%; m.p.,
203 �C (lit.2b m.p. 204 �C). Solvents were of the highest
available spectroscopic grade (Acros Organics).


1H NMR analysis


Spectra were recorded on a Bruker 250 MHz instrument.
Solvent, CD3CN; T, 25 �C. NCH3, �H (ppm) 2.71 and
3.88, ratio 0.299; OCH3, �H (ppm) 3.80 and 3.79, ratio
0.289); H30, �H (ppm) 7.94 and 10.21, ratio 0.283. [OF]/
[CF]¼Keq¼ 0.29� 0.01.


UV–visible spectroscopy


Absorption spectra and photokinetic data [absorbance
versus time (Abs vs t)] matrices were recorded on an
Ocean Optics fibre-optic diode-array thermostated spec-
trophotometer.


Irradiation technique


A 150 W, IR-filtered halogen lamp with glass-fibre optics
was used for visible irradiation of the samples (400<
�< 800 nm). The fibre is fitted to the thermostated cell in
order to place the irradiation beam perpendicular to the
monitoring beam.


Calculations


Laboratory-written software was used to process the Abs
vs t matrices. Experimental photokinetic curves (Absexp


vs t) at various water contents were fitted by the model
(Abscalc vs t). The calculated curves were obtained from
numerical integration of the differential kinetic equations
using a Runge–Kutta semi-implicit procedure for the
concentrations and Beer’s law for the absorbances. The
residual error function RE¼�p�j[Abscalc (j)�Absexp


(j)]2/pj (where p is the number of plots fitted simulta-
neously and j is the number of points in each plot) is
computed and the parameters optimized until a minimum
in RE is reached. The set of optimised parameters was
proved to be unique. See Supplementary Material for
details.
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ABSTRACT: The second-order rate constants k2 (M
�1 s�1) for the alkaline hydrolysis of meta-, para- and ortho-


substituted phenyl benzoates, C6H5CO2C6H4X, in aqueous 0.5 M n-Bu4NBr were measured spectrophotometrically.
The dependence of substituent effects, especially ortho inductive, resonance and steric terms on different solvent
parameters, was studied using the following equation:


� log kortho ¼ c0 þ c1ðorthoÞ�I þ c2ðorthoÞ�
0
R þ c3ðorthoÞE


B
s þ c4�E þ c5�Y þ c6�Pþ c7ðorthoÞ�E�I


þ c8ðorthoÞ�Y�I þ c9ðorthoÞ�P�I þ c10ðorthoÞ�E�0
R þ c11ðorthoÞ�Y�0


R þ c12ðorthoÞ�P�0
R


where �log k¼ log kX� log kH, �I, �R
0 and Es


B are the inductive, resonance and steric substituent constants and E, Y
and P are the solvent electrophilicity, polarity and polarizability parameters, respectively. In data treatment
�E ¼ ES � EH2O; �Y ¼ YS � YH2O and �P ¼ PS � PH2O were used. The solvent electrophilicity was found to be
the main factor responsible for changes in the ortho, para and meta polar substituent effects with medium. The
variation of the ortho inductive term with the solvent electrophilicity ES was found to be ca threefold smaller than that
for para substituents, whereas the ortho resonance term appeared to vary with solvent very similarly to that for para
substituents. The steric term of ortho substituents was found to be approximately independent of solvent parameters.
The ortho effect caused by the supplementary inductive effect from ortho position was found to disappear in a solvent
whose electrophilic solvating power is comparable to that of 60% aqueous ethanol (E� 13.3). Copyright # 2005
John Wiley & Sons, Ltd.
Supplementary electronic material for this paper is available in Wiley Interscience at http://www. interscience.
wiley.com/jpages/0894-3230/suppmat/


KEYWORDS: esters; phenyl benzoates; alkaline hydrolysis; substituent effects; ortho effects; solvent effects; kinetics


INTRODUCTION


The purpose of the present work was to study the
dependence of substituent effects, especially ortho in-
ductive, resonance and steric terms on solvent electro-
philicity, polarity and polarizability parameters, in the
alkaline hydrolysis of substituted phenyl benzoates. In
previous papers, we studied the substituent effects, espe-
cially ortho effect, in the alkaline hydrolysis of ortho-,
meta- and para-substituted phenyl benzoates, C6H5CO2-
C6H4X, and tosylates, 4-CH3C6H4SO2OC6H4X, in water,
aqueous 2.25 M Bu4NBr, 80% (v/v) DMSO and 5.3 M


NaClO4 (see Refs 1–4 and references cited therein).


Recently, the study of substituents effects in the alkaline
hydrolysis of ortho-, meta- and para-substituted phenyl
tosylates was extended to aqueous 0.5 M Bu4NBr.5 In the
present work the second-order rate constants for the
alkaline hydrolysis of substituted phenyl benzoates
[X¼H, 4-NO2, 4-CN, 4-Cl, 4-F, 4-CH3, 4-OCH3, 4-
NH2, 3-NO2, 3-Cl, 3-CH3, 3-NH2, 2-NO2, 2-CN, 2-CF3,
2-F, 2-Cl, 2-I, 2-CH3, 2-OCH3, 2-C(CH3)3, 2-N(CH3)2] in
aqueous 0.5 M Bu4NBr at various temperatures are re-
ported. The electrophilic solvating power of aqueous
0.5 M Bu4NBr is reduced compared with pure water and
5.3 M NaClO4. However, it is higher than that of aqueous
2.25 M Bu4NBr and 80% (v/v) DMSO.


Lately, in order to study the significance of different
solvent parameters for the substituent effects, in particu-
lar ortho effects, in the alkaline hydrolysis of ortho-,
meta- and para-substituted phenyl tosylates, the
log k values in various media have been analyzed5 ac-
cording to the modified Fujita and Nishioka6 equation:
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�log km; p;ortho ¼ c0 þ c1ðm; p;orthoÞ�
0 þ c2ðorthoÞ�I þ c3�E


þ c4�Y þ c5�Pþ c6ðm; p;orthoÞ�E�0 þ c7ðm; p;orthoÞ�Y�0


þ c8ðm; p;orthoÞ�P�0 þ c9ðorthoÞ�E�I þ c10ðorthoÞ�Y�I


þ c11ðorthoÞ�P�I


ð1Þ


where �log k ¼ log kX � log kH; �0 and �I are the Taft
polar and inductive substituent constants, �E ¼ ES�
EH2O;�Y ¼ YS � YH2O;�P ¼ PS � PH2O and E, Y and
P are the solvent electrophilicity, polarity and polariz-
ability parameters of the Koppel–Palm equation.7,8


In an earlier paper,5 it was shown, that in the alkaline
hydrolysis of substituted phenyl tosylates the solvent
electrophilicity was the main factor responsible for
changes in the ortho, para and meta polar substituent
effects due to medium [c6(m,p,ortho)¼�0.0856]. The
ortho inductive term appeared to vary with the solvent
electrophilicity, E, nearly half as much as that for para
substituents [c9(ortho)¼ 0.0480] whereas the ortho reso-
nance term was found to change with solvent at nearly the
same rate as that for para substituents.5


On the basis of our earlier kinetic data for various
media (Refs 1–4, 9 and references cited therein) and
kinetic data reported in this work, it was interesting to
check on the significance of different solvent parameters
for the substituent effects, especially ortho inductive,
resonance and steric terms, in the alkaline hydrolysis of
substituted phenyl benzoates, C6H5CO2C6H4X, using a
multilinear relationship similar to Eqn (1), including an
additional steric term for ortho derivatives.


In the present paper, the substituent effects in alkaline
hydrolysis of substituted phenyl benzoates for aqueous
0.5 M Bu4NBr are also analyzed.


EXPERIMENTAL


The preparation procedure and characteristics of most
substituted phenyl benzoates are described in Refs 1–5,
10–12 and references cited therein. In this work, nine
new phenyl benzoates were synthesized. To synthesize
the substituted phenyl benzoates, C6H5CO2C6H4X, three
methods were used: the reaction of benzoyl chloride with
the corresponding substituted phenol in 10% aqueous
NaOH solution13 (X¼ 4-CN, 2-CN, 4-Cl, 4-CH3, 4-
OCH3, 2-I), the Einhorn method14 (in pyridine) [X¼ 2-
C(CH3)3, 2-CF3] and reduction of 4-nitrophenyl benzoate
(X¼ 4-NH2).15 Esters were recrystallized from aqueous
ethanol, dried in a desiccator over P2O5 or purified by
vacuum- distillation. The esters were identified by NMR
chemical shifts [Table S1 (Tables S1–S6 are available in
Wiley Interscience)] and by melting or boiling points:
4-cyanophenyl benzoate, m.p. 91 �C (lit.16 91–92 �C),
2-cyanophenyl benzoate, m.p. 105.5 �C (lit.17 105 �C),


4-chlorophenyl benzoate, m.p. 86.5–87.7 �C (lit.18 88–
89 �C), 4-methylphenyl benzoate, m.p. 69.7 �C (lit.18


70.4–71.2 �C), 4-methoxyphenyl benzoate, m.p. 86.6–
87.8 �C (lit.19 87–88 �C), 2-iodophenyl benzoate, b.p.
162 �C/0.9 mmHg, 2-tert-butylphenyl benzoate, m.p.
69.1–70.3 �C, 2-trifluoromethylphenyl benzoate, b.p.
125–126 �C/1.5 mmHg, 4-aminophenyl benzoate, m.p.
160.5–161.5 �C (lit.20 153–154 �C) tetrabutylammonium
hydroxide (0.0184 M) was used as the reagent. The
purification of Bu4NOH and Bu4NBr was described
previously.1–5


The kinetics were measured spectrophotometrically
as described.1–5,10,11 The second-order rate constants, k
(M


�1 s�1), for the alkaline hydrolysis of substituted phe-
nyl benzoates in aqueous 0.5 M Bu4NBr at 15, 20, 25, 30
35, 40 50 and 55 �C and the wavelength � used in
spectrophotometric kinetic measurements are given in
Table S2. The second-order rate constants, k (M


�1 s�1),
for 2-cyano- and 4-cyanophenyl and non-substituted
phenyl benzoates in water at 25 �C are given in Table S3.


DATA PROCESSING


For the study of substituent effects at a single tempera-
ture, the log k values for the alkaline hydrolysis of
substituted phenyl benzoates, C6H5CO2C6H4X, in aqu-
eous 0.5 M Bu4NBr were treated according to the Taft21


equation, Eqn (2), and the modified Charton22 equations,
Eqns (3) and (4):


log km; p ¼ log k0 þ ð�0Þm; p�0 ð2Þ


log km; p;ortho ¼ log k0 þ ð�0Þm; p�0 þ ð�IÞortho�I


þ ð�RÞortho�0
R þ �EB


s


ð3Þ


log kortho ¼ log k0 þ ð�IÞortho�I þ ð�RÞortho�0
R þ �EB


s ð4Þ


In order to study the dependence of the substituent
effects on different solvent parameters, the �log k¼
log kX� log kH values for ortho-, meta- and para-substi-
tuted phenyl benzoates at 50 �C in various media were
correlated with Eqn (5):


�log km; p;ortho ¼ a0 þ a1ðm; pÞ�
0 þ a2ðorthoÞ�I þ a3ðorthoÞ�


0
R


þ a4ðorthoÞE
B
s þ a5�E þ a6�Y þ a7�Pþ a8ðm; pÞ�E�0


þ a9ðm; pÞ�Y�0 þ a10ðm; pÞ�P�0 þ a11ðorthoÞ�E�I


þ a12ðorthoÞ�Y�I þ a13ðorthoÞ�P�I þ a14ðorthoÞ�E�0
R


þ a15ðorthoÞ�Y�0
R þ a16ðorthoÞ�P�0


R


ð5Þ


The inductive effect from the ortho position, different
from that from the meta and para positions, was
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assumed.6,22–24 Similarly, in the case of ortho substitu-
ents, the variation of the inductive term with solvent
parameters, different from that for meta and para deri-
vatives, was assumed. The steric term of ortho substitu-
ents in the alkaline hydrolysis of phenyl benzoates was
considered to be independent of the solvent2,4 and the
corresponding cross-terms with the solvent parameters
(�E, �Y, �P) were omitted. In the data processing
including only ortho-substituted derivatives the log k
value for unsubstituted derivative (X¼H) as standard
was included besides the ortho-substituted derivatives.


The Taft’s polar �0 25,26, inductive �I,
27 the resonance


�0
R [�0


R ¼ (�0)para��I]
28 scales were used in the data


processing. EB
s constants2,4 (EB


s ¼ log kX
Hþ � log kH


Hþ ;
where kX


Hþ and kH
Hþ are the rate constants for the acidic


hydrolysis of ortho-substituted and unsubstitued phenyl
benzoates in water at 50 �C29) were used as the steric
constants for ortho substituents (Table S4). The previous
statistical data treatment2,4 confirmed that there was no
resonance in the case of 2-N(CH3)2 substituent and in the
common data processing the correction �0�0


R was added.
In the data processing according to Eqn (5), the log k


values for the alkaline hydrolysis of ortho-, meta- and
para-substituted phenyl benzoates at 50 �C in pure water,
aqueous 0.5 M Bu4NBr (present work, Table S2), aqueous
1 M Bu4NBr, 2.25 M Bu4NBr, 80% (v/v) DMSO, 5.3 M


NaClO4 and 4.8 M NaCl (Refs 1–4, 9 and references cited
therein) were included. In Eqn (5) the values of �E, �Y
and �P are the differences in electrophilicities, polarities
and polarizabilities on going from pure water to the
corresponding aqueous binary solution, �E ¼ Es�
EH2O;�Y ¼ YS � YH2O;�P ¼ PS � PH2O, respectively.


The standard medium, where �E, �Y and �P are equal
to zero, is pure water and the standard substituent is
X¼H. The electrophilicity E values of Koppel and
Palm,30–33 polarity Y calculated as a function of dielectric
constant " in the form ð"� 1Þ=ð"þ 2Þ and the polariz-
ability P as a function of refractive index nD in the form
ðn2 � 1Þ=ðn2 þ 2Þ were used (see Table S5). The data
processing was carried out using a multiple parameter
linear least-squares (LLSQ) procedure.34 Significantly
deviating points were excluded using a Student criterion.
The exclusion of the significantly deviating points was
performed on different confidence levels of the t-test.
Results of the data treatment in the present work are given
mainly at the 0.99 confidence level.


The results of the data treatment with Eqns (2)–(5) are
presented in Tables 1 and 2. The values of substituent
constants �0, �I, �


0
R and EB


s used in the correlations and
the values of logA and activation energies, E (kJ mol�1),
for the alkaline hydrolysis of substituted phenyl benzo-
ates in aqueous 0.5 M Bu4NBr, calculated with the Ar-
rhenius equation (log k ¼ logA� E=2:3RT), are listed in
Table S4. The values of solvent characteristics used in
data treatment with Eqn (5) are collected in Table S5.


DISCUSSION


Substituent effects in aqueous 0.5 M Bu4NBr


For most substituted phenyl benzoates the transition from
pure water to aqueous 0.5 M Bu4NBr solution results in a
decrease in the rate constants of the alkaline hydrolysis.


Table 1. Results of the correlation with Eqns (2)–(4) for alkaline hydrolysis of substituted phenyl benzoates, C6H5CO2C6H4X, in
aqueous 0.5M Bu4NBr and in pure watera


Temperature ( �C) Eqn No. log k0 �0
m; p ð�IÞortho ð�RÞortho �ortho R s n


0.5 M Bu4NBr
50 2 �0.084� 0.016 1.31� 0.05 — — — 0.995 0.049 11


3 �0.074� 0.059 1.30� 0.06 1.46� 0.06 1.22� 0.08 1.30� 0.08 0.997 0.061 21
4 �0.026� 0.061 — 1.41� 0.09 1.24� 0.10 1.38� 0.13 0.994 0.070 11


40 2 �0.324� 0.020 1.37� 0.06 — — — 0.994 0.061 12
3 �0.316� 0.036 1.36� 0.05 1.50� 0.07 1.25� 0.09 1.33� 0.09 0.994 0.066 22
4 �0.299� 0.065 — 1.49� 0.10 1.25� 0.11 1.36� 0.14 0.993 0.074 11


25 2 �0.754� 0.019 1.45� 0.05 — — — 0.994 0.059 11
3 �0.748� 0.037 1.45� 0.06 1.63� 0.07 1.37� 0.09 1.34� 0.09 0.995 0.067 21
4 �0.727� 0.066 — 1.61� 0.10 1.37� 0.11 1. 38� 0.14 0.994 0.076 11


20 2 �0.923� 0.027 1.54� 0.06 — — — 0.995 0.056 8
3 �0.903� 0.055 1.51� 0.07 1.72� 0.09 1.23� 0.12 1.53� 0.17 0.995 0.070 15
4 �0.853� 0.085 — 1.66� 0.12 1.25� 0.14 1.62� 0.22 0.994 0.080 8


15 2 �1.044� 0.041 1.49� 0.07 — — — 0.992 0.077 9b


3 �1.032� 0.045 1.47� 0.07 1.64� 0.08 1.26� 0.12 1.31� 0.10 0.994 0.071 18c


4 �1.004� 0.061 — 1.61� 0.14 1.28� 0.16 1.36� 0.26 0.994 0.069 10c


Water
25 2 �0.377� 0.025 1.11� 0.05 — — — 0.988 0.067 12


3 �0.375� 0.034 1.11� 0.04 1.52� 0.06 0.92� 0.08 1.05� 0.11 0.994 0.055 22
4 �0.377� 0.040 — 1.54� 0.05 0.95� 0.07 1.09� 0.11 0.997 0.047 13


a The log k values reported previously2 and measured in the present work were included.
b The log k value for the unsubstitued derivative, calculated with the Arrhenius equation, was included.
c The log k value for 2-CH3- and 2-OCH3-subsituted and unsubstituted derivative, calculated with the Arrhenius equation, were included.
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The retardation is larger for esters with electron-donating
substituents than that for esters with electron-withdraw-
ing substituents (Table S2).


In the alkaline hydrolysis of of meta- and para-
substituted phenyl benzoates in aqueous 0.5 M Bu4NBr,
the dependence of the reaction rates on the substituent
effects is nicely described with �0 values [Eqn (2)].
As found earlier1–4 for water, aqueous 2.25 M Bu4NBr,
aqueous 5.3 M NaClO4 and aqueous 80% DMSO, the
inductive, �I, resonance, �0


R, and steric, EB
s , constants


were used in the case of ortho substituents (Table 1).
The values of reaction constants (�I)ortho, (�R)ortho and �
calculated from Eqn (4) separately for ortho-substituted
derivatives are approximately the same as those calcu-
lated simultaneouly with ortho-, meta- and para-substi-
tuted derivatives using Eqn (3) (see Table 1).


In the alkaline hydrolysis of substituted phenyl benzo-
ates, the (�0)m,p and (�I)ortho values for aqueous 0.5 M


Bu4NBr for various temperatures are in the ranges


1.30–1.54 and 1.46–1.72, respectively. Earlier the
(�0)m,p and (�I)ortho values for pure water were found to
be in the ranges 0.90–1.15 and 1.26–1.72 respectively.2


On going from pure water to aqueous 0.5 M Bu4NBr the
polar effect of meta and para substituents increases by ca
0.4 units of (�0)m,p. The change in the susceptibility to the
ortho inductive effect, (�I)ortho, is essentially lower by ca
0.10 units of (�I)ortho. Earlier5 it was found that the �0


m,p


values in the alkaline hydrolysis of substituted phenyl
tosylates on going from pure water to aqueous 0.5 M


Bu4NBr changed by nearly the same extent (�0
m;p by ca


0.5–0.6 units and (�I)ortho by 0.15–0.20 units) as the �0
m;p


and (�I)ortho values in the alkaline hydrolysis of phenyl
benzoates.


The analysis of the data for the alkaline hydrolysis of
phenyl benzoates in aqueous 0.5 M Bu4NBr demonstrates
once again that the ortho inductive term varies with
solvent less than the para inductive term. In water, the
inductive influence from the ortho position was found to


Table 2. Results of the correlation with Eqn (5) for kinetic data for alkaline hydrolysis of substituted phenyl benzoates,
C6H5CO2C6H4X, in various media at 50 �Ca


Reaction meta and ortho, meta and
constant para derivatives Weight ortho derivatives Weight para derivatives Weight


Solvent electrophilicity parameter, �E, was includedb


a0 �0.004� 0.017 0.014� 0.046 0.001� 0.033
a1(m,p) 1.075� 0.033 0.700 — 1.069� 0.040 0.357
a2(ortho) — 1.428� 0.059 0.538 1.437� 0.052 0.145
a3(ortho) — 0.838� 0.075 0.226 0.829� 0.068 0.145
a4(ortho) — 1.228� 0.090 0.067 1.199� 0.070 0.121
a8(m,p) �0.0646� 0.0038 0.300 — �0.0645� 0.0046 0.146
a11(ortho) — �0.0212� 0.0059 0.047 �0.0211� 0.0054 0.013
a14(ortho) — �0.0685� 0.0089 0.122 �0.0685� 0.082 0.073
n/n0 42/45 41/46 76/84
R 0.992 0.988 0.991
s 0.061 0.081 0.074
s0 0.126 0.153 0.136
t 0.97 0.95 0.97
Solvent electrophilicity, �E, and polarity, �Y, parameters were includedc


a0 �0.004� 0.017 0.014� 0.046 �0.044� 0.039
a1(m,p) 1.075� 0.033 0.700 — 0.993� 0.060 0.329
a2(ortho) — 1.428� 0.059 0.538 1.444� 0.051 0.128
a3(ortho) — 0.838� 0.075 0.226 0.822� 0.068 0.133
a4(ortho) — 1.228� 0.090 0.069 1.198� 0.063 0.145
a8(m,p) �0.0646� 0.0038 0.300 — �0.0722� 0.0052 0.166
a9(m,p) — — –4.08� 1.87 0.021
a11(ortho) — �0.0212� 0.0059 0.047 �0.0212� 0.0055 0.012
a14(ortho) — �0.0685� 0.0089 0.122 �0.0689� 0.0083 0.067
n/n0 42/45 41/46 77/84
R 0.992 0.988 0.992
s 0.061 0.081 0.075
s0 0.126 0.153 0.130
t 0.97 0.95 0.99


a A table containing the results of the correlations with Eqs (5) for kinetic data for alkaline hydrolysis of substituted phenyl benzoates in various media at 50 �C
when three solvent parameters, the solvent electrophilicity, �E, the solvent polarity, �Y, and the solvent polarizability, �P, were included, is available as
supplementary material (Table S6). If the scale is not shown in the table, the corresponding argument scale is excluded as insignificant during the data
processing (a¼ 0).
b In most cases exclusion of significantly deviating points performed before excluding insignificant argument scales and cross terms are formed from non-
centered basic argument scales.5,34


In Eqn (5) the terms a6�Y, a7�P, a9(m,p)�Y�0, a10(m,p)�P�0, a12(ortho)�Y�I, a13(ortho)�P�I, a15(ortho) �Y�0
R and a16(ortho)�P�0


R were omitted before data
processing.
c In Eqn (5) the terms a7�P, a10(m,p)�P�0, a13(ortho)�P�I, and a16(ortho)�P�0


R were omitted before data processing.
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be 1.5 times stronger than that from the para and meta
positions. Whereas the variation of the susceptibility of
the para inductive term with solvent is nearly double the
variation of the ortho inductive term, in aqueous 0.5 M


Bu4NBr solution the para inductive effect reaches nearly
the level of the ortho inductive effect [in aqueous 0.5 M


Bu4NBr (�I)ortho surpasses the (�0)m,p value only by
0.1 units of �].


In the alkaline hydrolysis of substituted benzoates in
aqueous 0.5 M Bu4NBr solution, the susceptibility to the
steric effect was (�� 1.35, Tables 1 and 2) nearly the
same as we have found earlier2–4 for water, aqueous
2.25 M Bu4NBr, aqueous 5.3 M NaClO4 and aqueous
80% DMSO (the � values range from 1.0 to 1.4).


From the dependence of � on temperature, �T¼ c0þ
c1(1/T), where �¼�c1/c0,35 the isokinetic temperatures
� for the ortho inductive term and meta and para polar
effect in the alkaline hydrolysis of substituted phenyl
benzoates in aqueous 0.5 M Bu4NBr were calculated. For
aqueous 0.5 M Bu4NBr �I(ortho)¼ 872 K [(�I(ortho)¼
(�0.837)þ 0.730(103/T)] and �m,p¼ 1355 K [(�m,p¼
(�0.411)þ 0.557(103/T)]. For water �I(ortho)¼ 832 K
[(�I(ortho)¼ (�0.89)þ 0.741(103/T)] and �m,p¼1K. For
aqueous 2.25 M Bu4NBr �I(ortho)¼ 702 K [(�I(ortho)¼
(�1.51)þ 1.06(103/T)] and �m,p¼ 628 K (�m,p¼ 628 K36)
[(�m,p¼ (�2.14)þ 1.34(103/T)]. The values of � for the
alkaline hydrolysis of substituted phenyl benzoates in
various media demonstrate that the isokinetic tempera-
ture �I(ortho) for the ortho inductive effect varies with
solvent considerably less than the isokinetic temperature
for polar effect of meta and para substituents, �m,p.


In the alkaline hydrolysis of ortho-, meta- and para-
substituted phenyl benzoates, the dependence of the
activation energies E on the substituent effects in aqueous
0.5 M Bu4NBr is entirely caused by polar effects of
substituents (Table S4), whereas electron-withdrawing
substituents decrease and electron-donating substituents
increase it. The activation energy for ortho-substituted
derivatives with electronegative substituents was found to
be lower than those for para-substitued derivatives owing
to the additional inductive influence from ortho position.
The influence of the ortho, meta and para substituent
polar effects on the activation energy is greater in aqu-
eous 0.5 M Bu4NBr than in the pure water. However, in
0.5 M Bu4NBr a decrease in the difference EX


para �EX
ortho


compared with that in pure water could be observed.
The steric factor of ortho substituents appeared to be


independent of temperature and therefore influences the
logA value. The logA values for ortho-substituted deri-
vatives in aqueous 0.5 M Bu4NBr were smaller than that
for para derivatives (Table S4) owing to the steric
influence from ortho position.


Influence of solvent on substituent effects


To study the influence of the solvent parameters on the
substituent effects in the alkaline hydrolysis of substi-


tuted phenyl benzoates, the �log k values at 50 �C for
various media were subjected to the multilinear regres-
sion analysis according to Eqn (5) in three different ways:
(i) only the solvent electrophilicity, �E, was included,
(ii) both the solvent electrophilicity, �E, and the solvent
polarity, �Y, were included or (iii) all three solvent
parameters, the solvent electrophilicity, �E, the solvent
polarity, �Y, and the solvent polarizability, �P, were
included. For comparison, the data treatment is shown
separately for meta- and para-substitued derivatives,
ortho-substituted derivatives and simultaneously for
ortho-, meta- and para-substituted derivatives [Eqn (5),
Tables 2 and S6]. If the scale is not shown in the table, the
corresponding argument scale is excluded during the data
processing as insignificant.


The reaction constants a0, a1(m,p), a2(ortho), a3(ortho) and
a4(ortho) in pure water appeared to be fairly constant
values that do not depend significantly on the method
used for the data treatment: the data included are either
only for meta- and para-substitued derivatives or for
ortho-substitued derivatives, or the data set can embrace
the data simultaneously for ortho-, meta- and para-sub-
stituted derivatives. The reaction constant a1(m,p) shows
the susceptibility to the polar effect of meta and para
substituents in standard solution, in water at 50 �C
(Tables 2 and S6). The values of a1(m,p) found in different
ways appeared to vary in a narrow range, from 0.99 to
1.10. Earlier the (�0)m,p value for the alkaline hydrolysis
of substituted benzoates in water at 50 �C was found to be
in the range 0.96–1.01.2 The calculated values of a2(ortho),
a3(ortho) and a4(ortho) as the susceptibilities to the ortho
inductive, resonance and steric effects in pure water, were
in ranges 1.41–1.45, 0.83–0.86 and 1.15–1.20, respec-
tively. Earlier, the corresponding values of (�I)ortho,
(�0


R)ortho, and (�)ortho for pure water at 50 �C were found
to be in the ranges 1.50–1.52, 0.94–1.01 and 0.97–1.20,
respectively.2


The solvent electrophilicity parameter, �E, was the
main factor responsible for the dependence of the sub-
stituent effects on medium as the contribution of cross
terms [a8ðm; pÞ�E�0; a11ðorthoÞ�E�I; a14ðorthoÞ�E�0


R] con-
taining the solvent electrophilicity parameter �E was
significant when the �log k values were processed
according to Eqn (5) (Tables 2 and S6). Consequently,
in the alkaline hydrolysis of substituted phenyl benzoates
the variation of the meta, para polar effect, the ortho
inductive and ortho resonance effects with solvent occurs
mainly due to the change in electrophilicity of the
medium considered.


The cross term containing the solvent polarity
a9(m,p)�Y�0 was different from zero for the simultaneous
data treatment with Eqn (5) for ortho, meta and para
derivatives. However, the contribution of solvent polarity
on the polar effect of substituents could be considered as
almost insignificant owing to its very low relative weight.
Further, in the separate data treatment for meta and
para derivatives the term a9(m,p)�Y�0 was excluded as
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insignificant. The terms a12(ortho)�Y�I and a13(ortho)�P�I,
were significant when the data for ortho derivatives were
processed with Eqn (5). Owing to very low weight, the
term a12(ortho)�Y�I was excluded during the data proces-
sing when data for aqueous 80% DMSO were excluded
before data treatment. Similarly, the term a13(ortho)�P�I


was excluded as insignificant when Eqn (5) included only
the solvent electrophilicity, �E, and the solvent polariz-
ability, �P, and the corresponding cross terms.


The variation of the meta and para polar effects with
the solvent electrophilicity is three times higher than that
for the ortho inductive effect. The corresponding value
for reaction constants a8(m,p) are in the range from �0.065
to �0.072. In the case of ortho substituents, the suscept-
ibility of the inductive effect to variation of the solvent
electrophilicity ranges from 0 to �0.023. Earlier, nearly
the same values for reaction constants a8(m,p)¼�0.0856
and a11(ortho)¼�0.0376 were found for the alkaline
hydrolysis of substituted phenyl tosylates.5 The ortho
resonance effect appears to vary with the solvent electro-
philicity to nearly the same extent as the polar effect of
para substituents, a8(m,p)� a14(ortho).


The results of data treatment in Tables 2 and S6
confirm that the steric effect of ortho substituents could
be really considered independently of solvent parameters
as assumed in Eqn (5).


Therefore, in the alkaline hydrolysis of substituted
phenyl benzoates, the polar effect of meta and para
substituents, the ortho inductive and resonance effect
vary with the solvent electrophilicity to the same extent
as found earlier5 for the alkaline hydrolysis of substituted
phenyl tosylates, although the ratio of the susceptibilities
to polar effect of substituents in water differs twofold, i.e.
ð�0


m; pÞTos=ð�0
m; pÞBenz ¼ ð�IðorthoÞÞTos=ð�IðorthoÞÞBenz � 2.2


It follows from Table 2 that in medium considered the
total substituent effect in the alkaline hydrolysis of
substituted phenyl benzoates could be expressed by
Eqns (6) and (7):


�log km; pðorthoÞ ¼ log kX � log kH ¼ 0:001 þ ð1:069�0Þm; p
þ ð1:437�IÞortho þ ð0:829�0


RÞortho þ ð1:199EB
s Þortho


� ð0:0645�E�0Þm; p � ð0:0211�E�IÞortho
� ð0:0685�E�0


RÞortho ð6Þ


R ¼ 0:991; s ¼ 0:074; s0 ¼ 0:136; n=n0 ¼ 76=84


�log kðorthoÞ ¼ log kX � log kH


¼ 0:014 þ 1:428�I þ 0:838�0
R þ 1:228EB


s


� 0:0212�E�I � 0:0685�E�0
R


ð7Þ


R ¼ 0:988; s ¼ 0:081; s0 ¼ 0:153; n=n0 ¼ 41=46


An excellent fit between the experimental log k values
at 50 �C (Tables S2 and S3, Refs 1–5 and references cited
therein) and predicted log k values calculated with Eqns
(6) and (7), was found:


ð�log kobsÞm; pðorthoÞ ¼ ð0:057 � 0:008Þ þ ð0:997 � 0:015Þ
� ð�log kcalÞm; pðorthoÞ ð8Þ


R ¼ 0:992; s ¼ 0:069; s0 ¼ 0:126; n=n0 ¼ 76=84


ð�log kobsÞortho ¼ �ð0:002 � 0:012Þ
þ ð0:993 � 0:023Þð�log kcalÞortho ð9Þ


R ¼ 0:990; s ¼ 0:076; s0 ¼ 0:144; n=n0 ¼ 41=46


In the alkaline hydrolysis of substituted phenyl benzo-
ates, the induction factor from the ortho position, 1.5-fold
higher than from the para position in water, varies nearly
three times less than the polar effect from the para
position with change in solvent. From Eqn (6) could be
calculated the value of solvent electrophilicity at which
the ortho effect caused by the additional inductive effect
from ortho position, becomes zero:


ð1:069�IÞp � ð0:0645�E�IÞp ¼ ð1:437�IÞortho
� ð0:0211�E�IÞortho


ð10Þ


In the alkaline hydrolysis of substituted phenyl benzo-
ates, the polar effects of ortho and para substituents
become equals in a solvent with an electrophilic solvating
power nearly the same as that of 60% aqueous ethanol and
1 M Bu4NBr ½�Eð�IÞortho¼ð�IÞpara ¼ �8:48�. Consequently, in
60% aqueous ethanol and aqueous 1 M Bu4NBr the ortho
effect, caused by the supplementary inductive effect from
the ortho position, will disappear and the ortho effect is
caused only by steric effect of ortho substituents.


The present work shows that in the alkaline hydrolysis
of substituted phenyl benzoates, similarly to the alkaline
hydrolysis of phenyl tosylates, the polar effects of ortho,
meta and para substituents increase on going from water
to aqueous solutions of organic salts (0.5 M Bu4NBr, 1.0 M


Bu4NBr, 2.25 M Bu4NBr and 80% DMSO) the electro-
philic solvating power of which is reduced compared
with water. On the other hand, the polar effects of
ortho, meta and para substituents decreased on going
from water to inorganic salt solutions (5.3 M NaClO4,
4.8 M NaCl) whose electrophilic solvating power is higher
than that of water. In the alkaline hydrolysis of substi-
tuted phenyl benzoates, the variation of ortho, para
and meta polar effects with solvent electrophilicity prop-
erties, �E, occurs to nearly the same extent as found
earlier for the alkaline hydrolysis of substituted phenyl
tosylates.5
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Supplementary material


The following tables are available as supplementary
material in Wiley Interscience:


Table S1, 1NMR spectra of substituted phenyl benzoates,
C6H5COOC6H4X; Table S2, second-order rate constants
k for the alkaline hydrolysis of substituted phenyl benzo-
ates, C6H5CO2C6H4X, in aqueous 0.5 M Bu4NBr at var-
ious temperatures; Table S3, pseudo-first-order rate
constants k1 (s�1) and the second-order rate constants k
(M


�1 s�1) for the alkaline hydrolysis of substituted phenyl
benzoates, C6H5CO2C6H4X, in water at 25 �C; Table S4,
substituent constants used in the correlations and values
of logA and activation energy, E (kJ mol�1), for the
alkaline hydrolysis of substituted phenyl benzoates,
C6H5CO2C6H4X, in aqueous 0.5 M Bu4NBr; Table S5,
values of electrophilicity, E, dielectric permittivity, ",
refractive index, nD, polarizability, P ¼ ðn2 � 1Þ=
ðn2 þ 2Þ, and polarity, Y ¼ ð"� 1Þ=ð"þ 2Þ, at 25 �C
for various aqueous solutions; Table S6, results of the
correlation with Eqn (5) for kinetics of alkaline hydro-
lysis of substituted phenyl benzoates, C6H5CO2C6H4X,
in various media at 50 �C (solvent electrophilicity, �E,
polarity, �Yand polarizability, �P, parameters included).
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Czech. Chem. Commun. 2005; 70: 198–222.
6. Fujita T, Nishioka T. Prog. Phys. Org. Chem. 1976; 12: 49–89.
7. Koppel IA, Palm VA. In Advances in Linear Free Energy


Relationships, Chapman NB, Shorter J (eds). Plenum Press:
London, 1972; Chapt. 5, 203.


8. Koppel IA, Palm VA. Org. React. 1971; 8: 291–301.
9. Nummert V, Piirsalu M. Org. React. 1977; 14: 263–279.
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ABSTRACT: Virtually all recent textbooks for elementary organic chemistry courses now offer substantial
components of physical organic chemistry, an emerging discipline first known by that name in 1940. It may come
as a surprise to learn of an elementary textbook using many physical principles was published in 1935 by Howard
J. Lucas of the California Institute of Technology. A comparison will be made of the subject matter of the Lucas book
with two highly respected texts of about the same period, written by Paul Karrer and Louis and Mary Fieser.
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Before 1935, the textbooks of organic chemistry were
generally descriptive of physical properties and reactions
of carbon compounds, with some coverage of optical
activity and geometric isomerism. The steps by which
reactions occurred, in terms of the nature of possible
intermediate substances, was a matter of speculation, but
little if any of this involved physical chemistry principles,
such as actual reaction kinetics, chemical thermody-
namics and electronic theory. Indeed, organic and physi-
cal chemists usually regarded themselves as being in
separate fields of chemistry, with walls fostered by
ignorance of one another’s fields and possibly with
even suspicion of one or the other’s activities.


Nonetheless, on each side of the divide, there was
substantial experimentation and speculation about the
properties of many organic compounds, especially where
the properties did not fit easily into the conventional
wisdom derived by the study of simple molecules. A
prime example was benzene, discovered much earlier
(1825) by Michael Faraday. Benzene, C6H6, is thermally
stable and almost as unreactive as the so-called ‘satu-
rated’ hydrocarbons of generic formula CnH2nþ 2. The
Kekulé structure of benzene with its unsaturated double
bonds linked by single bonds did not solve the problem of
the low reactivity of benzene. It was recognized early on
that the current conventional wisdom had to be updated
and adjusted to the unusual lack of reactivity of benzene.
This was initially achieved by evoking a new class of
unreactive, unsaturated compounds called ‘aromatic’, of


which there are now many examples, some of substantial
complexity and many of commercial as well as biochem-
ical importance. However, to evoke a new class of
compound to account for a special stability is at best a
palliative and an enormous effort was expended to
rationalize this stability at a level suitable for use in an
elementary organic course.


Explanation of the properties of aromatic compounds
took an unusual confluence of individuals in different
areas of chemistry, which helped to achieve a sea change
in the relation between organic and physical chemists, and
this catalyzed inclusion of physical organic principles in
beginning organic chemistry. The California Institute of
Technology played a very significant role in this process
through the efforts and influence of a person barely known
to currently active organic chemists, Howard J. Lucas1


(1885–1963) (Fig. 1). Nonetheless, the 1935 Lucas text-
book Organic Chemistry2 was the first to incorporate
physical organic chemistry as a major theme.


By training, Howard Lucas was not a person one would
usually expect to have much influence in an area in which
physical chemistry plays such an important role. A native
of Marietta, Ohio, his early life was apparently that of a
normal American boy, who attended Ohio State Univer-
sity, as both an undergraduate and graduate student and
obtained a Master’s Degree in 1908. His research was
with William MacPherson, who was interested primarily
in sugar chemistry and, for his thesis, Lucas worked on
the reaction of 1-benzoyl-1-phenylhydrazine with o-ben-
zoquinone. This work was published in the Journal of the
American Chemical Society in 1909.3


It is a matter of record that Lucas started work with a
fellowship towards his PhD at the University of Chicago,
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but after about 2 years, most likely facing financial
responsibilities after the death of his father, he took a
job with the US Department of Agriculture. He then
assumed a position as chemist in the Puerto Rico Agri-
cultural Experiment Station starting in 1910. During his
3 years stay in Puerto Rico, he published two papers, one
on the analysis of the milk of Puerto Rican cows4 and the
other on a method of analysis for nitrobenzene in peanut
oil.5 The latter sounds like a no-brainer, but the fact is that
nitrobenzene (a rather toxic substance) was cheaper than
peanut oil and was commonly used in Puerto Rico as an
adulterant of peanut oil.


With this background, there remains a substantial
mystery as to how Lucas obtained a position at Throop
College in 1913. Throop had been in existence for some
years, but was not a school of special distinction. How-
ever, change was in the wind. George Ellerly Hale, the
famous solar astronomer, builder of the Xerxes and
Mount Wilson Observatories, along with Arthur Amos
Noyes, a physical and inorganic chemist once President
of MIT, and Robert Andrews Millikan, a renowned
physicist, were planning to essentially take over Throop
College and convert it into a world leader in scientific
education and research as the California Institute of
Technology. If so, one wonders why Noyes, if involved,
would allow the organic chemistry staff to be a single
person with such meager-sounding academic credentials.
One possible hypothesis was that no one else wanted to
take the job. Another seemingly implausible rumor was
that Noyes, an inorganic chemist, wanted the future
Caltech organic professor to be a person who would not
burden the Division with a large research group, but
would give solid organic chemistry lectures and a labora-
tory course for undergraduates.


If the latter were true, Lucas did much more than
Noyes expected. The reason was partly that he had an


inquiring mind and was also a gregarious person. But
probably just as important, he was the only organic
professor and, as time went on, he became surrounded
by a coterie of world-class chemical luminaries, such as
Linus Pauling, Arthur Amos Noyes, Richard Tolman,
Richard Badger, Don M. Yost, Arnold Beckman and
Roscoe Dickinson. If Lucas were to develop new insights
and ways of teaching organic compounds and their
reactions, he would best do it by drawing on the insight
and expertise of his colleagues. This must have been the
case, because in the preface of his organic text, he
acknowledges the assistance of Linus Pauling, Don M.
Yost and the later physical organic scholar and author
George Willard Wheland (then a postdoctoral fellow at
Caltech). Also included in the list is Charles D. Coryell,
who was also a postdoctoral fellow, who worked with
Pauling to demonstrate the paramagnetism of deoxyhe-
moglobin. Later Coryell, through his yeoman work in
association with the Manhattan Project, where his group
discovered the element promethium, became a professor
of inorganic chemistry at MIT. Coryell’s first academic
position was as a laboratory instructor of physical chem-
istry at UCLA and inspired many students with his
boundless interests and innovative ideas. Surely, he
must have contributed much to the physical tone of the
Lucas book.


So what was so unusual about the Lucas book? The
truth is, a lot, and it should be remembered that Lucas
published his book 5 years before Pauling’s Nature of the
Chemical Bond 6 and Hammett’s immensely influential
monograph Physical Organic Chemistry7 appeared. What
new ground did Lucas break? To answer that question, we
need to compare the Lucas book with what was being
covered by highly regarded elementary organic chemistry
textbooks of the time. Here, we will look at two very
widely used examples, one from Switzerland and one
from the United States. Organic Chemistry8 was written
by Paul Karrer, an eminent Swiss chemist, who was
awarded a Nobel Prize in 1937 for his studies of the
naturally occurring carotenoids. The first edition of
Karrer’s book was published in German in 1928, went
through many subsequent editions, and was essentially a
bible of organic chemistry in Europe. The first English
version came out in 1938. It was revised in 1942 and
reprinted in 1946.


The second book, Introduction to Organic Chemistry,9


was written by Louis and Mary Fieser, a well-known
team, whose prose was so similar that it was virtually
impossible to know which one wrote which sections or
chapters. The first edition of the Fieser book came out in
1944. At that time, Louis Fieser was the Sheldon Emory
Professor of Chemistry at Harvard and already the author
of several books and very highly regarded for his research
on polycyclic aromatic compounds. The justly famous
Fieser and Fieser text was beautifully written and detailed
in its descriptions of organic compounds and their
reactions.


Figure 1. Howard J. Lucas, 1952. (Courtesy of John D.
Roberts)
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Initially, we will look at how each of these books
outlines its goals and audience in its preface (throughout
some abridgement, indicated by . . . , will be used to
highlight the important points).


Karrer’s preface in the 1946 English printing begins,
‘The first German edition of Lehrbuch der Organischen
Chemie appeared in 1928. The purpose and aim, which
led me to write this textbook, have been kept in view
throughout the later editions. This aim was to provide
students with a textbook of organic chemistry of medium
size, which would give them a survey of the ever-
increasing body of facts. To make the problems of
organic chemistry more easily understood, and to make
the subject more real and live, special attention has been
paid in all chapters to the description of methods of
synthesis and of determining the constitution of organic
compounds. . . . It is hoped that this textbook in its new
form will prove a friend and a help to the student.’


An abridged preface of Fieser and Fieser, 1944 edition,
follows: ‘The main theme of this book is the development
of the fundamental chemistry of the hydrocarbons, alco-
hols, acids, and other classes of organic compounds.
Aromatic compounds are introduced at an early stage
and illustrative examples from this field are used through-
out, but the theory of the nature and substitution reactions
of aromatic substances is reserved for specific discussion
at a later point, after adequate groundwork has been laid.
Thus, the empirical correlation of phenomena prevalent
in the early chapters gradually gives place to interpreta-
tions in terms of modern theory. . . .The most novel
feature of the book is the inclusion of a number of
chapters for optional reading dealing with significant
applications of organic chemistry to technology and to
the biological and medical sciences.’


The Lucas preface of 1935 is excerpted here at much
greater length, because he has so much to say that is
directly relevant to the question of how physical organic
chemistry first got into beginning organic textbooks. ‘The
subject of organic chemistry is so complicated and the
reactions of organic compounds are so varied that often-
times the student is submerged in a mass of detail and
fails to grasp the underlying principles. As scientists learn
more and more about the nature of matter and the manner
in which atoms combine to form molecules, they are able
to enunciate principles and laws. A satisfactory textbook
of organic chemistry not only should present the subject
matter in a systematic and logical manner, but also should
correlate it with principles. In the attempt to do these
things in this text, the author has adopted certain proce-
dures, as follows: Emphasis has been placed upon class
reactions, rather than upon the reactions of individual
compounds; relationships with inorganic compounds are
made use of, when possible; energy relationships are
discussed and their significance pointed out; the under-
lying principles of molecular structure are early presented
and applied throughout to individual cases; the electro-
chemical nature of radicals is indicated and their effect


upon properties noted; and numerous applications of the
electronic theory of valence are made. . . . In connection
with energy relationships, the inclusion of a table of bond
energies makes it possible to calculate approximate
values for the heats of reaction of many organic reac-
tions. . . . Important aspects of the electron theory are the
types of valence bond, that is, whether it is an ionic, a
covalent, a coordinate covalent, or a hydrogen bond; the
possibility of resonance; and the influence of radicals
upon electronic configurations. All of these factors are
important, and their application to the problems of
structure and properties will continue, as they have
done in the past, to lead to a better understanding of
organic chemistry. . . . It is felt that an understanding of
the principles, which govern chemical and physical
properties, is more important than an encyclopedic
knowledge of chemical formulas and reactions. In keep-
ing with this viewpoint, the problems have been devised
to test the ability of students to think.’


Then, after suggesting how instructors might wish to
organize a course based on the book, there is a paragraph
which seems like an afterthought, but it is amazing to see
it in a beginning organic textbook, even in 2004, 70 years
later: ‘The thermodynamic symbols used in heat content
of the system, is expressed in kilocalories (i.e., kg. cal.),
�F, the change in the free energy of the system, in
calories, the three states of matter by (g), (l), and (s),
and natural logarithms by ln. The heats of combustion
given in the tables are kg. cal. per gram mole, and all
temperatures without designation are degrees centigrade.’
It is obvious from this quotation that introduction of
physical principles was not going to be treated lightly
in the subsequent presentation.


Next we will compare examples from the texts of
Karrer, the Fiesers and Lucas with regard to the way
they treat some simple organic fundamentals that are very
basic to any plan to include physical organic concepts at
the elementary level.


One set of concepts where any reasonably modern
organic text must start was outlined many years earlier
by G. N. Lewis with a very simple electronic theory of
valence. The Lewis approach to chemical structures
worked very well in both organic and inorganic chem-
istry. It was particularly useful in that, for normal com-
pounds, it provided an understanding of simple chemical
bonding by postulating that each neutral atom brought
with it a specific number of valence electrons and formed
single valence bonds by sharing one electron with an
electron provided by another atom to form an electron-
pair bond. Thus, a neutral nitrogen atom brings five
electrons and is most stable with a filled shell of eight
electrons. If it forms a shared bond with hydrogen, which
when neutral has one electron, the hydrogen shell of
electrons is full with just two electrons, to form N:H.
However, when nitrogen is just sharing two electrons
with hydrogen in N:H, it has only six electrons in it
valence shell. In consequence, it can form two more
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shared electron bonds with two more hydrogens and
thereby achieve a filled shell of eight electrons with the
formation of NH3, ammonia. Both nitrogen and each of
the hydrogens in ammonia will be neutral and contribut-
ing five electrons and one electron, respectively, to the
bonding. It will be seen that while nitrogen ends up with
eight electrons in its valence shell, two electrons are left
over in what is called an ‘unshared electron pair’. This pair
can be shared with a positive hydrogen (no electrons in its
outer shell) to form ammonium ion, NH4


þ.
With this procedure and an electronically based peri-


odic table, one can add up the number of electrons that
each atom contributes in forming a molecule and then
easily decide whether an overall chemical entity will be
neutral or positively or negatively charged. Further, if the
total number of valence electrons in the entity is an odd
number, then the possibility of reactions that would cause
the ‘left-over’ unpaired electron to become somehow
lost, or else form an electron-pair bond, needs considera-
tion. Compounds with an odd number of electrons are
often more or less correctly known as ‘free radicals’.


This type of aid to generalizing the conventional
electron-pair bond structures was already beginning to
penetrate into organic chemistry at the research level, but
the use of Lewis structures in elementary organic texts
was by no means extensive.


The Karrer text, despite its broad and deep coverage of
organic compounds and reactions, barely mentions Lewis
structures. To be sure, three pages were devoted to the
electronic interpretation of the interaction of molecules
having single and double bonds between their carbon
atoms. Curiously, the exposition here uses x’s to denote
electrons, whereas later, in a half-page explanation of
resonance in benzene, the conventional paired-dot sym-
bols were employed.


Fieser and Fieser’s Introduction to Organic Chemistry9


was published in 1944, 9 years after Lucas, and has a
rather light sprinkling of Lewis electron-pair structures,
some in brief discussions of resonance theory. One can be
surprised at Louis Fieser, because he took his PhD on the
study of reduction potentials of quinones with James
Bryant Conant, an early, very capable physical organic
chemist. To be fair, the Fiesers, as we shall see later, had a
detailed discussion of aromatic substitution to the extent
it was known at the time of writing.


In contrast, Lucas covered the concepts of Lewis struc-
tures in detail, even including how to formulate semipolar
bonds, as in sulfuric acid, H2SO4. Further, he explained
how to determine the so-called ‘formal charges’ asso-
ciated with different nuclei in a compound or ion.


Another of the important simple concepts of physical
organic chemistry for explaining reactivity to a beginning
class is the inductive effect. This follows very naturally
after one introduces the idea of polar bonds, such as the
carbon–fluorine (C—F) bond. The much smaller elec-
tron-attracting power of carbon compared with fluorine in
a C—F bond can be rationalized by the Pauling electro-


negativity scale or, more simply, by the larger nuclear
charge of fluorine relative to carbon. However, it must be
remembered that comparisons based on these differences
may only be correct when comparing atoms in the same
row of the periodic table. The concepts of dipole mo-
ments fit in well here and Lucas appreciated that.


Differences in electron-attracting powers of atoms are
often illustrated by differences in the acid strengths of
substituted carboxylic acids of similar structures. The
usual comparison is of chloroacetic acid (ClCH2CO2H)
with acetic acid (HCH2CO2H), where H and Cl are
compared as substituents. We note here that this compar-
ison is not very satisfying pedagogically, because it
violates the dictum that the best results will come when
the atoms to be compared are in the same row of the
periodic table. Regardless, chloroacetic acid turns out to
be an 80 times stronger acid than acetic acid. So here the
‘inductive effect’ operates on the basis that a chloro
substituent is likely to be strongly electron attracting
like fluorine and more so than either hydrogen or carbon.
Both of these latter elements are generally regarded as
essentially ‘neutral’ among the gamut of electron-attract-
ing and electron-donating substituents. The inductive
effect of the chloro substituent attracts electrons from
the carbon to which it is attached, that carbon then attracts
electrons more than usual from the next carbon and so on
to the oxygen of the carboxyl (—CO2H), which carries
the active hydrogen. Because in acid ionization, that
hydrogen is removed as a proton, the inductive effect
assists the ionization, by making the key CO2 group
somewhat more electron deficient, less able to hang on
to the ionizing proton than it would otherwise. An
alternative explanation is a purely electrostatic effect of
the C�þ—Cl�� bond transmitted through space. Here, we
assume that the positive end of the C�þ—Cl�� dipole is
closer to the carboxyl group of chloroacetic acid than the
negative end and there will be an electrostatic effect
assisting the positive proton to leave by ionization. The
question of whether the inductive effect ‘travels by train’
through the bonds or ‘by plane’ through space, seems best
answered by saying both are important.


Here, Karrer and Lucas both offer lucid explanations
early on. In contrast, the Fiesers mention the difference in
acid strengths quite early, but postpone the explanation
until rather late in their book. As for amines acting as
bases, Karrer is almost silent about what actually occurs,
the Fiesers are a bit better and Lucas offers a fairly
modern explanation.


A real test of any elementary text in its pursuit of
physical organic explanations is in accounting for the
orientation, mechanism and reactivities in substitution
reactions of benzene derivatives. This has been a classical
problem for at least 125 years and the explanations
are necessarily complex because no single behavior is
observed for all of the types of substitution reactions.
However, there is commonality in electrophilic sub-
stitutions, such as nitration, sulfonation and some
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halogenations, because these are featured by attack of an
electron-deficient group, symbolized by an entity Xþ


seeking to complete its outer shell of electrons by
combining with an electron pair supplied by the benzene
ring.


In order to understand in a qualitative way how this
leads to understanding orienting effects of the benzene
substituents and the observed relative reactivities, it is
helpful to write the equations for the reaction of a
monosubstituted benzene, where R represents a generic
substituent, and the attacking group is the generic,
reactive cationic group represented by Xþ. The depiction
of the substitution processes in Scheme 1 is purposely
about the level of sophistication of theory to be expected
in the mid-1930s, even at the higher levels of physical
organic theory. Of course, a more modern representation
would make extensive use of resonance structures or
molecular orbitals, but the goal here is to see how our
three elementary texts met the challenge of the develop-
ing theory in this area of physical organic chemistry.


What we see in Scheme 1, starting from the bottom
upwards, is electron-deficient Xþ combining with two of
the electrons of a double bond of benzene written in the
form of the so-called Kekulé structure with three double
bonds. In the lowest equation, Xþ winds up connected to
the carbon next to the carbon where R is located and there
is a positive charge on the R carbon itself. Loss of Hþ from
the carbon where Xþ becomes attached leads to the so-
called ortho substitution product. The middle equation
operates in the same general way, but now Xþ attacks a
different double bond to give finally the para substitution
product. In this case, an extra double-bond shift is re-
quired, as shown in Scheme 2, in order to get the plus
charge on the ring to be, as it is in the course of ortho
substitution, with Xþ coming to be connected to the
carbon next to R.


The reason for writing the bond shift is that the
interaction of R and the positive charge generated by
the electron-deficient Xþ attack on the carbon where R is
located is the major determinant of the course of sub-
stitution. In the upper equation in Scheme 1, it will be


seen that Xþ becomes attached to a carbon which results
in meta substitution, but now in the intermediate stage
without the plus charge being on the carbon to which R is
attached. This will be true no matter how we shift the
double bonds in the way shown.


To proceed from here is not very complicated, even if it
eluded rational explanation for many years. The impor-
tant thing is that the critical influence of R depends on
whether it favors or disfavors having the positive charge
on the carbon to which it is attached. If R is a (CH3)3Nþ


group, then having R as a simple positively charged
substitutent will favor meta substitution and, in addition,
will make the overall substitution harder to achieve.
This will be because even if Xþ attacks those carbons
which will lead to meta substitution, the electrostatic
repulsions between the charges on R and on the ring in
the intermediate will not be favorable compared with R as
a neutral or negatively charged substituent.


If R carries an unshared electron pair on the atom
immediately attached to the ring, such as F—, HO—,
CH3O— and many other substituents, that electron pair
can contribute to the stability of the intermediate result-
ing from attack of Xþ, by forming a bond to the positively
charged carbon, for example as Fþ——C, HOþ——C and
the like. This is normally a very powerful effect favoring
what we call ortho–para substitution. However, it is
subtle, because many R groups of this kind, which have
the atom attached to the carbon becoming positive in the
intermediate stage, are also ones that more strongly
attract electrons than does carbon. A cogent example is
fluorine and a carbon—fluorine bond can be written as
F��–C�þ, where fluorine, because of its larger nuclear
charge, pulls the electron pair of the bond closer to itself
rather than sharing it equally with the carbon to which it
is connected. Such polarizations of bonds were encoun-
tered earlier with regard to the operation of the inductive
effect in influencing relative acid strengths of carboxylic
acids with different substituent groups. Clearly, if R is
fluorine, then in aromatic substitution the carbon to which
it is attached will be more positively charged than if R
was hydrogen. This would, of course, make substitution
with Xþ more difficult, and indeed it does. However, the
powerful electron-pair sharing effect mentioned above
still results in ortho–para substitution.


Other possible R groups, such as O2N—, HO2C— and
NC—, have the atom directly attached to the ring
positively polarized as the result of being themselves
attached to strongly electron-attracting atoms. Further,Scheme 1


Scheme 2. Bond shifts which move the charge around the
ring, as might be written in 1930s
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those atoms do not carry at least one unshared electron
pair so that they cannot act like fluorine and oxygen to use
an unshared electron pair to achieve at least partial bond
formation and stabilize the intermediate stage.


How do our respective elementary textbooks meet the
challenge of the relative rates and preferred positions of
substitution on R-substituted benzenes as a function of
the nature of R? Here, Karrer simply struck out. He does
quote the Pfeiffer and Wizinger’s suggestion10 that chlor-
ine and antimony trichloride could form a complex,
which then donates Clþ to benzene to form the inter-
mediate stage ClC6H6


þ and SbCl4
�. However, Karrer


does not build on that idea to explain orientation influ-
ences or relative rate effects exerted on any of the
common substitutent R groups.


Fieser and Fieser, with the advantage of 9 years over
Lucas and the likely aid of P. D. Bartlett,11 produced a
thorough and useful presentation of electrophilic substi-
tution. However, there are no ideas in Fieser and Fieser
that are absent from the Lucas book. To be sure, the
formulas in the two books look very different, but the
Fiesers had the advantage of new printing techniques for
graphics, which freed them from conventional cold-type
representations of organic structures that greatly distorted
rings of atoms. It is also true that Lucas correctly reported
that many of the standard electron-attracting groups
such as —CO2R, —C�N, and so on, but not
Nþ(CH3)3, can tend to withdraw electrons from benzene
rings, whereas the Fiesers say that this is only possible
with the nitro group. Neither Lucas nor the Fiesers
explain the ortho–para activating and orienting influence
of the methyl group. This was not understood at the
time, because the substantial role of methyl groups in
stabilizing positive carbon awaited the later definitive
studies of Ingold and Hughes on the SN1 and SN2
displacement reactions, to say nothing of the concept of
hyperconjugation.


For the three reasonably important examples of physi-
cal organic concepts, which we might expect to be
introduced in the teaching of introductory organic chem-
istry, it must be seen that Lucas is a clear winner. This is
especially so because of his early date of publication and
the thoroughness with while he treated the topics.


However, there is more. Lucas covered still other
topics not mentioned, or hardly mentioned, by Karrer
or the Fieser. Thus, after starting his text with a first
chapter providing a four-page general introduction to
organic chemistry, Lucas followed this with a much
longer chapter on valence, atomic and molecular struc-
ture, which broke much new ground for an organic text.
There is an excellent discussion of the periodic table,
clear descriptions of how to build up Lewis structures, the
role of the ionization potentials of the elements, semi-
polar double bonds, salt formation, hydrogen bonds and
the minimum kernel repulsions. The last effect, not much
in vogue today, was illustrated by showing how it could
help one determine whether O——C——O is more stable


than O——O——C, and N——N——O more stable than the
once-expected N—O—N. We can see in this a rather
strong Pauling influence.


There were still further subjects that Lucas covered,
which clearly Karrer, the Fiesers and other organic
chemists of that era were loathe to take up in their
teaching, that we now regard as very basic to under-
standing and using physical organic chemistry. Examples
include using bond-energy tables to calculate enthalpies
of reaction, the relation between free energy and equili-
brium constants, the basics of measuring dielectric con-
stants and distinguishing the difference between
polarizability and dipole polarization, and also the idea
that water should be thought of as a tetrahedral molecule.
Clearly, Lucas was far ahead of his time in introducing
physical organic concepts into an elementary organic text
and it was essentially 30 years before Morrison and
Boyd12 in 1963 and Roberts and Caserio13 in 1964
produced elementary organic texts with a strong empha-
sis on physical organic chemistry, although still lacking
some of the subjects touched on by Lucas in his text.


Probably the most important developments in physical
organic chemistry subsequent to publication of our three
chosen textbooks, which are especially pertinent to eleme-
ntary courses, were the mechanisms and the relative rates
of the SN1 and SN2 displacement reactions elucidated by
the Ingold–Hughes group. Interestingly, Lucas and his
student Saul Winstein contributed much to this develop-
ment with their studies of neighboring-group effects.


Lucas is probably best known today for three of his
PhDs: Winstein, William G. Young and Kenneth True-
blood. He was elected to the National Academy of Sci-
ences in 1957, the only member of the Chemistry Section
in the latter half of the 20th century without a PhD degree.
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ABSTRACT: Modeling ionic reactions in a dynamic environment, such as in a solvent cage, requires the generation of
tailor-made ionic adducts involved in the process and the investigation of the intrinsic structural and electronic factors
governing their behavior in the unsolvated state. A compendium of the most recent studies on the gas-phase dynamics
and reactivity of chiral ion–dipole pairs involved in classical organic reactions is reported, together with a presentation
of the experimental and theoretical methodologies adopted. Copyright # 2004 John Wiley & Sons, Ltd.
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INTRODUCTION


Ion–neutral complexes (INC) in the gas phase may
represent ideal systems for modeling the behavior of
ions in a dynamic environment, such as the solvent
cage in solution. Many tailor-made ICN can be readily
generated in the isolated state by mass spectrometric
methods and the intrinsic factors governing their dy-
namics and reactivity determined. Comparing the beha-
vior of the same ion in the gaseous and condensed phase
provides valuable information on how these factors are
sensitive to solvation and ion pairing phenomena.1–4


Obviously, to stand comparison with thermal kinetics in
solution, the evolution of the ICN to products in the
isolated state must be in constant thermal equilibrium
with the missing reaction medium. A reasonable com-
promise to settle this evident contradiction is to generate
the INC in a large excess of an inert gaseous medium at
pressures low enough to avoid the formation of organized
ionic clusters, yet sufficiently high to allow collisional
thermalization of the unsolvated reaction intermediates
well before their conversion to products. A consolidated
kinetic methodology fulfilling these conditions is based
on the production of the ionic reactants at atmospheric
pressures by �-radiolysis.5


The study of INC in the isolated state also extends to
their stereochemistry. Intracomplex reactions generally
involve the rearrangement of the reactants or simply their


mutual reorientation before reaction or dissociation.
Thus, the knowledge of the structure, the configuration
and the initial orientation of the INC components is
crucial for understanding their stereochemistry in the
gas phase. A distinctive feature of the radiolytic method
is that ion–dipole reactivity can be evaluated by standard
kinetic procedures and their regio- and stereochemistry
assessed by the actual isolation and structural discrimina-
tion of the relevant reaction products. These basic fea-
tures, coupled with the possibility of operating under
thermal conditions, confer upon radiolysis a role in gas-
phase ion chemistry complementary to that covered by
mass spectrometry, in which thermalization of ionic
transients is prevented by the low-pressure operating
regime and their structural characterization severely
hampered by the inadequacy of technique to discriminate
among isomeric species.5


A survey of the most recent applications of the radi-
olytic approach to the gas-phase study of classical ionic
reactions, such as acid-induced isomerization of chiral
sec-butyl ion–toluene pairs (Scheme 1)6 and racemiza-
tion of chiral �-methylbenzyl cation–methanol adducts
(Scheme 2),7 is provided in this paper. It is hoped thereby
to provide a much sharper view of these classical
reactions.


EXPERIMENTAL


Chiral sec-butyl ion–toluene complexes


Gaseous mixtures were prepared by conventional pro-
cedures with the use of a greaseless vacuum line. A
chiral sec-butyl ion–toluene complex was obtained in the
gas phase [60 Torr (1 Torr¼ 133.3 Pa); 100–160 �C] by
protonating the starting arene 1S [or its analogue (� )-2-
(p-[D7]tolyl)butane 1D] with radiolytically formed CnH5


þ
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(or CnD5
þ ) (n¼ 1, 2), in the presence of a thermal radical


scavenger (O2; 10 Torr) and a powerful base [(C2H5)3N;
0.1 Torr]. The radiolytic products were analyzed by en-
antioselective HRGC–MS. The product yields were de-
termined from the areas of the corresponding eluted
peaks, using an internal standard (acetophenone) and
individual calibration factors to correct for the detector
response. Control experiments were carried out to rule
out the occurrence of thermal fragmentation, isomeri-
zation and racemization of the starting arene and of
their isomeric products within the temperature range
investigated.


The D content and location in the radiolytic pro-
ducts were determined by HRGC–MS, setting the
mass analyzer in the selected ion monitoring (SIM)
mode. The ion fragments at m/z 119 ([M�C2H4D]þ ),
120 ([M�C2H5]þ ), and 149 (Mþ �) were monitored to
analyze all the GC-separated isomers of 1S (¼M). The
isomers of 1D (¼MD) were examined by using the frag-
ments at m/z 125 ([MD�C2H4D]þ ), 126 ([MD�C2H5])
and 155 (MDþ �). Toluenes, obtained from 1S and 1D,
were analyzed by monitoring the ions at m/z 91–93 and
96–100, respectively.


Chiral a-methylbenzyl cation–methanol
complexes


The methods of preparation, irradiation and analysis of
the gaseous mixtures were described in the previous
section. Ring-substituted �-methylbenzyl cation–metha-
nol complexes were obtained in the gas phase (720 Torr;
25–160 �C) by methylating the starting chiral alcohol
[e.g. A; aryl;alkyl¼C6H5;CH3 (2R), 4-CH3C6H4;CH3


(3S), 4-ClC6H4;CH3 (4S), 3-CF3C6H4;CH3 (5S), 4-
CF3C6H4;CH3 (6S), C6F5:CH3 (7R), and C6H5:CF3 (8R)]
with dimethylchloronium ions, (CH3)2Clþ , generated by
�-radiolysis of CH3Cl, in the presence of H2


18O (2–3
Torr), the radical scavenger O2 (4 Torr) and the powerful
base B¼ (C2H5)3N (0.2–1.2 Torr).6 The radiolytic pro-
ducts were analyzed by enantioselective HRGC, with a
Perkin-Elmer 8700 gas chromatograph equipped with a
flame ionization detector, on the same columns as used to
analyze the starting alcohols.


The extent of 18O incorporation into the radiolytic pro-
ducts was determined by HRGC–MS, setting the mass
analyzer in the SIM mode. The ion fragments corres-
ponding to 16O-[M�CH3]þ and 18O-[M�CH3]þ


Scheme 1


Scheme 2
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(Mþ ¼ parent ion) were monitored to analyze alcohols A*
and their methylated ethers E. The ion fragments corre-
sponding to 16O-[M]þ and 18O-[M]þ were monitored
to analyze alcohols 8, and the extent of labeling of
its methylated ethers E was measured by using the
corresponding 16O-[M�CF3]þ and 18O-[M�CF3]þ


fragments.


RESULTS AND DISCUSSION


Chiral sec-butyl ion–toluene complexes


Ring-protonated (S)-(þ )-1-D1-3-(p-tolyl)butane I was
generated by attack of radiolytic CnH5


þ (n¼ 1, 2)
ions on (S)-(þ )-1-D1-3-(p-tolyl)butane 1S and its iso-
merization kinetics and stereochemistry investigated in
the gas phase at 70 Torr and 100–160 �C (Scheme 1).6


The process leads to the exclusive formation of the
relevant meta isomer with complete racemization
and partial 1, 2-H shift in the migrating 2-butyl group.
These results, together with the relevant activation para-
meters [�H*¼ 10.3� 1.2 kcal mol� 1; �S*¼ � 5.3�
3.6 cal mol� 1 K� 1 (1 cal¼ 4.184 J)], point to the occur-
rence of tightly bound, isomeric 2-butyl ion–toluene
complexes of defined structure and stability situated ca
10 kcal mol� 1 below the classical electrostatically bound
�-complexes on the relevant potential energy surface
(PES). The existence and the �1-type structure of these
low-energy intermediates are confirmed by ab initio
calculations (Fig. 1).


Formation of the tightly bound �1-type complexes in
the isomerization of I raises some questions about the
role of these intermediates in determining the substrate
and positional selectivity of the gas-phase ionic alkyla-
tion of arenes. Indeed, the classical mechanistic model of
gas-phase aromatic alkylations involves the preliminary
formation of an electrostatically bound �-complex acting
as a microscopic reaction ‘vessel’ wherein the reac-
tants are confined by electrostatic forces. The substrate


selectivity of the alkylation reaction essentially reflects
the competition between the collisional stabilization of
the individual �-complexes and their back-dissociation.
The positional selectivity reflects instead the different
activation free energies for the conversion of the �-
complex to isomeric �-bonded arenium ions.


The discovery of tightly bound, isomeric �1-type
complexes on the 2-butyl ion–toluene PES challenges
this widely accepted model. Indeed, their occurrence
provide a rationale for the significant pressure effect on
the isomeric product pattern observed in the gas-phase
sec-butylation of toluene (24 �C).8 This pressure effect
can be explained only by acknowledging the intermedi-
acy of isomeric �1-type complexes with lifetimes com-
parable to their collision time with the bulk gas at 70–710
Torr (5� 10� 10–5� 10� 11 s).


In this frame, the positional selectivity of the gas-phase
sec-butylation of toluene, a model reaction for electro-
philic aromatic substitutions, is determined by the rela-
tive population of isomeric �1-type complexes and the
activation free energies for their conversion to the rele-
vant �-bonded arenium ions. When collisional cooling of
the �1-type complexes is efficient (high pressure), the
reaction is essentially controlled by enthalpy factors
favoring the formation of their ortho and para isomers
and their conversion to the corresponding �-arenium
intermediates. When instead collisional cooling of the
�1-type complexes is not so efficient (low pressure), their
relative population and conversion to the corresponding
�-arenium ion can be significantly altered by the con-
tribution of the entropic factors.


Chiral a-methylbenzyl cation–methanol
complexes


Detailed information on the reorganization dynamics of
the intimate ion–dipole pair arising from C—O bond
cleavage in a family of enantiomerically pure oxonium
ions II (Scheme 2) is inferred from a detailed kinetic
study of their inversion of configuration and dissociation
to �-methylbenzyl cation (III) and CH3OH.7 The oxo-
nium ions II were generated in the gas phase by
(CH3)2Clþ methylation of the corresponding 1-aryletha-
nols. Figures 2 and 3 report the Arrhenius plots of kinv and
kdiss, respectively, for all the selected alcohols 2–8. The
relevant linear curves obey the equations reported in
Tables 1 and 2, respectively. The corresponding activa-
tion parameters were calculated from the transition-state
theory.


The activation parameters of the inversion reaction are
found to obey two different isokinetic relationships (IKR)
depending on the nature and position of the substituents
in the oxonium ions II. In contrast, the activation para-
meters of the dissociation reaction obey a single isoki-
netic relationship. The curves in Fig. 4 show the existence
of two different enthalpy–entropy compensation effects


Figure 1. HF/6–31þG**-optimized structures and main
geometric parameters of the stable �- and �1-type com-
plexes located on the potential energy surface (PES) of I
[bond lengths in Å; angles in degrees (in italics)]
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on the gas-phase inversion of the oxonium ions II related
to the nature of their precursors, i.e. the F family (2–5)
and the G family (6–8). In contrast, the curve in Fig. 5
points to the existence of a single enthalpy–entropy
compensation in the gas-phase dissociation of the same
ions, i.e. the E family (2, 4, 5, 6 and 7).


The definition of IKR implies that, at the isokinetic
temperature (Tiso), �G�


iso¼ �H�� Tiso�S� ¼ constant.
Therefore, the slopes of the linear curves in Figs. 4 and
5 provide the relevant Tiso values and the y-intercepts
give an estimate of the corresponding �G�


iso terms.
Accordingly, the isokinetic parameters for the F inver-
sion reactions are Tiso ¼ 376 � 2 K, �G�


iso ¼ 10:37�
0:02 kcal mol�1 and log kiso ¼ 6:84, whereas those for
the G inversion reactions are Tiso ¼ 767 � 10 K, �G�


iso¼
13:00 � 0:05 kcal mol�1 and log kiso ¼ 9:35. Similarly,


Table 1. Arrhenius parameters for the gas-phase inversion of configuration of oxonium ions II


Precursor of Arrhenius equation Correlation �Hinv* �Sinv*
oxonium ion II (y¼ 1000/2.303RT) coefficient (r2) (kcal mol� 1) (cal mol� 1 K� 1)


2R Log kinv¼ (10.4� 0.1)� (6.2� 0.2)y 0.994 5.4� 0.3 � 13.3� 1.0
3S Log kinv¼ (11.3� 0.3)� (7.8� 0.5)y 0.978 7.0� 0.5 � 9.0� 0.9
4S Log kinv¼ (9.6� 0.2)� (4.8� 0.3)y 0.973 4.0� 0.4 � 16.9� 0.9
5S Log kinv¼ (13.3� 0.2)� (11.1� 0.3)y 0.997 10.4� 0.3 þ 0.1� 1.1
6S Log kinv¼ (11.7� 0.1)� (8.0� 0.2)y 0.998 7.3� 0.3 � 7.4� 0.8
7R Log kinv¼ (12.0� 0.1)� (9.7� 0.2)y 0.999 8.9� 0.2 � 5.4� 0.5
8R Log kinv¼ (13.1� 0.8)� (13.0� 1.5)y 0.964 12.3� 1.5 � 0.9� 1.0


Table 2. Arrhenius parameters for the gas-phase dissociation of oxonium ions II to benzyl cations III and methanol


Precursor of Arrhenius equation Correlation �Hdiss* �Sdiss*
oxonium ion II (y¼ 1000/2.303RT) coefficient (r2) (kcal mol� 1) (cal mol� 1 K� 1)


2R Log kdiss ¼ (11.9� 0.3)� (7.9� 0.2)y 0.992 7.1� 0.3 � 6.7� 1.2
4S Log kdiss ¼ (10.6� 0.1)� (5.7� 0.2)y 0.989 4.9� 0.3 � 12.2� 0.7
5S Log kdiss ¼ (13.9� 0.4)� (11.7� 0.7)y 0.990 10.9� 0.6 þ 2.6� 2.0
6S Log kdiss ¼ (12.1� 0.3)� (8.4� 0.5)y 0.990 7.7� 0.5 � 5.4� 1.4
7R Log kdiss ¼ (13.1� 0.7)� (10.3� 1.1)y 0.965 9.6� 1.1 � 0.9� 1.9


Figure 2. Arrhenius plots for the inversion of configuration
of the oxonium ions II from 2 (a), 3 (b), 4 (c) and 5 (d) (the F
family) and from 6 (e), 7 (f) and 8 (g) (the G family)


Figure 3. Arrhenius plots for the dissociation of the oxo-
nium ions II from 2 (a), 4 (c), 5 (d), 6 (e), and 7 (f) (the E
family)


Figure 4. Enthalpy–entropy compensation plots for the
inversion of II from 2 (a), 3 (b), 4 (c) and 5 (d) (the F family)
and from 6 (e), 7 (f) and 8 (g) (the G family)
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the isokinetic parameters for the E dissociations are
Tiso ¼ 409 � 5 K, �G�


iso ¼ 9:89 � 0:04 kcal mol�1 and
log kiso ¼ 7:61.


The origin of IKR can be interpreted in terms of
Linert’s model.9 The rate constant of a given reaction
taking place in a constant-temperature ‘heat bath’ (HB)
depends on the collision number between the reacting
system (M) and HB molecules, the energy barrier height
of the given process, the temperature of the ‘heat bath’
and the quantum-mechanical transition probability be-
tween any reactant level and the transition structure.
When the ‘heat bath’ contains energy stored in the form
of vibrational degrees, the transition probabilities for
vibrational–vibrational energy transfer is expressed by
Pl;m ¼ lexpð!=�Þ (where m is the HB vibrational level
associated with � and l is that associated with M) and
reach the maximum value for a resonant vibrational–
vibrational coupling, i.e. when �m ¼ !l. In the conden-
sed phase, cooperative supramolecular effects normally
make available HB vibrational frequency gaps (��)
which are much smaller than those of M (�!). In this
case, the only variable parameter for a family of reactions
is ! and, therefore, the IKR can be expressed mathema-
tically as dln k(!)/d!¼ 0 at Tiso. Accordingly, for a
homogeneous family of reactions, such as the II inver-
sion, a single Tiso should be expected whose value (in
kelvin) is related to the characteristic vibrational
frequency � (in cm� 1) predominantly exchanging energy
in HB by the Tiso ¼ h�=2 kB equation, where
kB ¼ Botzmann’s constant and h ¼ Planck’s constant.


Although this is the case for the gas-phase E dissocia-
tion (Figs 3 and 5), the observation in the same gaseous
HB (CH3Cl at 720 Torr) of two isokinetic temperatures
for II inversion (Figs 2 and 4) underlines the existence of
a point of discontinuity in the �–! coupling which may be
peculiar for gaseous media where cooperative supramo-
lecular effects are negligible and, hence, the variable
parameters for a family of reactions are both � and !.9


In this frame, the two IKR of Fig. 2 can be rationalized
in terms of Larsson’s selective energy transfer (SET)


model,10 which introduces in Linert’s model the notion of
possible switchovers in the resonant �–! coupling. Thus,
with the assumption of full �–! resonance (Tiso ¼
h�=2 kB), Tiso ¼ 376 � 2 K for the inversion of config-
uration of the F family corresponds to a vibrational
frequency �F predominantly exchanging energy of
523� 3 cm� 1, while Tiso ¼ 767 � 10 K for the inversion
of the G family to a predominant vibrational frequency
�G¼ 1067� 14 cm� 1. According to theory, these fre-
quencies should correspond to intense absorption bands
of the vibrational spectrum of gaseous CH3Cl. In fact, the
IR spectrum of gaseous CH3Cl shows characteristic
vibrational bands around 1015 cm� 1, assigned to its
�6(e) CH3 rocking mode. In contrast, none of the char-
acteristic absorption bands of the CH3Cl spectrum can
account for Tiso ¼ 376 � 2 K obtained for the F series.
Rather, this Tiso value reflects the activation of the F ions
by a more intimate mechanism involving their transient
complexation with a CH3Cl molecule. Indeed, HF/6–
31G* calculations of a model complex between O-
protonated benzyl methyl ether and CH3Cl indicate the
presence of nine vibrational frequencies over those
characteristic of the two isolated components. Among
these, that related to the out-of-plane C—Cl � � �H—O
bending mode falls at 572 cm� 1, a value which is close to
the experimental value !F¼ 523� 3 cm� 1. The same
572 cm� 1 vibrational mode coincides with the critical
!diss¼ 569 cm� 1 value for the dissociation of the E
family (Tiso¼ 409� 5 K).


It is concluded that the inversion of configuration of the
selected family of II obeys two different reaction dy-
namics driven by the activation dynamics from the bulk
gas (CH3Cl). Thus, if activation proceeds predominantly
through a resonant energy exchange with the �6(e)¼
1015 cm� 1 CH3 rocking mode of the unperturbed mole-
cule of the bath gas (CH3Cl), the inversion reaction
proceeds through the dynamically most accessible transi-
tion state involving unassisted C�—O bond rupture (the
G family). If, instead, activation involves the out-of-
plane C—Cl � � �H—O bending vibration developed in
the intimate encounter complex between CH3Cl and II,
the inversion reaction proceeds through the energetically
most accessible transition state where the CH3OH motion
is assisted by coordination with the acidic hydrogens of
the benzylic residue (the F family). The same vibrational
mode is active in promoting the dissociation of most of II
ions, irrespective of whether they belong to the F or G sets.


CONCLUSIONS


The advantages of studying INC in the gas phase instead
of in a solvent cage come from the possibility of making
precise statements about the factors governing their
dynamics and reactivity in the lack of any perturbing
environmental effects (solvation, ion pairing, cage visco-
sity, etc.). These effects may be evaluated by comparing


Figure 5. Enthalpy–entropy compensation plot for the dis-
sociation of II from 2 (a), 4 (c), 5 (d), 6 (e) and 7 (f) (the E
family)
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the behavior of INC in the gaseous phase with that of the
same system in solution. An experimental methodology
has been developed for this purpose, the result of which
demonstrate that ionic processes in solution are mostly
governed by the lifetime and the dynamics of intimate
ion–neutral complexes and that these can in turn be
profoundly influenced by the nature of the reaction
medium. The results of the present study show for the
first time the possible coexistence of different activation
dynamics and their strict connection with the evolution
dynamics and mechanism of INC in the gas phase.
Competing processes in an INC can be promoted by the
same activation dynamics, whereas the same process can
be promoted by different activation dynamics depending
on the nature of the INC involved.
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ABSTRACT: The reaction of the title precursor of the aryl radical clock 1-bromo-2-(3-butenyl)benzene, 1Br, towards
potassium and magnesium in THF was studied in the presence and absence of various additives, at ambient and low
temperatures. The additives were cis-dicyclohexano-18-crown-6 or tert-butyl alcohol; the first one to render soluble
potassium by forming its alkalide, the second to distinguish carbanionic from radical cyclization. The addition of 1Br
to a THF stirred suspension of potassium pieces yields remarkably low amounts of products resulting from radical
cyclization, in contrast to the amounts reported by Bunnett and Beckwith’s group for the reaction in 67% ammonia–
33% tert-butyl alcohol medium. The amount of cyclized products obtained with potassium pieces in THF is in the
same range as that observed in the reaction of magnesium with 1Br in THF. This similarity allows us to discard the
earlier triad hypothesis that we proposed to account for the unexpectedly low amounts of cyclized products of aryl
halides radical clocks in Grignard reagent formation. The addition of crown ethers to the THF reaction medium
induces contrasting effects for potassium and magnesium. A distinctive increase in the radical cyclization is observed
for potassium, whereas the addition of crown inhibits the formation of Grignard reagent more efficiently when the
solvent is diethyl ether than when it is THF. The observed effects are explained by putting in perspective the metal
reactive dissolution with elementary steps occurring in the vicinity of a cathode. The reaction of potassium pieces or
magnesium turnings is comparable to the heterogeneous electron transfer occurring at a cathode whereas the reaction
of potassium in the presence of crown ether is comparable to homogeneous conditions of electron transfer obtained in
redox catalysis. A discussion of the dianion hypothesis for the Grignard reaction of aryl halides is provided and the
importance of considering the reactivity of reactive metal dissolution (or organic corrosion) in the framework of
recent progress made in the modelling of electrode reactivity is emphasized. This paper shows that caution should be
taken when radical clocks are used to study reactions at the metal–solution interface. More specifically, the non-
observation of rearranged products from the radical clock (even for the very rapid ones) under these conditions does
not necessary imply that there is no radical intermediate along the dominant reaction channel. This pattern of
reactivity strongly contrasts with that usually observed when radical clocks are used in homogeneous media. The
leading parameters in the rearranged/unrearranged products ratio seem to be the time that the reactive species (radical
anions) created by the first electron transfer spend in the close vicinity of this surface, the rate constant of
rearrangement of the radical formed by the cleavage of the radical anion and the redox properties of this radical.
Copyright # 2005 John Wiley & Sons, Ltd.
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INTRODUCTION


Dissociative electron transfer from various reducing
agents to substituted aromatics and heteroaromatics con-
stitutes an emergent field in physical organic chemistry.1


Copyright # 2005 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2005; 18: 1145–1160


*Correspondence to: J.-M. Mattalia, Laboratoire AM3, Case 561,
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A medley of mechanistic hypotheses have been proposed
to account for the experimental observations associated
with this field. It is important to recall them because this
paper aims to discuss the problem of the mechanisms
involved when potassium or magnesium is allowed to
react with aryl halides—namely formation of a dianion
or a radical from the primary formed radical anion—
using appropriate radical clocks.


The reaction of potassium with aromatic ethers or
halides has been studied by various authors. Azzena
et al.2 reported that anisole reacts with potassium in
THF to yield exclusively phenol by demethylation
(Scheme 1), regardless of the temperature. In solvents
of very low dielectric constant (aliphatic hydrocarbons,
toluene, tributylamine, dioxane), however, demethoxyla-
tion to benzene was the main reaction pathway, particu-
larly at the lowest temperatures. Neither Li nor Na seems
to be able to induce this demethoxylation in these apolar
solvents.2 Nevertheless, in his review on alkali metal
induced cleavage of ethers, Maercker reports a different
conclusion concerning these two metals.3


Casado et al.5 described the dealkylation mode of
radical anions as mesolytic homolytic, whereas the deal-
koxylation mode was labelled mesolytic heterolytic; the
dealkylation mode is the most frequently observed
(Scheme 2). From their studies on alkali metal reduc-
tions, electrochemical behaviour of substrates and use of
substrates with a preformed positive charge in certain
positions of their structure, they concluded that the
mesolytic heterolytic scission is very much dependent
on the electrophilic assistance by the counterion (see also
Lazana et al.4). Hence the mesolytic homolytic scission
would be observed in solvent-separated ion pairs (solvat-
ing solvent such as dimethoxymethane) and would be
especially efficient when the pair has a controlled topol-
ogy with a tetralkylammonium cation (saturated cation)
near the oxygen atom.5


This group recently re-examined this problem, carry-
ing out density functional theory electronic structure
calculations of the homolytic/heterolytic C—O fragmen-
tations of a series of radical anions of substituted-phenyl
benzyl ethers and substituted-benzyl phenyl ethers. Most
of the experimental results could be explained consider-
ing only the involvement of radical anions. The calcula-
tions for radical anions of nitro-substituted ethers do not
account for the experimental results; one possibility
advanced to explain this result would be the operation
of dianions as key active species. These calculations
suggest that homolytic mesolytic cleavages are always
thermodynamically favoured versus the corresponding
heterolytic mesolytic ones.6,7 These results give a
complementary view to Maslak and Guthrie’s early
treatment of conservation of local spin density.8


For the potassium induced C—O bond cleavage of the
three isomers of dimethoxybenzene in THF–dimethox-
yethane, Cerri et al. observed interesting substituent
effects. The addition of dibenzo-18-crown-6 induced
the demethoxylation–demethylation switch in the reac-
tion of o-dimethoxybenzene: without added crown ether,
the major product was the biphenyl radical anion,
whereas in the presence of crown ether the dominant
product was the o-benzodiquinone radical anion. The
reaction of the meta isomer with potassium yielded
dominantly the biphenyl radical anion but, for this iso-
mer, the addition of crown ether did not induce the
demethoxylation–demethylation switch. The para isomer
was transformed into its parent radical anion, which
resisted dissociation in the absence or presence of crown
ether.9 Fish and Dupon studied the regioselectivity of the
C—O bond cleavage by the alkalide K�, Kþ(18-crown-6)
of a series of aromatic ethers in THF; they observed also
drastic differences in the regioselectivity of cleavage
depending upon the ortho or para site of substitution of
the methoxy group.10


1,1,3-Triphenylindene yields, on reduction at a cathode
or by reaction with potassium, the dianion of 1,2,3-
triphenyl-2H-indene (Scheme 3). Kiesele investigated
carefully this type of reaction by cyclic voltammetry in
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superdry THF–NaBPh4. At room temperature, the
rearranging dianion is formed via homogeneous dispro-
portionation, thermodynamically favoured by ion pairing
and kinetically supported by the rapid follow-up rearran-
gement. Ion pairing may be suppressed by making the
experiment at lower temperature (0 �C) or by addition of
sodium-complexing 15-crown-5. The rearrangement then
no longer occurs although the radical anion is still
formed. Under these conditions, to induce the rearrange-
ment, one has to apply a much more negative potential.
Clearly, for this substrate, the dianion stage has to be
reached for the rearrangement to occur.11,12 Kiesele
described more complex examples where C—C bond
cleavage may occur either at the radical anion or the
dianion stage.13 The same versatility has been reported by
Walsh: radical anions and dianions of 9,9-diarylfluorenes
cleave an aryl ring after reduction by alkali metals in
ethereal solvents.14 For the potassium-induced cleavage
of ethers, Azzena et al. do not favour the intervention of
dianions because the reduction potential of aryl ethers is
very negative.2


The most extensive set of studies using simultaneously
potassium metal and crowns to induce unprecedented
patterns of reactivity originates from the groups of
Jedlinski and Grobelny. Jedlinski et al. proposed that
solvated electrons, rather than K� anions, were the initial
products of dissolution of potassium by solutions of
crown ethers; but controlling the kinetics of metal
dissolution makes it possible to obtain alkali metal
solutions containing only negligible amounts of solvated
electrons.15 Later, Grobelny and Jedlinski used K-39
NMR spectroscopy to evidence the presence of potassium
anions and complexed potassium cations in THF blue
potassium solutions containing cryptand [2.2.2]. Spin–
lattice and spin–spin relaxation was studied in the
temperature range 178–238 K. The comparison of the
relaxation behaviour of the investigated system with that
of potassium solutions containing 18-crown-6 or tetra-
glyme instead of cryptand [2.2.2] revealed the major
influence of the complexing agent on interactions of Kþ


with its counterion.16–18 Grobelny’s group later reached
the conclusion that the characteristic blue colour of
metal solutions in THF is not connected with the presence
of solvated electrons but with metal anions.19 This con-
clusion agrees with earlier results concerning the blue
solutions of potassium in dimethoxyethane: the blue


solution is due to an electron pair attached to Kþ, usually
referred as K�. In contrast to this species, the concentra-
tion of solvated electron is rather small, as indicated by
the low intensity of the pertinent ESR signal.20 Visible
light irradiation of these solutions drastically enhances
the concentration of solvated electrons and increases the
reducing power of these solutions.20,21 More recently,
Jedlinski proposed that alkali metal supramolecular
complexes such as Mþcrown, M– (M¼Na or K) are
able to transfer two electrons in the anionic polymeriza-
tion of vinyl monomers to form carbanions as reactive
intermediates.22 Grobelny et al. reached the same type of
mechanistic conclusion for the selective cleavage of the
linear ether bond in benzyl glycidyl ether and tri-
phenylmethyl glycidyl ether by potassium alkalide.23,24


Grobelny reviewed the chemical methods for ether-bond
cleavage by electron-transfer reagents and proposed the
course of the reaction of phenyl ethers with alkalides
shown in Scheme 4. This route does not involve an
aromatic dianion and, in the last step, the ring opening
of the crown ether results from its attack by the carbanion
R�. The first electron transfer is proposed to originate
from the highly reducing K� anions rather than from a
solvated electron.25


Up to now, radical clocks have been used to gain
insight into the mechanisms involved when organic
halides react with alkaline earth metals.26–34 With alkali
metals, most of the studies were performed on optically
active cyclopropyl halides.28,35–45 Bunnett and Beckwith’s
group studied the product ratio variation in reactions of o-
(3-butenyl)halobenzenes 1 and 6-bromo-1-hexene with
alkali metals in ammonia (67%)–tert-butyl alcohol (33%)
solution (Scheme 5). They rationalized these product
variations when the halo group changes as indications of
reaction-during-mixing effects.46 Andrieux and Saveant
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later proposed a slightly different explanation. Their
model allows the quantitative prediction of product dis-
tribution. It describes the initial and successive chemical
steps as taking place in a thin reaction layer located
within the diffusion layer where the two reactants mix.
The essential cause of the observed leaving-group
effects resides in the decrease in the amount of solvated
electrons in the reaction layer as the initiating reaction
becomes faster and faster. o-(3-butenyl)iodobenzene
(1I), being the most reactive halobenzene towards sol-
vated electrons, yields the highest amount of cyclized
products.47,48


In these experiments, it was proposed that the elemen-
tary step competing with the rapid cyclization in the
radical clock (k> 108 s�1)49,50 was an electron transfer
(Scheme 6). This electron transfer transformed the sigma
aryl radical formed from the cleavage of the radical anion
into a carbanion whose rate constant of cyclization is
considerably slower than the radical one; this step
amounts to a quenching of the radical cyclization.
The amount of linear product 2 was therefore the result
of the competition between a bimolecular reaction
(electron transfer) and an intramolecular one (radical
cyclization).


As electrochemical studies showed that, at room
temperature,51 the aromatic carbanions cyclize competi-
tively with their radical counterparts, one has to check for
the experiments performed at this temperature that the
cyclized products do originate exclusively from the
radical species. This is done by comparing the ratio of
cyclized 3 to linear 2 products in the presence and
absence of tert-butyl alcohol. If some carbanionic
cyclization contributes to the amount of cyclized product,
the addition of this alcohol should decrease this ratio
(some secondary effects of this alcohol on the formation
of cyclized products will be dealt with in another paper).


The starting point of the present study was the
observation that, when the Grignard reagents of o-(3-
butenyl)halobenzenes 1 were formed by their reaction


with magnesium in THF, only minor amounts of cyclized
product 3 were observed.30,52 This observation strongly
contrasted with the results of Bunnett and Beckwith’s
group, where the cyclized products dominated (Scheme 5).
It was also unexpected because, if the ratio of cyclized to
linear products depends on the rate of reaction between
the sigma aryl radical and a reducing agent, one would
expect that alkali metals, having a higher reducing power
than magnesium, would yield more linear products.
Furthermore, when Garst et al. tried to rationalize the
cyclized/linear ratio with the D model, which predicts
this ratio accurately for the reaction between magnesium
and alkyl halide radical clocks, they obtained startling
results. The D model would suggest �80% of cyclized
products when o-(3-butenyl)halobenzenes 1 react with
magnesium in THF; this prediction contrasted with the
experimental value of <3%.52 The results of Bunnett and
Beckwith’s group were obtained in liquid ammonia,
whereas THF or diethyl ether was the solvent in which
the Grignard reagent of aryl radical clocks were prepared.
In this work we studied the reaction between potassium
and 1-bromo-2-(3-butenyl)benzene (1Br) in THF and put
the results in perspective with the reaction of magnesium
with this radical clock under comparable conditions.


RESULTS


Table 1 summarizes the results concerning the reactions
between potassium and 1-bromo-2-(3-butenyl)benzene
(1Br) in THF. A general, contrasting feature with respect
to the results of Beckwith and Bunnett’s group (Table 2)46


of all the experiments described in this table is the
absence of dimeric cyclized structures 4.


The hydrogen donor ability of THF is far higher than
that of NH3; hence hydrogen abstraction would predo-
minate in the first solvent whereas dimerization would
predominate in the second.53 In THF, without added cis-
dicyclohexano-18-crown-6 (DCH18C6, entries 1–3), the
linear product 2 clearly predominates. Entry 2 suggests
that, at room temperature, a considerable part of the
cyclized product 3 originates from a carbanionic cycliza-
tion. Indeed, addition of tert-butyl alcohol decreases the
amount of cyclization. This conclusion is confirmed by
entry 3: Ross et al. reported that carbanionic cyclization
does not occur at low temperature.54 Overall, in the
absence of added crown, the radical cyclization is almost
absent when this aromatic radical clock reacts with
potassium in THF; this strongly differs from the situation
reported in ammonia–tert-butyl alcohol (Table 2).46 En-
tries 4–7 show the results of reacting 1-bromo-2-(3-
butenyl)benzene (1Br) with a homogeneous blue solution
THF of Kþcrown, K�. Comparison of entries 4 and 5
shows that, under these conditions and at room tempera-
ture, the presence of tert-butyl alcohol increases the
amount of cyclization. This effect no longer occurs at
low temperature (entries 6 and 7). Furthermore, at low
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temperature, where the carbanionic cyclization does not
take place, the presence of crown ether distinctly in-
creases the amount of cyclized products. Overall, the
presence of crown ether increases the amount of cyclized
products. The presence of crown ether considerably
shortens the reaction times (compare entries 1 and 4 or
5, and entries 3 and 7). This is probably due to the fact
that, with lumps of K, the contact between the reducing
agent and the radical probe (effective concentration) is
less favourable than a homogeneous solution of the
reducing agent.


Table 3 summarizes the results of reaction between 1-
bromo-2-(3-butenyl)benzene (1Br) and magnesium in
THF and diethyl ether (DEE) in the presence of 1,2-
dibromoethane.30,52,55 Table 4 presents the same type of
results on the simpler substrate bromobenzene.


Entry 2 in Table 1 and entries 1–3 in Table 3 show that
both K and Mg give very low yields of cyclized products
when reacted with the same radical clock. Potassium is,
thermodynamically, a better reducing agent (E � ¼�2.92
versus NHE in water) than magnesium (E � ¼�2.37
versus NHE in water).56 Scheme 6 shows that an aryl
radical created in a medium of lower reducing power is
prone to give more cyclized product. If one considers that
3% (entry 2, Table 1) is significantly greater than 1%
(entries 1–3, Table 3) potassium gives more cyclized
product than magnesium. From the thermodynamics,
this result would seem in the wrong direction. If one
admits, with Bickelhaupt and co-workers,57,58 that the
reducing agent of the aryl radicals is magnesium(I), it is
possible, as we shall see later in the Discussion section,


Table 2. Reaction of 1Br and 6-bromo-1-hexene with K in NH3 (67%)–t-BuOH (33%) at �28�Ca described by Bunnett and
Beckwith’s group46


Substrate Linear (%) ‘2 or hexene’ Cyclized (%) ‘3 or methylcyclopentane’ Dimer (%)


1Br 2: 9.6 3: 72.1 4: 18.4b


6-bromo-1-hexene Hexene: 63.6 Methylcyclopentane: 0.70 20.7c


a Conditions: [RX]¼ 0.1 M; K:RX¼ 2.2; conversion¼ 100%. Reaction procedure: RX was added to the solvent ‘NH3–t-BuOH’. While the reaction mixture
was kept at reflux under a nitrogen atmosphere, lumps of K were successively added to the stirred solution. Each lump was added after the previous one had
reacted. After the addition was complete, the mixture was stirred for 2 min.
b 1,2-Bis(1-indanyl)ethane (mixture of stereoisomers).
c 1,11-Dodecadiene.


Table 1. Reaction of 1-bromo-2-(3-butenyl)benzene (1Br) with K in THF under various conditions ([1Br]¼ 0.09–0.1 M;
K:1Br¼3.0–3.7)


Relative yield (%)b


Entry DCH18C6:1Br t-BuOH:1Br Temperature (�C) Timea Conversion (%)b 3 (cyclized) 2 (linear)


1c — — r.t. 4 h 62 13 87
2d — 6.9 r.t. 21 h 90 3 97
3e — — �80/�90 5 h 23 2 98
4f 5 — r.t. 1 min 42 30 70
5g 5 2 r.t. 1.5 min 32 49k 51k


6h 5.2 — �80/�90 2 hj 35 21k 79k


7i 5 1.9 �80/�90 13 min 39 22 78


a Time after addition of 1Br (see below).
b Estimated from GC analysis.
c 1Br is added to lumps of K in THF.
d t-BuOH and 1Br are added successively to lumps of K in THF.
e Bath temperature. 1Br is added to lumps of K in THF.
f Lumps of K are added to a solution of DCH18C6 in THF. A dark blue colour is observed. The solution is homogeneous. After 20 min 1Br is added.
gLumps of K are added to a solution of DCH18C6 in THF. A dark blue colour is observed. After 20 min a mixture of 1Br and t-BuOH is added.
h Bath temperature. Lumps of K are added to a solution of DCH18C6 in THF at room temperature. The dark blue solution is cooled to �80 to �90�C and kept at
this temperature for 15 min. Then 1Br is added.
i Bath temperature. Lumps of K are added to a solution of DCH18C6 in THF at room temperature. After 13 min the dark blue solution is cooled to �80 to
�90 �C and kept at this temperature for 15 min. Then a solution of 1Br and t-BuOH in THF is added.
j By increasing the reaction time, we tried, unsuccessfully, to improve the conversion compared with entries 4, 5 and 7.
k Average of three experiments. Giving this information is meant to say that the several experiments performed were not perfectly reproducible, so that an
average had to be taken. When no indication is given, the values have been checked at least twice and a good reproducibility was observed. This remark will
hold for all the values presented in the tables in this paper.
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that the reducing power of this species exceeds that of
potassium metal.


The difference between potassium and magnesium is
much more significant when it comes to the effect of
crown ethers on their reactions with 1-bromo-2-(3-bute-
nyl)benzene (1Br). Comparison of entries 5 and 6 in
Table 3 shows the inhibiting effect of 18-crown-6 (18C6)
for the formation of Grignard reagent in diethyl ether.
This is an unprecedented and unexpected effect; there-
fore, we checked it under a variety of conditions and it
was totally reproducible (Tables 3 and 4). Although we
shall use the term ‘inhibition’ in the following discussion,
the term partial inhibition would be more appropriate.
Entries 6 and 7 in Table 4 show that the effect of the
crown ether is to lengthen the induction time. If one waits
long enough, however, the reaction occurs. This crown
ether effect is unexpected if one puts it into a historical
perspective. One may remember that one of the reasons


for Grignard meeting with success in the reaction be-
tween alkyl halides and magnesium was that he used
diethyl ether as a solvent, whereas Lohr, before him, had
performed the reaction without solvent.59 Later, Normant
considerably facilitated the access to vinylmagnesium
compounds by introducing THF as a new medium for the
reaction.60 Hòrak and co-workers were among the first to
take the solvent into account in the formation mechan-
ism.61,62 These facts gave credence to a driving force
brought by oxygenated solvents where the oxygen atoms
efficiently coordinate Mg2þ and solvate it. One could
have thought, therefore, that the six oxygens of 18-
crown-6 were well suited for bringing an even better
solvation, as shown experimentally by Bickelhaupt’s
group.63,64 This solvation should have favoured the for-
mation of the Grignard reagent in place of inhibiting it.
This inhibition not only applies to the aryl halides but
also to the 1,2-dibromoethane reaction (see footnote e in


Table 3. Reaction of 1-bromo-2-(3-butenyl)benzene (1Br) with Mg (room temperature; [1Br]¼ 0.14–0.15 M; Mg:1Br¼ 4.4–
4.7; BrCH2CH2Br:1Br¼0.38–0.40)


Relative yield (%)b


Entry Solvent 18C6:1Bra Time Conversion (%)b RMgX (%)c 3 (cyclized) 2 (linear)


1 THF 0 2 h 5 min 100 96 <1 >99
2 THF 0.1 3 h 18 min 100 95 <1 >99
3 THF 1 3 h 100d 65 <1 >99
4 THF 4.9 95 h 35 min 0e — — —
5 DEE 0 2 h 5 min 100 84 9 91
6 DEE 0.1 72 h 0e — — —


a 18C6 is added to Mg with 1Br and 1,2-dibromoethane in solution in THF or DEE.
b Estimated from GC analysis.
c Estimated from titration using o-phenanthroline and a solution of 2-BuOH in xylenes (0.5 M) as titrant.
d With 1 equiv. of 18C6, the reaction sometimes does not take place.
e BrCH2CH2Br, added for entrainment, remains untouched at the end of these experiments: BrCH2CH2Br:1Br¼ 0.39–0.41 at the end of the reaction from GC
analysis.


Table 4. Reaction of bromobenzene with Mg (room temperature; [RX]¼0.86 M; Mg:RX¼ 4.2–4.3)


Relative yield (%)d


Entry Solvent 18C6:RXa Time Conversion (%)b RMgX (%)c Biphenyl Benzene


1 THF 0 20 min 100 96 <1 >99
2 THF 0.1 1 h 13 min 100 95 <1 >99
3 THF 1 58 min 56e 42 <1 >99
4 THF 1 1 h 32 min 100e 70 <1 >99
5 DEE 0 1 h 5 min 100 87 3 97
6 DEE 0.1 10 h 15 min 0f — — —
7 DEE 0.1 23 h 20 min 100f 72g 3 97


a18C6 is added to Mg with bromobenzene in solution in THF or DEE.
b Estimated from GC analysis.
c Estimated from titration using o-phenanthroline and a solution of 2-BuOH in xylenes (4 M) as titrant.
d Estimated from GC analysis: these ratios are equal to the ratios of corrected peak areas.
e With 1 equiv. of 18C6 the reaction took place every time but the conversion was not reproducible with respect to the reaction time.
f With 0.1 equiv. of 18C6 the reaction starts after various times.
g Inaccurate: the end point was not very sharp.
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Table 3). The situation could be more subtle. Bock et al.
showed that in hexacoordinated Na cations the repulsion
between the individual ether molecules within the solvent
shell can differ considerably, therefore affecting differ-
ently the solvation enthalpies.65 Van Klink reached the
same kind of conclusion for magnesium.66 Tables 3 and 4
seems to point in this direction: the inhibition introduced
by the crown ether is far less pronounced in THF than in
diethyl ether. Comparison of Tables 3 and 4 shows that
the inhibition by 18-crown-6 is less important for bro-
mobenzene than for the more sterically hindered 1-
bromo-2-(3-butenyl)benzene (1Br). However, within
such a perspective, it is not clear why the inhibition
should operate in the reaction of 1,2-dibromoethane
(footnote e in Table 3) where the steric interactions in
the coordination sphere of magnesium are less important.
The delicate intricacy of viscosity, basicity and steric
effects of the solvent in the Grignard reagent formation
was lucidly discussed by van Klink.66


A second explanation of this inhibition would be that
the crown complexes MgBr2; Garst et al. explained the
phenomenon of entrainment when they showed that the
addition of this salt suppresses the induction period often
observed in the Grignard reagent formation; the main
effect of 1,2-dibromoethane would therefore be to
produce this salt when reacting with magnesium.67 This
explanation does not, however, rationalize the observa-
tion that the crown inhibits even the reaction of
1,2-dibromoethane in diethyl ether or THF where no
entrainment is needed. Also, for bromobenzene
(Table 4), where no MgBr2 is necessary, the inhibiting
effect is present.


A third explanation could be that the crown is adsorbed
on the active sites present at the surface of magnesium as
it seems to do with zinc surfaces.68 Guijarro et al.
evidenced the kinetic effect of structural fragments
(CN) able to interact attractively with a metallic
surface.69 The oxophilicity of magnesium is well recog-
nized. Crowns have been shown to be as corrosion
inhibitors, but it is not clear, however, if these reports
are relevant to our observations because not much is said
about the possible mechanisms of this action.70–72 More
work is needed to select the best explanation.


DISCUSSION


The experimental data gathered in Tables 1–4 may be
commented on via several approaches. The Introduction
of this paper showed that the dissociative reduction of
substituted aromatics by alkali metals in aprotic solvents
has given birth to a variety of molecular schemes: ion
pairing versus solvent separated pairs, radical anions
versus dianions, electron transfer from the metallic
surface or the metal anion versus solvated electrons. If
one considers alkaline earth metals one would have to
add the possibility of direct insertion of the metal atoms


in the C—X bond.73,74 Finally, with alkalides, one could
conceive, although no precedent has been reported, a
direct formation of the aryl carbanion by the metal anion
effecting a nucleophilic displacement on positive halo-
gen, in a way reminiscent of the halogen dance.75 Perrin
et al. discarded, however, the dominant occurrence of
simultaneous two-electron transfer possibility in the
reaction of Kþcrown, K� with phenylacetyl peroxide
making use of the phenylacetoxy radical as a very fast
radical clock.76 We will try to examine successively our
set of data in the framework of the various mechanistic
schemes which have been proposed in the field of
dissociative electron transfer, keeping for the end what
we believe to be the most sensible rationalization.


Crown ether effects on ion pairing
in radical anions?


Let us first examine the possibility that the main effect of
adding crown ether to THF is to transform the dominantly
contact ion paired aromatic radical anions, formed when
the crown is absent, into dominantly solvent separated
ion pairs. This possibility rests on the assumption that the
counterion of the aromatic radical anion formed after the
first electron transfer is the crown solvated Kþ cation.
Simultaneously, in the solution, one should also have
K atoms or K clusters. Bock and co-workers studied in
depth the characteristics of contact ion-paired aromatic
radical anions as well as those of solvent-separated
ones;77,78 Kochi and co-workers recently showed that
the information gained from x-ray structural determina-
tions could be used to gain insights into the in-solution
reactivity of these ion pairs.79,80 For large, non-coordi-
nating cations, solvent-separated ion pairs probably
cleave faster than their ion-paired counterparts, the effect
of the counterion in the contact ion pair, provided that it
stays in the vicinity of the aromatic ring rather than that of
the halide, being to spread the negative charge over all the
aromatic ring, making less easy the intramolecular elec-
tron transfer from the aromatic electronic cloud to the
sigma antibonding orbital of the C—Br bond.79,81 Then,
in solvent-separated ion pairs, the bromobenzene radical
anion would resemble more the very fleeting alkyl halide
radical anions.82 In THF, halo radical clocks where the
halide is linked to an sp3 carbon usually yield much
more cyclized products than their aryl counterparts with a
similar rate of cyclization.30 Therefore, the observed
increase in cyclization induced by addition of crown
(entries 4–7 in Table 1) could be rationalized in this
way. Several authors have observed that, as the lifetime of
haloaromatic or heteroaromatic radical anions generated
at a cathode increases, the quantity of aryl or heteroaryl
radicals increases at the expense of the corresponding
carbanions.51,83,84 This discussion holds only for compar-
ing results obtained in the same solvent and radical clocks
whose rates of cyclization are not too different. In
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ammonia–tert-butyl alcohol, the amount of cyclized pro-
duct obtained when potassium reacted with 6-bromo-1-
hexene (kcycl¼ 4� 105 s�1, 37 �C) was very small in
comparison with the yields obtained in the reaction of
potassium with 1-bromo-2-(3-butenyl)benzene (1Br)
(kcycl¼ 4� 108 s�1, 37 �C) in the same solvent (Table 2).
This result shows, and we shall return to this point in the
conclusion, that the lifetime of radical anions is one of
the parameters affecting the cyclized/linear ratio. There-
fore, ion pairing could indirectly affect this ratio. If the
cation is able to increase the lifetime of the radical anion, it
will provide it with a greater probability of escaping from
the vicinity of the surface. As the section on the comparison
with cathodes will show, this increase in lifetime is asso-
ciated with higher quantities of cyclized products.


Intervention of dianions?


The bond cleavage induced by electron transfer to
aromatic derivatives is generally rationalized at the
radical anion stage. In the Introduction, we have seen,
however, that when C—C bonds are cleaved, dianions
may be the active intermediates.12,14 Cleavage of the
carbon–halogen bond at the dianion stage (as inter-
mediate or transition state) for haloaromatics is, never-
theless, proposed to occur when these substrates react
with magnesium to yield a Grignard reagent.34,52,85 If it
had a bearing, the highest quantity of cyclized product
obtained when potassium reacts with 1-bromo-2-(3-
butenyl)benzene (1Br) compared with magnesium in
THF (entries 2 in Table 1 and 1 in Table 3) would be
rationalized by a less important participation of the
dianion route in the alkali metal reaction. Such a
dianion route has precedent in the reaction of alkali
metal naphthalenides with cyclopropyl halides.86 As
the involvement of dianions seems at variance with
most of the reports dealing with dissociative electron
transfer to haloaromatics1,81,84,87–94 it deserves careful
discussion.


Could it be that the electrochemical method of measur-
ing the rates of cleavage for radical anion of haloaro-
matics systematically overestimates these rates? Recent
pulse radiolysis studies suggest the opposite, particularly
for the fastest cleaving substrates.95 For the radical anions
of iodobenzene and 1-iodo-3-methylbenzene, heteroge-
neous reduction at a glassy carbon disk electrode, in
acetonitrile or N,N-dimethylformamide as solvents,
shows a pattern of cleavage very close to that observed
for alkyl halides.92 Nevertheless, o-(3-butenyl)iodoben-
zene (1I) reacts with magnesium in THF yielding far less
cyclized product than expected from application of the D
model.52 This argument is weakened, however, by a
recent electrochemical study in which the radical anion
of iodobenzene was found to be an intermediate in the
homogeneous reduction of iodobenzene by appropriate
radical anions in N,N-dimethylformamide.96


Could it be that counterion effects increase the lifetime
of the radical anion near the magnesium surface, allowing
a second electron transfer to occur or catalysing a
disproportionation reaction of the radical anion? In
solvents with low dielectric constant, ion pairing
becomes dominant as the size of the metal cation
increases.97 If one imagines that when magnesium has
transferred one electron to the halobenzene it remains a
radical cation delocalized on several magnesium atoms,
then special counterion effects could be envisioned,
particularly if there is some interaction between the metal
surface and the radical anion as proposed by the groups of
Maslennikov98–101 and Walborsky.102


Could it be that, up to now, theoretical treatments of
dissociative electron transfer have overlooked the dianion
possibility? Given the variety and the quality of the
groups who have attacked this problem, the odds are
small. Yanilkin et al., however, recently made an original
proposition for an electrochemical mechanism.103 It is
called the EED mechanism. This mechanism, applied to
bromobenzene, would develop as follows. A first electron
transfer from the cathode to bromobenzene would yield
the corresponding radical anion and this radical anion, in
place of cleaving, would accept a second electron and
immediately cleave. As such, the dianion resembles
very much to a transition state. The second electron
transfer would have the characteristics of the dissociative
electron transfer proposed by Saveant:104 concerted elec-
tron transfer and bond cleavage. Two reasons could
explain why the second electron transfer is even more
rapid than the cleavage of the carbon–halogen bond. The
first is that the price of reorganization energy has been
paid for effecting the first electron transfer so that no
further activation is needed for the second electron
transfer. One would be in a situation of inverted potential
well illustrated by the cyclooctatetraene reduction.105


The second is the high driving force provided by the
concerted bond cleavage. If this electrochemical
scheme were to be extended to the Grignard reaction
another recent observation could substantiate it. This
observation is that, in homogeneous solution, pulse radi-
olysis studies show that magnesium(I) is such a strong
reducing agent that it would be better described as a
magnesium(II)–solvated electron pair.106 Even if this
situation is probably weakened when magnesium(I) is
inserted in a metallic matrix, this hints that, with magne-
sium, the second electron transfer is easier than the first
(inverted potentials).105 As we do not know the precise
reduction potential of magnesium(I), we are unable, at
this point, to apply this concept to compare entry 2 in
Table 1 and entry 1 in Table 3. According to Yanilkin
et al., the EED mechanism would apply to haloaromatics
bearing mildly electron donor substituents. In terms of
the current approach of dissociative electron transfer,
this raises serious problems because this class of com-
pound would be the ones with the shorter lifetimes.82 The
EED scheme, published in the Russian literature, has
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not yet been discussed by the electrochemists involved
in the study of dissociative electron transfer. The
same situation applies to Gileadi’s even more general
proposal, which would also back the participation of
dianions.107


We will see in the section devoted to electrochemical
examples that, up to now, electrochemists studying
substrates displaying the structural features of radical
clocks and where almost no rearrangement occurs did not
resort to the dianion hypothesis to rationalize their
observations.


Switch from heterogeneous to homogeneous
conditions of electron transfer


In our opinion, the most important difference introduced
by using crown ethers with potassium is the switch from
heterogeneous to homogeneous conditions of electron
transfer. Potassium is only slightly soluble in THF,108


in entry 1 in Table 1 the electron transfer probably takes
place from the metal surface to the radical clock probe. In
contrast, the blue crown ether solution of potassium
(entries 4–7, Table 1) is homogeneous. The first electron
transfer probably takes place from the potassium anion to
the radical clock probe if one assumes that the unim-
portant concentration of solvated electron limits its parti-
cipation in the reaction despite its high reactivity. In the
experiments of Beckwith and Bunnett’s group performed
in NH3–tert-butyl alcohol, the situation is less clear.
These authors devoted a complete paragraph to describe
the environment in which the first electron transfer takes
place. Space is lacking to reproduce this paragraph fully,
but some sentences should be quoted. ‘When reaction is
conducted by adding pieces of alkali metals to a stirred
solution of the radical clock probe, we usually see little
streaks of blue trailing behind the pieces of metal as they
float about, but no more blue than that . . . Reaction does
not, however, occur uniquely at the metal surface, for we
obtained essentially the same results when the metal was
provided as a solution in ammonia as when pieces of
metals were added . . . If the medium were one of
uniform solvated electron and substrate concentration,
the four radical clock probes differing only by the
halogen (F, Cl, Br, I), should not give significantly
different product proportions, for the corresponding
radical would be formed in essentially the same
surroundings regardless of the halogen originally
present . . . We therefore judge that reaction occurred
during mixing in local conditions of strong concentration
gradients’.46 This quotation is highly relevant to our
results. Indeed, in ammonia, these authors can control a
parameter that we cannot directly control. They can use
either homogeneous or heterogeneous solutions of the
same metal. In THF we can not. Potassium is only
slightly soluble in THF and magnesium is insoluble in
this solvent.


Discarding the triad hypothesis for the
mechanism of Grignard reagent formation


It may come as a surprise that, for K, under homogeneous
conditions, more cyclization is observed than under
heterogeneous conditions (Table 1). In Scheme 6, this
means that the aryl radical is, overall, subjected to a less
reducing medium under homogeneous conditions. This
could appear even more striking if one remembers that,
under heterogeneous conditions, the reducing agent is the
potassium metal surface whereas, under homogeneous
conditions, the reducing agent is the potassium anion. It
could well be, however, that the concept of inverted
potential applies here; potassium anion could be a weaker
reducing agent than potassium because, when oxidized, it
leads to a cation whose configuration is very stable and
whose solvation is more energetic than that of potassium
metal.105 This surprise could lead one to give up the idea
that the crossroad of selectivity (where the cyclized:
uncyclized ratio sets up) is situated at the radical step
(cyclization versus reduction). One would then have to
conceive it at the radical anion step (cleavage versus
further reduction)85 or even sooner with the triad hypoth-
esis109 or with a direct insertion of the metal atom into the
carbon–halogen bond taking place.73,74 The triad hypoth-
esis does not apply for potassium because, when this
metal has given up one electron, it yields a diamagnetic
cation unable to couple with a radical. The very fact that
potassium and magnesium in the same solvent both yield
only small amounts of cyclized products when reacting
with the same radical clock probe, renders the triad
hypothesis obsolete in rationalizing the mechanism of
Grignard reagent formation. The section putting in per-
spective the selectivities observed for K and Mg with
those observed at a cathode will clarify the reasons why
homogeneous versus heterogeneous electron transfer
gives birth to so different selectivities.


Building bridges between the selectivities
observed with K or Mg metal and the
cathode surface


The surprise weakens if one considers what has been
reported in electrochemistry, where the switch from
heterogeneous to homogeneous electron transfer has
been studied in detail from both theoretical87,110–115


and applied116–118 points of view. It occurs fairly often
that, when at the cathode the first electron transfer
induces a cleavage of the substrate rapid enough to create
the fragments in the near vicinity of the cathode, if one of
the fragments is a better oxidizing agent than the
substrate it will be reduced so rapidly that its concentra-
tion will remain extremely low. Local conditions of a
strong concentration gradient exist in a critical zone near
the cathode.48,119 The advantage of electrochemistry is
that one can control experimentally several of the
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parameters important in this critical zone, whereas in
metal corrosion occuring in an organic solvent one
undergoes them. To reveal better the radical character
of the fragment formed from the radical anion, one has to
use an appropriate mediator (indirect electrolysis) which
will take one electron from the cathode and transport it to
the bulk where the substrate will accept it. The fragment
will, this time, be born far enough from the cathode to
undergo reactions other than reduction alone and be freed
of the concentration gradient present in the close vicinity
of the cathode. The situation has been clearly delineated
in terms of mapping of the reaction zones.120


Three specific examples in which radical clock probes
were studied at a cathode can help in answering the
following question: ‘when very fast radical clock probes,
used to study the metal–solution interface, yield very
small quantities, if any, of rearranged products, can we
draw the conclusion that the mechanism of the scruti-
nized reaction does not involve paramagnetic intermedi-
ates?’ The answer is definitely ‘No’.


The first example deals with the electrochemical
behaviour of 1-bromo-2-(3-butenyl)benzene (1Br) at a
platinum or mercury cathode in N,N-dimethylformamide
with tetra-n-butylammonium perchlorate as supporting
electrolyte in the presence or absence of proton or
hydrogen atom donor additives.51 After correction for
the carbanionic cyclization, the cyclized to uncyclized
ratios are 0.04 and 0.22 at mercury and platinum
cathodes, respectively, without mediator. The lower
cyclization ratio observed on mercury could arise
because radicals react with a mercury cathode.121,122 In
the presence of m-toluonitrile as electron mediator, the
ratio increased to 9 for both metals. This first example
clearly shows the drastic change introduced by the
heterogeneous–homogeneous electron transfer switch. It
also suggests that in the experiments of Beckwith and
Bunnett’s group the mixing zone is not far from the bulk
because the amounts of cyclization reported by this group
and Bartak’s group with a mediator are similar for the
same radical clock.


The second example deals with the electroreductive
dehalogenation of chlorinated aromatic ethers.123 This
work describes the heterogeneous electrochemical reduc-
tion of mono- and polychlorinated aromatic ethers at a
lead cathode in N,N-dimethylformamide. The first infor-
mation provided by this work is that, in the formed
radical anion the cleaved bond is always the carbon–
halogen bond, and the methoxy substituents remain in the
final product of electrolysis. This observation conflicts
with the dianion hypothesis for the Grignard formation of
aryl halides. From the set of results given in the Introduc-
tion, it would seem that, for the cleavage of ethers, most
of the experimental results are explained without resort-
ing to the participation of dianions. Why, then, should the
dianions be involved for the easier to cleave carbon–
halogen bond? This argument, is, however, not totally
compelling because one could pretend that the searchers


who examined the cleavage of aromatic ethers missed the
dianion hypothesis as the electrochemists involved in the
dissociative electron transfer possibly did. It adds to other
observations discussed in this paper to show that if the
dianion hypothesis could be validated its consequences
would spread far beyond the mechanism of Grignard
reagent formation. The second information comes from
the electrochemical behaviour of the radical clock pre-
cursor allyl 2-chlorophenyl ether. This substrate yields a
faster radical clock (k¼ 6.3� 109 s�1 at 30 �C)49 than 1-
bromo-2-(3-butenyl)benzene (1Br). Nevertheless, it re-
acts at different cathodes to give only traces or small
amounts (never more than 4% and often 1% or less) of the
expected cyclization product (Scheme 7). Instead, con-
siderable amounts of (Z)-enol ethers were obtained de-
pending on the electrodes and experimental conditions.
These enol ethers were attributed to the action of electro-
generated bases. On carbon electrodes for which the
small amounts of cyclized products appeared, the other
main product was the linear counterpart expected for
radical clocks (solvent acetonitrile). The experiments in
which only traces of cyclized products were observed
must be connected with Walter’s report.124 He studied
Grignard reagent formation with a similar radical clock
probe (iodo in place of chloro in the substrate).124 He,
too, did not observe any traces of cyclized product. It was
proposed that a possible complication with these ether
radical clocks was complexation of Mg2þ to the oxy-
gen.85 There is no Mg2þ in the electrochemical experi-
ments; the explanation for the unexpected behaviour of
this very rapid radical clock must be sought elsewhere. A
natural explanation, if the EED scheme were to be
validated, would be that the O-alkyl substituents being
electron donating, this radical clock probe would be an
excellent substrate for full application of the EED


scheme; the dianion intermediate would allow the aryl
radical to be bypassed. In any case, this connection
between the chemical and the electrochemical studies
clearly shows that the absence of an isomerized radical
clock in a study where electron transfer is studied at the
metal–liquid interface cannot be regarded as prima facie
evidence of aryl radical absence.


The third example is probably the most illustrative with
respect to this statement even if the dissociative electron
transfer that it describes involves an O—O bond rather
than a carbon–halogen bond. Workentin et al.133 studied
in depth the homogeneous and heterogeneous reductions
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of 9,10-diphenyl-9,10-epidioxyanthracene. The hetero-
geneous reduction at glassy carbon working electrodes
in acetonitrile or N,N-dimethylformamide yields the
corresponding 9,10-dihydroxyanthracene (97%) via the
distonic radical anion. In competition with this reaction, a
small amount (3%) of 9-phenoxy-10-phenylanthracene is
formed under heterogeneous conditions (Scheme 8).
Cyclic voltammetric studies show that the starting en-
doperoxide is the precursor of a very fast radical clock
(k> 5.9� 1010 s�1). This radical clock either undergoes
the O-neophyl-type rearrangement or undergoes more
rapidly a second electron transfer at the electrode. The
relative yields of 9,10-dihydroxyanthracene and 9-phe-
noxy-10-phenylanthracene establish that the second elec-
tron transfer is more rapid than the O-neophyl-type
rearrangement. The same substrate was submitted to
homogeneous electron transfer with a variety of media-
tors. With mediators of appropriate reduction potential
the O-neophyl rearrangement may be made quantitative.
Here again, despite the rapidity of the intramolecular
rearrangement in the radical clock, the heterogeneous
intermolecular electron transfer wins the competition.
Given the lability of the O—O bond, it seems difficult
to resort to the dianion hypothesis to explain the observed
results. A further beauty of this example is that the in-
depth electrochemical study provides access to the rate
constants of every elementary step involved in this
reaction.


These three examples hint that in the close vicinity of
the cathode, but also in the close vicinity of the metallic
surface of potassium or magnesium, there exists a thin
liquid layer displaying highly reducing properties whose
intensity decreases rapidly from the surface to the
bulk.47,48,125 This statement must be made clear to avoid
misunderstanding. The decrease in intensity corresponds
simply to a decrease in the probability of returning to the
metal surface as one continues to increase the distance
from this surface where the radical is created.


CONCLUSIONS


This paper draws attention to the special behaviour of
radical clock probes used to study electron transfer
reactions at the metal–liquid interface. The comparison
of two metals reacting with the same radical clock probe
and the use of crown ethers showed the difference
between homogeneous and heterogeneous electron trans-


fer. Concomitantly, a caveat to possible misuses of radical
clock probes in such situations naturally emerged. This is
important because these tools recently have been pro-
posed to study more generally the reactivity at metallic
surfaces.126 We have seen that the absence of an isomer-
ized radical clock in a study where electron transfer is
studied at the metal–liquid interface cannot be regarded
as prima facie evidence of aryl radical absence. On the
other hand, a long time ago, and because of the possibility
of carbanionic cyclization, Koppang et al. proposed ‘Like
the alkyl analogues, intramolecular cyclization of a 3-
butenylaryl intermediate cannot be regarded as prima
facie evidence of aryl radical intermediacy’.51


The very similar behaviour of potassium and magne-
sium towards the same aromatic radical clock under
conditions of heterogeneous electron transfer led us to
abandon the triad hypothesis that we had previously
proposed to account for the Grignard reagent formation
of aryl, cyclopropyl and vinyl halides.109


The starting incentive for this work was the question,
why is so much cyclized products observed in the
experiments of Beckwith and Bunnett’s group and so
little in ours when the same starting radical clock probe is
used? The answer mainly rests at the level of the solvent:
in ammonia the alkali metal is soluble whereas its
solubility in THF is very low. Magnesium is insoluble
both in ammonia and THF. We shall describe in an other
paper how this constraint can be avoided. Bickelhaupt
and co-workers were the first to demonstrate the involve-
ment of an aryl carbanion in Grignard reagent formation
from aryl halides. They rationalized the formation of
these carbanions by the primary formation of aryl radi-
cals rapidly reduced by magnesium(I).58 Then, both
Garst’s group and we confirmed the formation of these
carbanions; the structure of our radical clock probe
allowed us to show a clear difference between alkyl and
aryl halides in the Grignard reaction.30,52 From their
experimental results, Garst et al. deduced that there is
no aryl radical intermediate along the dominant reaction
channel leading to the aryl Grignard reagent. They
proposed that the carbanion was directly formed via an
aryl halide dianion. From the same experimental results
we proposed, in the same line as Bickelhaupt and co-
workers, that the carbanion was formed via the aryl
radical, the difference with alkyl halides being mainly
that the aryl radicals have a higher electron affinity than
alkyl radicals.30,55 The present paper emphasizes the
necessity to treat the reactive dissolution of metals in
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close connection with the progresses made in the
understanding of elementary steps occurring at an
electrode.119,120 Within such a perspective, the difference
between alkyl and aryl halides is not limited only to the
difference in the electron affinities of alkyl and aryl
radicals but involves also the difference in the reduction
potentials of the starting halides, the lifetimes of the
radical anions formed, their interaction or absence of
interaction with the metal surface and more refined
parameters such as diffusion coefficients of the species
involved.125 Qualitatively, one could summarize the si-
tuation by the following statement: when a given radical
probe reacts with a metallic surface, the leading para-
meters in the rearranged to unrearranged products ratio
seem to be the distance from the metallic surface at which
the first electron transfer takes place, the time that the
reactive species created by this electron transfer spend in
the close vicinity of this surface and the reduction
potential of these reactive species. This follows from
the gradient of reducing power, which rapidly decreases
from the surface to the bulk. More quantitative expres-
sions should follow from the application of electroche-
mical kinetics to the reactive dissolution of metals.
Concerning the question of whether one really needs to
introduce the participation of dianions to account for the
formation of Grignard starting from aryl, vinyl and some
cyclopropyl halides, we have provided some new argu-
ments which could back this possibility. We believe,
however, that electrochemical experiments and kinetic
treatment could explain the experimental results without
resorting to dianions. Work along these lines is in pro-
gress.


EXPERIMENTAL


Reactions with potassium


General considerations. THF (SDS, 99.7%) was
dried over sodium–benzophenone and distilled from
the purple solution prior to use. All glassware and


transfer needles were oven-dried at 100 �C. t-BuOH
(Fluka, >99%) was dried over K2CO3 and then distilled.
cis-Dicyclohexano-18-crown-6 (DCH18C6, Aldrich,


98%, mixture of syn-cis and anti-cis isomers) was used
as received. Teflon-coated stir bars were used. Potassium
lumps were first wiped, weighed in a beaker containing
xylenes and wiped again. In some experiments, potas-
sium was moreover extensively washed by stirring in a
flask containing dry THF. Gas chromatographic (GC)
analyses were performed on a Fisons GC 8000 instrument
using a BPX5 capillary column (SGE, 25 m� 0.22 mm
i.d.) with helium as carrier gas and a flame ionization
detector. The following temperature programme was
used: injector, 280 �C; detector, 250 �C; 80 �C (0 min)
to 250 �C (5 min) at 5 �C min�1. Peak area integrations
were performed by electronic integrations on a Spectra-
Physics integrator.


1-Bromo-2-(3-butenyl)benzene (1Br),52 an authentic
sample of 3-butenylbenzene (2)52 and 1-methylindane
(3)52,127 were prepared as described in the literature. We
repeated the reaction of 1Br with potassium in liquid
ammonia and isolated 1,2-bis(1-indanyl)ethane (4) as a
mixture of diastereomers.46 An authentic sample of (2E)-
2-butenylbenzene (7)128 was prepared from the reaction
of phenylmagnesium bromide with 1-chloro-2-butene in
refluxing THF. Similarly, (1E)-1-butenylbenzene (9)128


was prepared from reaction of methylmagnesium iodide
with cinnamyl bromide. Butylbenzene (10) and tetralin
(5) were commercially available.


Relative yields 2:3 and conversions were estimated
from GC analysis assuming that the starting bromide and
products have similar response factors.129 The conversion
was calculated from the yield of identified products
relative to the starting bromide 1Br. Each experiment
was at least duplicated. The conversion can vary but the
2:3 ratios remain similar. We limited the reaction times to
prevent the possible formation of by-products which
could arise from the basic medium (Table 1).


Products 2 and 3 were identified by GC–MS analysis
(70 eV) and co-injection of authentic samples.


We found minor by-products 5–10. The reduction of
a double bond leads to 6 and 10; 7–9 result from
migration of the double bond. Compounds 5, 7, 9
and 10 were identified from GC–MS analysis and


co-injection of authentic samples. GC–MS analysis
suggests the presence of 8 and 6130 but we did not
prepare authentic samples. Products 5–10 were found
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in the range 0–15% relative to 2 and 3. In some
experiments, with the crown DCH18C6, we observed
small amounts of compounds which could result from
cleavage of the crown ether in agreement with com-
parable results in the literature.131 In only two experi-
ments did we find traces (�1%) of products which
could correspond to 4.


Reaction of bromide 1Br at room temperature. In
a Schlenk tube equipped with a magnetic bar and
degassed by three vacuum–nitrogen cycles, THF was
introduced by syringe (2 ml). Potassium lumps (0.024 g,
0.614 mmol) were added under a flow of nitrogen. Po-
tassium is not soluble in THF. The Schlenk tube was
swept with nitrogen for a few minutes and 1Br (0.041 g,
0.194 mmol) was added by microsyringe. After 4 h of
stirring at room temperature, water was slowly added
until complete decomposition of potassium. After dilu-
tion with diethyl ether, the mixture was dried (MgSO4)
and filtered.


Reaction with t-BuOH at room temperature. In a
Schlenk tube equipped with a magnetic bar and
degassed by three vacuum–nitrogen cycles, THF was
introduced by syringe (3 ml). Potassium lumps (0.041 g,
1.048 mmol) were introduced under a flow of nitrogen.
The Schlenk tube was swept with nitrogen for a few
minutes. Then t-BuOH (180 ml, 1.918 mmol) and 1Br
(0.059 g, 0.279 mmol) were successively added by micro-
syringe. After 21 h of stirring at room temperature, work-
up was performed as described below. Only small amount
of potassium remained before work-up, probably because
of alkoxide formation.


Reaction at low temperature. After introduction of
THF (2 ml), potassium lumps (0.026 g, 0.665 mmol) and
1Br (0.043 g, 0.204 mmol) as described below, the reac-
tion mixture was immediately cooled in a bath kept at
�80 to �90 �C and stirred for 5 h. Work-up was
performed as described below.


Reaction with crown ether at room tempera-
ture. In each experiment involving crown ether
DCH18C6, dark blue solutions were obtained and it
was difficult to see if potassium was totally dissolved
before the addition of 1Br. Indeed, in some cases, a
small amount of metallic potassium was present before
work-up.


A Schlenk tube equipped with a magnetic bar and
containing DCH18C6 (0.374 g, 1.00 mmol) was degassed
by three vacuum–nitrogen cycles. Then DCH18C6 was
dissolved in THF added by syringe (2 ml). Potassium
lumps (0.023 g, 0.588 mmol) were introduced under a
flow of nitrogen. With stirring, potassium started to
dissolve and a dark blue colour developed. After
20 min, 1Br (0.042 g, 0.199 mmol) was added by micro-


syringe. Then the mixture was stirred for 1 min before the
usual work-up.


Reaction with crown ether and t-BuOH at room
temperature. A Schlenk tube equipped with a mag-
netic bar and containing crown ether DCH18C6 (0.373 g,
1.00 mmol) was degassed by three vacuum–nitrogen
cycles. Then DCH18C6 was dissolved in THF added by
syringe (2 ml). Potassium lumps (0.024 g, 0.614 mmol)
were introduced under a flow of nitrogen. With stirring,
potassium started to dissolve and a dark blue colour
developed. After 20 min, a mixture of 1Br (0.042 g,
0.199 mmol) and t-BuOH (38ml, 0.405 mmol) was added
by microsyringe. The mixture was stirred for 1.5 min
before the usual work-up.


Reaction with crown ether at low temperature.
After introduction of the crown ether DCH18C6 (0.368 g,
0.988 mmol), THF (2 ml) and potassium lumps (0.023 g,
0.588 mmol) as described below, a dark blue colour
developed. Then the reaction mixture was cooled in a
bath kept at �80 to �90 �C for 15 min and 1Br (0.040 g,
0.189 mmol) was added by syringe. The reaction mixture
was stirred for 2 h before work-up.


Reaction with crown ether and t-BuOH at low
temperature. After introduction of DCH18C6
(0.374 g, 1.00 mmol), THF (2 ml) and potassium
(0.023 g, 0.588 mmol) as described below, a dark blue
colour developed. After stirring for 13 min at room
temperature, the reaction mixture was cooled in a bath
kept at �80 to �90 �C for 15 min. Then a solution of 1Br
(0.042 g, 0.199 mmol) and t-BuOH (36ml, 0.384 mmol)
in THF (0.2 ml) was added by microsyringe. The reaction
mixture was stirred for 13 min. before work-up.


Reactions with magnesium


General considerations. THF (SDS, 99.7%) and
diethyl ether (DEE, SDS, 99.7%) were dried over
sodium–benzophenone and distilled from purple solu-
tions prior to use. 2-Butanol was dried over K2CO3


and then distilled. Xylenes (mixture of isomers)
were distilled from sodium–benzophenone ketyl. All
glassware and transfer needles were oven-dried at
100 �C. 18-Crown-6 (18C6, Aldrich, 99%), 1,2-dibro-
moethane (Acros, 99%) and bromobenzene (Aldrich,
99%) were used as received. Magnesium turnings
(99.98%) were purchased from Aldrich. Teflon-coated
stir bars were used. Authentic samples of benzene and
biphenyl were commercially available. GC analyses were
performed on a Fisons GC 8000 instrument using a BPX5
capillary column (SGE, 25 m� 0.22 mm i.d.) with he-
lium as carrier gas and a flame ionization detector. The
following temperature programme was used with 1Br:
injector, 280 �C; detector, 250 �C; 80 �C (0 min) to 250 �C
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(5 min) at 5 �C min�1. The following temperature pro-
gramme was used with bromobenzene: injector, 280 �C;
detector, 250 �C; 50 �C (10 min) to 160 �C (0 min) at
5 �C min�1 and then to 250 �C (5 min) at 10 �C min�1.
Peak area integrations were performed by electronic
integrations on a Spectra-Physics integrator and, if ne-
cessary, corrected using the ECN concept number.129


Grignard reagents were titrated by Watson and Eastham’s
method.132 At the end of the reaction, a solution of o-
phenanthroline (�1 mg) in THF or DEE (�1 ml) was
added by syringe. If the Grignard reagent is present, a
purple or red colour develops. The mixture was then
titrated to the end-point with a solution of 2-butanol in
xylenes (0.5 M or 4 M) and analysed by GC. We checked
that the presence of crown ether 18C6 does not interfere
with the quantitative titration of the Grignard reagent.
Each experiment was at least duplicated.


Reaction of bromide 1Br with magnesium. Mag-
nesium (0.081 g, 3.333 mmol) was introduced into a
Schlenk tube equipped with a magnetic bar. The Schlenk
tube was successively degassed by three vacuum–nitro-
gen cycles, flamed under a flow of nitrogen and degassed
again. A flask (10 ml) was flushed with nitrogen for
10 min. Then, 1Br (0.151 g, 0.715 mmol), solvent (THF
or diethyl ether, 5 ml) and 1,2-dibromoethane (25ml,
0.289 mmol) were added by syringe to the flask. The
solution obtained was transferred via a canula to the
Schlenk tube. After 2 h 5 min of stirring at room tem-
perature, the Grignard reagent was titrated. After dilution
with diethyl ether, the reaction mixture was successively
washed with 10% ammonium chloride and water, then
dried (MgSO4) and filtered.


Reaction of bromide 1Br with magnesium and
crown ether. Magnesium (0.032 g, 1.317 mmol) was
introduced into a Schlenk tube equipped with a magnetic
bar. The Schlenk tube was successively degassed by three
vacuum–nitrogen cycles, flamed under a flow of nitrogen
and degassed again. A flask (10 ml) containing the crown
ether 18C6 (0.1–4.9 equiv.) was flushed with nitrogen for
10 min. Then, solvent (THF or diethyl ether, 2 ml), 1Br
(0.063 g, 0.298 mmol, 1 equiv.) and 1,2-dibromoethane
(10ml, 0.116 mmol) were added by syringe to the flask.
The solution obtained was transferred via a canula to the
Schlenk tube. After the allocated time of stirring at room
temperature, the Grignard reagent was titrated. After
dilution with diethyl ether, the reaction mixture was
successively washed with 10% ammonium chloride and
water, then dried (MgSO4) and filtered.


Reaction of bromobenzene with magnesium.
Magnesium (0.485 g, 19.96 mmol) was introduced into
a Schlenk tube equipped with a magnetic bar. The
Schlenk tube was successively degassed by three


vacuum–nitrogen cycles, flamed under a flow of nitrogen
and degassed again. A flask (10 ml) was flushed with
nitrogen for 10 min. Then, bromobenzene (0.5 ml,
4.748 mmol) and solvent (THF or diethyl ether, 5 ml)
were added by syringe in the flask. The solution obtained
was transferred via a canula to the Schlenk tube. After the
allocated time of stirring at room temperature, the
Grignard reagent was titrated. After dilution with diethyl
ether, the reaction mixture was successively washed with
10% ammonium chloride and water, then dried (MgSO4)
and filtered.


Reaction of bromobenzene with magnesium and
crown ether (0.1 equiv.). Magnesium (0.486 g,
20.00 mmol) was introduced into a Schlenk tube
equipped with a magnetic bar. The Schlenk tube was
successively degassed by three vacuum–nitrogen cy-
cles, flamed under a flow of nitrogen and degassed
again. A flask (10 ml) containing crown ether 18C6
(0.126 g, 0.477 mmol) was flushed with nitrogen for
10 min. Then, solvent (THF or diethyl ether, 5 ml) and
bromobenzene (0.5 ml, 4.748 mmol) were added by
syringe to the flask. The solution obtained was trans-
ferred via a canula to the Schlenk tube. After the
allocated time of stirring at room temperature, the
Grignard reagent was titrated. After dilution with
diethyl ether, the reaction mixture was successively
washed with 10% ammonium chloride and water, then
dried (MgSO4) and filtered.


Reaction of bromobenzene with magnesium and
crownether (1equiv.). Magnesium (0.10 g, 4.115 mmol)
was introduced into a Schlenk tube equipped with a
magnetic bar. The Schlenk tube was successively de-
gassed by three vacuum–nitrogen cycles, flamed under a
flow of nitrogen and degassed again. A flask (10 ml)
containing the crown ether 18C6 (0.269 g, 1.018 mmol)
was flushed with nitrogen for 10 min. Then, solvent
(THF or diethyl ether, 1 ml) and bromobenzene (0.1 ml,
0.950 mmol) were added by syringe to the flask. The
solution obtained was transferred via a canula to the
Schlenk tube. After the allocated time of stirring at room
temperature, the Grignard reagent was titrated. After
dilution with diethyl ether, the reaction mixture was
successively washed with 10% ammonium chloride and
water, then dried (MgSO4) and filtered.
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34. Garst JF, Ungváry F. In Grignard Reagents: New Developments,


Richey HGJ (ed). Wiley: Chichester, 2000; 185–276.
35. Walborsky HM, Aronoff MS. J. Organomet. Chem. 1965; 4:


418–420.
36. Mann CK, Webb JL, Walborsky HM. Tetrahedron Lett. 1966:


2249–2255.
37. Walborsky HM, Pierce JB. J. Org. Chem. 1968; 33: 4102–4105.
38. Walborsky HM, Johnson FP, Pierce JB. J. Am. Chem. Soc. 1968;


90: 5222–5225.
39. Walborsky HM, Aronoff MS, Schulman MF. J. Org. Chem.


1971; 36: 1036–1040.
40. Walborsky HM, Aronoff MS. J. Organomet. Chem. 1973; 51:


55–75.
41. Walborsky HM, Banks RB. Bull. Soc. Chim. Belg. 1980; 89:


849–868.


42. Walborsky HM, Powers EJ. Isr. J. Chem. 1981; 21: 210–220.
43. Walborsky HM, Murari MP. Can. J. Chem. 1984; 62:


2464–2470.
44. Walborsky HM, Ollman J, Hamdouchi C, Topolski M.


Tetrahedron Lett. 1992; 33: 761–764.
45. Walborsky HM. Acc. Chem. Res. 1990; 23: 286–293.
46. Meijs GF, Bunnett JF, Beckwith ALJ. J. Am. Chem. Soc. 1986;


108: 4899–4904.
47. Andrieux CP, Saveant JM. J. Phys. Chem. 1993; 97:


10879–10888.
48. Andrieux CP, Saveant JM. J. Am. Chem. Soc. 1993; 115:


8044–8049.
49. Johnston LJ, Lusztyk J, Wayner DDM, Abeywickreyma AN,


Beckwith ALJ, Scaiano JC, Ingold KU. J. Am. Chem. Soc. 1985;
107: 4594–4596.


50. Abeywickrema AN, Beckwith ALJ. J. Chem. Soc., Chem.
Commun. 1986; 464–465.


51. Koppang MD, Ross GA, Woolsey NF, Bartak DE. J. Am. Chem.
Soc. 1986; 108: 1441–1447.


52. Garst JF, Boone JR, Webb L, Lawrence KE, Baxter JT, Ungváry
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ABSTRACT: The stereoselectivity of a series of 1-aryl-1,2-epoxycyclohexanes substituted on the phenyl group was
determined in acid methanolysis in the condensed phase (0.2 N H2SO4–MeOH) and in the reaction with MeOH in
the gas phase under catalysis by a gaseous Brønsted acid (D3


þ). The results obtained show the presence of a
clear Hammett-type dependence of the syn/anti adduct ratio on the Brown �þ of the substituent on the phenyl
group, thus confirming the validity of the ion–dipole pair mechanism in order to rationalize the stereochemical
behavior of 2-aryloxiranes in opening reactions under acidic conditions. Only in the cases of the p-OMe- and p-NO2-
substituted epoxides, does an SN1 and an SN2 process, respectively, appear to be involved. Copyright # 2004 John
Wiley & Sons, Ltd.
Supplementary electronic material for this paper is available in Wiley Interscience at http://www.interscience.
wiley.com/jpages/0894-3230/suppmat/


KEYWORDS: 2-aryloxiranes; opening reactions; reaction mechanism; gas phase; radiolytic method


INTRODUCTION


The mechanism of the ring opening of 2-aryloxiranes,
and the related regio- and stereoselectivity, have been
exstensively investigated in recent years by our group in
Pisa and by Jerina and Whalen’s groups in Bethesda and
Baltimore. In particular, two different 2-aryloxirane sys-
tems have been examined: the semi-rigid epoxides 1a–j
and their conformationally constrained analogues 2 and
3b,d,h derived from 1-arylcyclohexene (S1 oxirane
system) (Pisa group)1,2 and the semi-rigid 4a and the
rigid benzo-condensed epoxides 5a and 6a derived
from 3,4-dihydronaphthalene (epoxide 4a) and trans-
1,2,3,4,4a,10a-hexahydrophenanthrene (epoxides 5a and
6a) (S2 oxirane system) (Bethesda and Baltimore
groups).3


On the basis of the Hammett-type linear correlation
between the Brown �þ of the substituent on the phenyl
group and the syn/anti adduct ratio obtained in the acid
hydrolysis (0.2 N H2SO4) of epoxides 1a–j,1 a general
mechanism was proposed by our group in order to
rationalize the stereochemical behavior of these epoxides


in opening reactions under acidic conditions (mechanism
A, Scheme 1).1,2 The proposed rationalization is based on
the incursion, after protonation of the oxirane oxygen of
the epoxide reacting in its conformation 10 (structure 7,
Scheme 1) (conformation 10 allows a favorable axial
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opening of the oxirane ring. Evidence for the preferential
reactivity of epoxides 1 through conformation 10 has
previously been obtained by examination and comparison
of the chemical behavior of semi-rigid epoxide 1d and the
corresponding conformationally constrained epoxides 2d
and 3d4), of discrete (not free) intermediate carbocationic
species (ion–dipole pairs) with different levels of positive
charge at the benzylic oxirane carbon: the intramolecular
intimate ion–dipole pair 8, in which there is an extended
benzylic C—O bond, and the more carbocationic nu-
cleophile-separated ion–dipole pair 9. Nucleophilic at-
tack on 8 can occur only from the back side, because the
benzylic C—O bond is not broken (route a), affording
only the anti adduct (the trans diol 10 in the acid
hydrolysis), whereas nucleophilic attack on 9 would
preferentially occur by the internal nucleophile with
retention of the configuration to afford the syn adduct
(the cis diol 11 in the hydrolysis) (route b, Scheme 1). In
this rationalization, the syn stereoselectivity of the open-
ing process derives exclusively from the competition
between the two alternative processes: direct attack of
the nucleophile on 8, which leads to the anti adduct, and/
or conversion of 8 into 9, which leads to the syn adduct
[the attack of the nucleophile internal to the ion–dipole
pair 9 looks so entropically favored that an attack on
species 9 by an external nucleophile, which would lead to
the anti adduct (route c, Scheme 1), can reasonably be
excluded]. As a consequence, any factor, such as the
ability of the substituent on the aromatic ring to stabilize
a benzylic carbocationic center, favoring the isomeriza-
tion process of 8 to 9, will determine an increase in the
syn/anti ratio (mechanism A, Scheme 1).1,2


Related studies originally carried out by the Bethesda
and Baltimore groups on the opening reactions (acid
hydrolysis) of the benzo-condensed epoxides 4–6a led
the authors to rationalize the stereoselectivity obtained
with these epoxides by admitting the incursion of corre-
sponding fully developed benzylic carbocations, then
attacked by the nucleophile (water) in a preferential
pseudo-axial fashion.3


The same authors then tried to apply the mechanism
proposed for epoxides 4–6a also to the results from
epoxides 1a–j, which had been the object of our pre-
viously described original rationalization. In this frame-
work, the semi-rigid epoxides 1a–j open in an axial
fashion through conformation 10 to give the fully devel-
oped benzylic carbocation 14 (mechanism B, Scheme 2).
Nucleophilic attack on 14 can occur only through the
preferential pseudo-axial pathway to give the anti adduct
(the trans diol 10, route d). However, if the aryl sub-
stituent is sufficiently capable of stabilizing the benzylic
carbocationic species, the initially formed carbocation 14
(axial OH) can isomerize to the more stable carbocation
15 (equatorial OH). Nucleophilic attack on 15 can occur
also in this case only in a pseudo-axial fashion, to give the
syn adduct (the cis diol 11, route e). As a consequence,
the syn stereoselectivity is practically linked to the pre-
sence of 15 in the 14Ð 15 conformational equilibrium,
with the nucleophile entering, in any case, through a
pseudo-axial pathway.3a


Further studies carried out in Pisa on the hydrolysis and
methanolysis, both in the condensed2,5a–c and in the gas
phase5d,e,6a (in the gas phase, the opening reaction with


Scheme 1


Scheme 2
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MeOH under acidic conditions was carried out only on
epoxides 4–6a,b) of the conformationally restricted ep-
oxides 2b,d,h and 3b,d,h, the 4-tert-butyl derivatives of
epoxides 1b,d,h (S1 oxirane system)2 and epoxides 4–6a
and their 1- and 9-methyl derivatives 4–6b (S2 oxirane
system)5,6 substituted on the aromatic ring with an
electron-donating or electron-withdrawing group5a,c,e,6a


definitely ruled out mechanism B as a useful rationaliza-
tion in order to explain the stereoselectivity of the open-
ing process under acid conditions of these 2-aryloxiranes
(S1 and S2 system). At the same time, mechanism A
appeared to be the only rationalization able to explain all
the results so far obtained by both the S1 and S2 oxirane
systems.5e,6a As a consequence, we considered the ques-
tion definitely solved.


Recently, Whalen’s group (Baltimore) found a mistake
in our original study on the Hammett-type dependence of
the hydrolysis of semi-rigid epoxides 1a–j.7 In particular,
the result obtained by us in the case of the p-OMe
derivative 1a after 24 h in 0.2 N H2SO4 (95.3% cis diol
and 4.7% trans diol, heterogeneous conditions)1 was
found not to be the result of the opening process but
actually the result of an equilibration of the initially
formed less stable trans diol 10a into the more stable
cis diol 11a.7 As a consequence, the acid hydrolysis
reaction of epoxide 1a is far less syn stereoselective
(cis diol 11a:trans diol 10a ratio¼ 74:26) than we ori-
ginally erroneously thought.1 The consequence is that the
new, correct result from the p-OMe derivative 1a does not
fit any more, particularly as regards the Hammett-type
relationship, with the results obtained with the other
semi-rigid epoxides of type 1 (we are indebted to Wha-
len’s group for their appropriate re-checking; evidently at
that time, the stability of the cis and trans diols 11a and
10a in the reaction conditions was not appropriately and
accurately checked).


This observation led Whalen’s group to state that, at
least in the series made up by epoxides 1a (p-OMe), 1b
(p-Me) and 1d (p-H derivative), ‘ . . . the cis/trans diol
ratio from the acid-catalyzed hydrolysis . . . does not
depend systematically on the electron-donating ability
of the para-substituent’ and to re-propose mechanism B
as an appropriate rationalization of the results.7 As for
epoxide 1j (p-NO2 derivative) and other phenylcyclohex-
ene oxides with electron-withdrawing groups on the
phenyl ring, the same authors state that ‘ . . . they must
react at least partially by a mechanism different than that
by which 1a,b,d react’.7


Once again, in spite of all the evidence collected in the
past, the dependence of the syn/anti adduct ratio on the
electronic properties of the substituent on the aromatic
ring and, in general, the validity of mechanism A are
questioned and, correspondingly, mechanism B re-pro-
posed. Moreover, the impression is that, now, there is
some confusion about the way in which epoxides 1a–j
react, to the point that each epoxide is thought to react
almost independently of the others.


Since we were still convinced of the more general
validity of mechanism A, we thought it necessary to re-
examine the stereoselectivity of the opening reactions of
epoxides 1a–j under acidic conditions, making use of
MeOH as the nucleophile. MeOH was chosen because
the reaction of 2-aryloxiranes with this nucleophile in the
condensed phase (acid methanolysis, H2SO4–MeOH) is
commonly a fast reaction which goes to completion in a
few seconds (or minutes, at most), making it possible to
reduce the possible incursion of isomerization processes
of the primary reaction products. Moreover, the opening
reaction with MeOH may be easily and advantageously
repeated also in the gas phase, making a correlation
possible between the results obtained in these two very
different operating conditions, the condensed and the gas
phase; this correlation could turn out to be useful in order
to understand the real behavior of these oxirane systems.
In fact, while the condensed phase is characterized by the
presence of a large amount of the nucleophile (MeOH),
used also as the solvent of the reaction and, as a
consequence, it is influenced by its strong solvating
effect, in the gas phase the nucleophile (MeOH) is present
only in a small amount (3 equiv.) in an inert bulk gas (D2),
in the presence of a gaseous Brønsted acid (D3


þ), to the
point that the oxirane opening process proceeds without
any interfering effect by the polar nucleophile. Under
these conditions, the reacting system made up of the
oxirane, the acid (devoid of the counterion) and the
nucleophile behaves like a practically isolated, non-
solvated system, particularly suitable for studies of the
reaction mechanism involved in the opening process.8


RESULTS


The reference compounds, the hydroxy ethers (HEs) 12–
13a–i were prepared by acid methanolysis (0.2 N H2SO4


in anhydrous MeOH) of the corresponding epoxide to
give a mixture of the corresponding HEs, which were
separated by preparative TLC. HEs 12–13j were prepared
as described previously.9


The exact regiochemistry of HEs 12–13a–j was easily
determined by simple considerations based on the regios-
electivity commonly observed in the acid ring opening of
these systems with a nucleophilic attack on the benzylic
carbon. As for the stereochemistry inside each pair of
HEs, the relative configuration was appropriately as-
signed by examination of the signal of proton Ha in the
1H NMR spectra of these compounds, on the reasonable
assumption that the aryl group occupies preferentially an
equatorial position. In the cis stereoisomers 12, Ha


exhibits larger coupling constants or/and larger W1/2


values than in the corresponding trans diastereoisomers
13 in accordance with its axial or equatorial nature,
respectively (Scheme 3 and Experimental section).10


Epoxides 1a–j were subjected to ring-opening reac-
tions with MeOH both in the condensed and in the gas


METHANOLYSIS OF 1-ARYL-1,2-EPOXYCYCLOHEXANES 323


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2005; 18: 321–328







phase. The results obtained are shown in Tables 1 and 2.
The reaction time utilized in the condensed phase was
particularly short (10–60 s, Table 1) in order to avoid any
possibility of isomerization under the reaction conditions.
However, appropriate control experiments aimed to eval-
uate the stability of the primary reaction products, the
HEs cis 13 and trans 12, showed that they are stable
under the reaction conditions used. Only the cis p-OMe
derivative (HE 13a) turned out to isomerize partly, and
after 1 min of contact with the methanolysis solution
(0.2 N H2SO4–MeOH) a modest, even if significant,
amount (4%) of epimerization took place. Control ex-
periments carried out also for the gas-phase operating
conditions showed that addition products were comple-
tely stable under these conditions. As a consequence, the


cis/trans ratio measured corresponds exactly to the
stereoselectivity of the reaction, and is not the result of
a subsequent epimerization process.


DISCUSSION


The results obtained in the acid methanolysis of the p-
Me, p-F, p-H, m-OMe, p-Cl, p-Br, m-F and m-Cl deriva-
tives (epoxides 1b–i) in both the condensed- and gas-
phase operating conditions indicate that there is a clear
dependence of the syn stereoselectivity of the opening
process on the nature and the electronic properties, that is,
on the electron-donating ability of the substituent on the
aromatic ring. The highest and lowest levels of syn
stereoselectivity are obtained in the case of the p-Me
and m-Cl derivatives (epoxides 1b and 1i), respectively,
and a satisfactory Hammett-type linear correlation was
found between the diastereoselectivity of the reaction
(syn/anti adduct ratio) and the Brown �þ constants of the
substituent on the phenyl group, in accordance with Eqn
(1) (Table 3). The �syn� �anti value obtained, together
with the corresponding correlation coefficient (r) and
standard deviation (s) are summarized in Table 3 and
plotted in Figure 1.


The only exception is given by the p-OMe and p-NO2


derivatives (epoxides 1a and 1j), which afford in both the
condensed and gas phase corresponding stereochemical
results which do not fit the results obtained with the other
epoxides as regards the Hammett-type linear correlation:
epoxide 1a affords a 61:39 (condensed phase) and
63.9:36.1 (gas phase) syn adduct/anti adduct ratio,
whereas epoxide 1j gives a completely (>99% anti
adduct) and a practically complete anti stereoselective
result in the condensed and gas phases (anti adduct:syn
adduct¼ 98.2:1.8), respectively.


Scheme 3


Table 1. Distribution of products in the methanolysis (0.2 N H2SO4–MeOH, condensed phase) of epoxides 1a–j


Product distribution (%)


syn adduct anti adduct


Entry 1 epoxide Reaction time (s) 13 12


1 1a, R¼ p-OMe 10 61.0 39.0
2 1b, R¼ p-Mea 10 61.2 38.8
3 1c, R¼ p-F 30 41.9 58.1
4 1d, R¼Ha 10 38.1 61.9
5 1e, R¼m-OMe 30 31.2 68.8
6 1f, R¼ p-Cl 30 28.3 71.7
7 1g, R¼ p-Br 30 26.6 73.4
8 1h, R¼m-F 30 13.2 86.8
9 1i, R¼m-Cla,b 30 12.2 87.8


10 1j, R¼ p-NO2
b 60 <1 >99


a Ref. 2.
b Ref. 9.
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The results obtained with epoxides 1b–i appear to be
nicely consistent with our rationalization (mechanism A),
reported in Scheme 1, in which the syn/anti stereoselec-
tivity depends on the equilibrium between the two alter-
native pathways (routes a and b, Scheme 1) involving the
two carbocationic-like species 8 and 9, modulated by the
aryl substituent, as discussed above. An increased elec-
tron-donating ability of the aryl substituent favors the
isomerization of 8 to 9 with the consequent formation of
increased amounts of syn adduct.


In principle, the results obtained in the acid methano-
lysis of epoxides 1b–i are compatible also with mechan-
ism B. However, this mechanism appears to be less
appropriate to rationalize the results on the basis of
previous unequivocal evidences obtained with the con-
formationally constrained epoxides 2–3b,c,h.2 Moreover,
mechanism B, which implies a preferential pseudo-
axial attack of the nucleophile on a fully developed


Table 2. Distribution of products in the gas-phase acid-induced ring opening with MeOH of epoxides 1a–j


Gas-phase system composition (Torr)a Product distributionb


syn adduct anti adduct


13 12


Total absolute yield
Entry 1 epoxide Bulk gasc MeOH G % G % (%)d


1 1a, R¼ p-OMe (0.98) D2 (760) (3.12) 0.69 63.9 0.39 36.1 36
2 1b, R¼ p-Me (1.09) D2 (760) (3.14) 1.10 96.5 0.04 3.5 38
3 1c, R¼ p-F (0.99) D2 (760) (3.02) 0.96 94.1 0.06 5.9 34
4 1d, R¼H (1.03) D2 (760) (3.10) 0.95 93.1 0.07 6.9 34
5 1e, R¼m-OMe (1.12) D2 (760) (3.06) 0.80 92.0 0.07 8.0 29
6 1f, R¼ p-Cl (1.07) D2 (760) (3.12) 0.77 91.7 0.07 8.3 28
7 1g, R¼ p-Br (1.04) D2 (760) (3.08) 0.82 91.1 0.08 8.9 30
8 1h, R¼m-F (1.04) D2 (760) (3.10) 0.68 87.2 0.10 12.8 26
9 1i, R¼m-Cle (1.10) D2 (760) (3.26) 0.80 86.0 0.13 14.0 31


10 1j, R¼ p-NO2
e (1.07) D2 (760) (3.12) 0.01 1.8 0.56 98.2 19


a O2: 4 Torr (1 Torr¼ 133.3 Pa), radiation dose 1.5� 104 Gy (dose rate 1� 104 Gy h�1).
b G values expressed as the number of molecules produced per 100 eV absorbed energy.
c 3 Torr of NMe3 added to the gaseous mixture.
d Total absolute yields (%) estimated from the percentage ratio of the combined G(M) values of products and the literature G(GAþ) values.11


e See ref. 9.


Table 3. �syn� �anti values obtained in the acid methanolysis (condensed phase) and in the gas-phase acid-induced ring
opening with MeOH of epoxides 1b–i


Log
½S� ½A��
½A� ½S��


� �
¼ �syn � �anti


� �
�þ ð1Þ


Epoxide Reagents and reaction conditionsa �syn� �anti Correlation coefficient (r) Standard deviation (s)


1b–i MeOH–H2SO4 �1.51 0.996 0.026
1b–i MeOH–GAþ �0.96 0.994 0.021


a MeOH–H2SO4, condensed-phase operating conditions (methanolysis); MeOH–GAþ, gas-phase operating conditions.


Figure 1. Hammett–Brown �þ for the acid-catalyzed ring
opening of epoxides 1b–i with MeOH in the condensed
phase (^) and in the gas phase (�)
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carbocation, would not be able to rationalize why the p-
OMe derivative (epoxide 1a) affords syn stereoselectivity
(61 and 63.9%) similar to or decidedly lower than that of
the p-Me derivative (epoxide 1b) both in the condensed
and in the gas phase (61.2 and 96.5%), respectively.


In the framework of mechanism A, also the behavior of
the p-OMe- and p-NO2-substituted epoxides 1a and 1j,
apparently difficult to rationalize, can be simply and
easily explained as the result of an extremization of the
mechanism itself, due to the particular nature of the
substituent on the phenyl group. In the case of the p-
OMe derivative 1a, the strong conjugative electron-do-
nating ability of the methoxy group, together with the
associated stabilizing effect on a benzylic carbocation,
determines the incursion of an SN1-type mechanism with
the formation of a completely developed carbocationic
species such as 16 (Scheme 4). Subsequent nucleophilic
attack by the nucleophile (MeOH) can reasonably occur,
almost indifferently, on both the diastereotopic faces
(routes d and e, Scheme 4), to give the unstereoselective
results observed both in the condensed and in the gas
phase [syn adduct (HE 13):anti adduct (HE 12)
ratio¼ 61:39 and 64:36, respectively]. The only slight
preference for the syn adduct (route e) could be simply
the consequence of a directing effect of the OH group
through a hydrogen bond with the nucleophile, as shown
in structure 16 (Scheme 4). (In our opinion, obtaining, in
the case of epoxides 1a and 1j, almost the same stereo-
selectivity in the condensed and in gas phase gives
confirmation of the incursion of the same mechanism,
an SN1 process in the case of 1a and an SN2 process in the
case of 1j, under both operating reaction conditions.)


On its own, in epoxide 1j, the strong electron-with-
drawing effect of the p-NO2 substituent group and the
associated destabilizing effect on a developing benzylic


carbocation do not allow any partitioning between the
two carbocationic species 8 and 9 (mechanism A,
Schemes 1 and 4). As a consequence, in this case only
the less carbocationic species 8 can be formed and
subsequently nucleophilically attacked by the MeOH
necessarily in an anti fashion, because the benzylic
oxirane C—O bond is not broken, to give the completely
(condensed phase) or almost completely (gas phase) anti
stereoselective result observed in both the reaction con-
ditions, through a typical SN2 or borderline-SN2 mechan-
ism (route a, Scheme 4). In this way, a completely anti
stereoselective result is obtained (see the comment at the
end of the previous paragraph).


As a consequence of the extremization of mechanism
A, as observed in the cases of the p-OMe (completely
SN1) and p-NO2 derivatives (completely SN2), the results
obtained with these epoxides cannot fit the results ob-
tained with the other substrates in which, on the contrary,
there is a constant partitioning of the reaction pathways
between the two intermediate species 8 and 9, appro-
priately modulated by the electronic properties of the
substituent on the aromatic ring.


The results obtained in the gas phase constitute another
example of the particular behavior of epoxides 1a–j in
acid-catalyzed ring opening reactions (see above). In
these conditions, the opening reactions of epoxides 1b–
i are more syn stereoselective than the corresponding
reactions carried out in the condensed phase (Tables 1
and 2). In accordance with mechanism A, the decidedly
lower amount of nucleophilic molecules (MeOH), which
characterizes the gas-phase operating conditions, favors
the isomerization of the less carbocationic species 8 to
the more carbocationic species 9, thus determining a
marked increase in the syn stereoselectivity, as correctly
observed. (If mechanism B, implying fully developed


Scheme 4
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intermediate carbocations, were operating, the syn stereo-
selectivity should turn out to be independent on the
amount of the nucleophile added, contrary to the experi-
mental result from the gas phase.) On its own, the
increased carbocationic character of the opening process
determined by the gas phase operating conditions causes
an appropriate reduction in the sensitivity of the diaster-
eoselectivity of the opening reaction to the electronic
effect of the substituent on the aromatic ring. As a con-
sequence, the �syn� �anti value of the reaction with MeOH
is lower in the gas-phase operating conditions than in the
condensed phase, as shown in Table 3 and Fig. 1.


CONCLUSIONS


The examination of the opening reactions with MeOH
under acidic conditions of 1-aryl-1,2-epoxycyclohexanes
1a–j bearing different substituents on the aromatic ring
has demonstrated that the stereochemical outcome of the
opening reaction depends directly on the nature and the
electronic properties of the aryl group, to the point that a
nice Hammett-type linear correlation is found between
the syn stereoselectivity and the Brown �þ of the sub-
stituent present on the aromatic ring. On the basis of the
present and previously reported results, the ion–dipole
pair mechanism (mechanism A), based on the incursion
of two discrete carbocationic equilibrating species, ap-
pears to be adequate to rationalize all the results. Only in
the case of epoxides 1a and 1j, which bear a strong
electron-donating (p-OMe) and a strong electron-with-
drawing group (p-NO2), respectively, must a different and
opposite behavior be admitted in order to rationalize the
results obtained with these epoxides, not in linear corre-
lation with the results obtained with the other correspond-
ing epoxides. In the case of the p-OMe derivative, the
opening process proceeds through a fully developed
benzylic carbocation by means of an SN1 mechanism,
whereas the p-NO2 derivative reacts through an almost
exclusive SN2 process. The behaviors of epoxides 1a and
1j are not something apart, but constitute the extreme
points with respect to the general mechanism proposed.


In conclusion, not different mechanisms in order to
rationalize the results obtained in very similar substrates,
but only a different modulation of the same mechanism,
in which the substrates bearing substituent groups char-
acterized by very strong electron-donating or electron-
withdrawing properties, constitute the extreme points.


EXPERIMENTAL


Reactions in the condensed phase


General. Melting-points were determined on a Kofler
apparatus and are uncorrected. 1H and 13C NMR spectra
were determined with a Bruker AC-200 spectrometer on
CDCl3 solutions using tetramethylsilane as the internal


standard. Routine IR spectra were taken on paraffin oil
mulls with a Mattson 3000 FTIR spectrophotometer. All
reactions were followed by TLC on Alugram SIL
G/UV254 silica gel sheets (Macherey–Nagel) with detec-
tion by UV spectrophotometry or with 0.5% phospho-
molybdic acid solution in 95% EtOH. Preparative TLC
were performed on 2.0 or 0.5 mm Macherey–Nagel DC-
Fertigplatten UV254 silica gel plates. GLC analyses of
mixtures of HEs 12 and 13 were performed on a Hewlett-
Packard 5890 series II gas chromatograph unit (flame
ionization detector). Epoxides 1a–j12 and HEs 12–13j9


were prepared as described previously.


Preparation of HE 12a–i and 13a–i


General procedure. A solution of the epoxide (0.20 g) in
0.2 N H2SO4 in MeOH (20 ml) was stirred at room
temperature for 1 h. Dilution with saturated aqueous
NaHCO3, extraction with diethyl ether and evaporation
of the washed (water) ether extracts afforded a crude
product which was subjected to preparative TLC (8:2
hexane–AcOEt was used as the eluent). Extraction of the
two most intense bands afforded the corresponding HEs
cis 13 and trans 12.


Acid methanolysis of epoxides 1a–j


General procedure. A solution of the epoxide (0.050 g) in
thermostated (25 �C) 0.2 N H2SO4 in anhydrous MeOH
(5.0 ml) was stirred at 25 �C during the time reported in
Table 1, quenched with saturated aqueous NaHCO3 and
extracted with diethyl ether. Evaporation of the washed
(water) ether extracts yielded mixtures consisting of the
corresponding HEs 12 and 13, which were analyzed by
GLC (Table 1). The values in Table 1 are the averages of
at least three measurements done on at least two different
runs for each point.


Stability of HE 12a–j and 13a–j under the
methanolysis reaction conditions


General procedure. A solution of the HE (0.020 g) in
thermostated (25 �C) 0.2 N H2SO4 in anhydrous MeOH
(2.0 ml) was stirred at 25 �C during the time reported in
Table 1 for the reaction of the corresponding epoxide.
Dilution with saturated aqueous NaHCO3, extraction with
diethyl ether and evaporation of the washed ether extracts
afforded a crude product, which was analyzed by GLC.
HEs 12–13a–j turned out to be completely stable under the
exact reaction conditions used. In the case of cis HE 13a
(p-OMe), slight epimerization (4%) was observed after
60 s of contact with the 0.2 N H2SO4–MeOH solution.


Reactions in the gas phase


Materials. Oxygen and trimethylamine were high-
purity gases from Matheson Gas Products Inc., deuterium
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(99.98%) was purchased from Aldrich and all were used
without further purification. The purity of starting
arylcyclohexene oxides, with special regard to the
absence of their substituted derivatives, was checked by
analytical gas chromatography on the same columns as
employed for the analysis of the products from radiolytic
experiments.


Procedure. The samples were prepared by introducing
fragile ampoules, containing weighed amounts of se-
lected arylcyclohexene oxide (1a–j) and MeOH, into
250 ml Pyrex bulbs, equipped with a break-seal arm,
and connected to a greaseless vacuum line. Following
the introduction of the gaseous components (D2, O2 and
NMe3) at the desired partial pressures into the carefully
evacuated and outgassed vessels, the latter were then
allowed to come to room temperature, the fragile am-
poules broken and the gaseous components allowed to
mix before being subjected to irradiation. The gaseous
mixtures were submitted to irradiation at a constant
temperature (37.5 �C) in a 60Co 220 Gammacell from
Nuclear Canada Ltd (dose, 1.5� 104 Gy; dose rate,
1� 104 Gy h�1, determined with a Fricke dosimeter).
Control experiments, carried out at doses ranging from
1� 104 to 1� 105 Gy, showed that the relative yields of
products are largely independent of the dose. In order to
verify the stability of the opening reaction products, the
HEs 12–13a–j were placed with the gaseous members
(D2, O2, MeOH and NMe3) in Pyrex bulbs and irradiated
under the same experimental conditions as adopted for
the reactions of the corresponding epoxides 1a–j
(37.5 �C; dose, 1.5� 104 Gy). In all cases, the HEs 12–
13a–j were recovered unchanged and no trace of isomer-
ization products was detected.


Product analysis. The analysis of the products was
performed by injecting measured portions of the homo-
geneous reaction mixture into a Hewlett-Packard 5890
series II gas chromatograph equipped with a flame
ionization detection unit. In order to prevent selective
loss of the reaction products by adsorption on the glass of
the reaction bulb (and to obtain reproducible and mean-
ingful reaction yields), the analysis was repeated after
careful washing of the bulb walls with anhydrous diethyl
ether. Satisfactory agreement between the results of the
gaseous mixture and the ether solution analysis was
found in all runs. The products were identified by
comparison of their retention volumes with those of
authentic standard compounds on the following columns:
(i) a 50 m� 0.31 mm i.d. Ultra1 cross-linked methylsili-
cone fused-silica capillary column, heated from 60 to
200 �C at 5 �C min�1; (ii) a 30 m� 0.32 mm i.d. Supel-
cowax 10 fused-silica capillary column, operating at


180 �C. The identity of the products was further con-
firmed by GLC–MS, using a Hewlett-Packard Model
5971A quadrupole spectrometer. The yields of the pro-
ducts were measured, using the internal standard method
and individual calibration factors to correct for the
detector response. The results given in Table 2 are the
averages of at least three measurements taken on at least
two different runs for each point.
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ABSTRACT: Michael Dewar’s attempt to introduce physical organic chemists to molecular orbital ideas began with
his book The Electronic Theory of Organic Chemistry (1949) and his lectures at the Montpellier Colloquium (1950).
Influential members of the community resisted these efforts for a number of reasons, which included Dewar’s inability
to communicate his ideas to chemists in need of instruction and also a series of apparent errors in working out the
experimental details of his mechanistic proposals. Copyright # 2005 John Wiley & Sons, Ltd.
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INTRODUCTION


The Colloque International sur les Réarrangements
Moléculaires et l’Inversion de Walden took place in
Montpellier, France, during 24–29 April 1950. Organized
by Professor M. Mousseron of the university in that city,
and supported by the Centre National de la Recherche
Scientifique (CNRS) and the Rockefeller Foundation, this
meeting seems to have been one of the first concerted
attempts in France to bring together an internationally
representative group of organic and theoretical chemists
in the field of physical organic chemistry. Although a list
of attendees at the conference was not provided in the
proceedings published in Bulletin de la Société Chimique
de France, I speculate that Christopher Ingold, probably
the most famous physical organic chemist in Britain, or
even in all of Europe for that matter, was not present. His
name is not on any of the papers presented, nor does it
appear among those of the participants in the discussions
after each lecture, where his forceful personality would
have been expected to express itself. In addition to a
number of French chemists, the speakers included both
Americans (Paul D. Bartlett and Saul Winstein) and
Britons (Michael J. S. Dewar, Edward D. Hughes, Joseph
Kenyon, Charles W. Shoppee and Hugh Felkin, who was
British but by then already working in France).


It seems likely that French chemists were motivated to
hold the conference in order to bring themselves into
closer contact with modern trends in the field. According
to Nye,1


‘Students of French Chemistry after the Second World
War were to feel that they had lost step with the
progress in theoretical chemistry elsewhere, especially
in the understanding of organic reaction mechanisms
and in the application of quantum mechanics to che-
mical problems.’


Although the presentations at the colloquium described
a wide range of experimental studies, our attention here is
turned to two of the more theoretical lectures by Michael
J. S. Dewar (for a biographical note, see Ref. 2). As
examples of didactic strategies used at the time to enli-
ghten organic chemists about the utility of quantum
mechanics, these lectures are relevant to the theme of
the present cluster of papers.


The intensity of focus on this issue at Montpellier
perhaps can best be appreciated from the lively discussions
that followed Dewar’s lectures. We must be grateful to the
conference organizers for publishing not only the lectures
themselves but also the text of these post-lecture com-
ments, passages which reveal the immediate responses of
the attendees, at least of the more outspoken ones.


Dewar himself was an eager participant in these dis-
cussions, but so also were two American giants of physi-
cal organic chemistry, Paul Bartlett and Saul Winstein.
Dewar was soon to find himself under heavy fire from
these two sources.


In the 1930s, two approximations to the solution of the
Schrödinger equation for molecules proved eventually to
be of special significance for organic chemistry: the mole-
cular orbital (MO) theory and the valence bond (VB)
theory, the latter specifically as truncated by Pauling and
Wheland and named the ‘theory of resonance.’


Although neither approximation could be considered
more ‘correct,’ for many years resonance theory was by
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far the more popular. (An interesting discussion of the
contention between adherents of MO vs. VB theory was
given by Hoffmann et al.3 See also ref. 4, Chapter 3.) A
major reason was that resonance theory used a formalism
in which the approximate solutions were obtained by a
mathematical superposition of wavefunctions or, as they
were called, ‘contributing structures.’ These had a prop-
erty that was very attractive to organic chemists, namely
they could be represented by simple drawings that super-
ficially seemed to resemble exactly the conventional
organic structures derived from the structural theory.
Molecular orbital theorists, on the other hand, made
extensive use of equations and matrices rather than any
graphic notation. In the minds of most organic chemists,
this put up a major barrier to acceptance of MO theory,
because organic chemists grew up learning how to draw
molecular structures, not how to manipulate matrices.
Their whole conceptualization of chemistry was founded
on the bed-rock of the structural theory.


It is advisable to keep in mind that the argument
between MO theory and resonance theory involved a
choice between two major approximations. Under the
circumstances of the time (about 1930–70), quantitative
calculations of the type in use today simply were not
possible. Chemists had to wait for years until the devel-
opment of increased computing power and the solution of
a number of technical problems had been achieved. In the
meantime, those organic chemists who were eager to
apply quantum chemical ideas to guide their work took
recourse in one of the two approximations, usually
resonance theory. The virtual exclusion of MO theory
from the toolkit of organic chemists therefore amounted
to an intellectual impoverishment, since the two theories
in their approximate forms disagreed in some significant
predictive tests.


Dewar’s work of the 1940s and 1950s on MO theory
succeeded that of Erich Hückel, who pioneered the field
in the 1930s. The opportunity for rapid and broad appli-
cation of Hückel’s MO theory shortly after its appearance
was missed for reasons discussed elsewhere.4 It is curious
that the adoption of methods based on Dewar’s efforts
also was delayed. Why this was so does not seem to have
been examined in any detail. The present paper will try to
show that certain poignant events of the Montpellier
Colloquium were instrumental in determining that out-
come.


MICHAEL JAMES STEUART DEWAR


Dewar (Fig. 1) had studied quantum mechanics with
Charles Coulson at Oxford and then became a researcher
in the laboratory of the famous organic chemist Robert
Robinson. He eventually was to become a prominent
figure in organic chemistry in his own right, but in 1950,
at the age of only 32, he had yet to reach that status.
Nevertheless, he already had developed a considerable


reputation for his success in deducing the structure of the
mold metabolite stipitatic acid from experiments by other
chemists.


DEWAR’S ADVOCACY OF MO THEORY


Dewar’s book entitled The Electronic Theory of Organic
Chemistry appeared a year before the Colloquium. Note:
not AN Electronic Theory, but THE Electronic Theory. In
it, Dewar proposed to demonstrate that the explanatory
power of MO theory in the interpretation of the properties
and reactions of organic compounds was equal to, and in
a number of cases superior to, that of the then dominant
resonance theory. The youthful bravado thus implied in
his title and exhibited elsewhere in his writings was a
characteristic aspect of his style. Some older chemists no
doubt found presumptuous the lack of modesty implied in
such a direct attack on existing concepts. However, others
welcomed his brashness as stimulating, even though
(full disclosure) many of us did not really understand
the origin of his ideas. The reason we did not understand
was simple: we had been educated in the prevailing
paradigm of resonance theory and were completely un-
familiar with MO theory.


Figure 1. Michael J. S. Dewar (1918–97). Reproduced with
permission of Columbia University Press
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Both of Dewar’s lectures concerned carbon skeletal
rearrangements. One dealt with hydrocarbons and the
other with diarylhydrazines, of which benzidine is the
parent compound. In both, Dewar invoked a new kind of
cationic species which he called a �-complex (Scheme 1).


Such rearrangements commonly had been described at
the time, notably by Winstein and Lucas, as passing
through carbonium ions, with a ‘bridged’ ion formulated
as a resonance hybrid serving as an intermediate or a
transition state, as shown in Scheme 2. Dewar never-
theless proposed �-complexes as more satisfactory
alternatives.


Dewar’s initial presentation apparently encountered
some skepticism, largely, I think, because the true sig-
nificance of the �-complex formula could not be readily
expressed in the framework of resonance theory.
Scheme 2 shows an attempt that he made in his second
lecture at the colloquium and elsewhere to describe the
�-complex more completely.


In this formulation, the complex appears as the result
of overlap between a p-orbital on the bridging atom
and the bonding �-orbital of an olefin, to give, Dewar
explains, a ‘molecular bond’ or ‘mu bond,’ which covers
both the bridging atom and the two olefinic carbons.
Someone unfamiliar with MO theory would have had
great difficulty in deciphering just what were the under-
lying physical implications of this. Critically, Dewar
omitted to mention the elementary concept that he had


in mind the overlap of an empty p-orbital and a filled
�-orbital. In 1950, most organic chemists could not read-
ily deduce the implications of that. Hence the omission
was a pedagogically damaging oversight, as we shall see.


Dewar’s paper met with a chilly reception from some
important attendees at the Colloquium. A rather dismis-
sive comment came from the brilliant and influential Saul
Winstein (Fig. 2). Winstein’s objection,5 made in the
discussion after Dewar’s second lecture, went straight to
the heart of the �-complex idea:


‘I find troublesome Dewar’s statement that our [that is,
Winstein and Lucas’s] formulation of the ethylene
bromonium ion involves a ring and his doesn’t. All
that is meant by a 3-ring is a triangular arrangement of
three atoms.’


In other words, what is the difference between the two
species?


The clear implication of Winstein’s remarks here and
elsewhere is that Dewar’s �-complex is a superfluous
notation, just a variant way of saying the same thing that
Winstein had said earlier, which has no implications
beyond those of the bridged ion.


Scheme 2


Scheme 1


Figure 2. Saul Winstein (1912–69). Reproduced with
permission of Columbia University Press
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Dewar’s response was loaded with significance but
apparently made no impact on Winstein:


‘Equivalent valence bond descriptions of �-complexes
can of course be given. Thus the simple �-complex can
be represented as the hybrid. As it stands, this descrip-
tion is unsatisfactory since it does not explain why
�-complexes are formed from olefins with acceptors,
and not with radicals or anions.’


Here we come to a crucial turning point. Dewar was
giving a reason why he considered the �-complex struc-
ture to be preferable to the bridged ion structure. Reso-
nance theory would predict that if cations (or, more
generally, Lewis acids) form complexes with olefins, so
too should anions or Lewis bases. At this point, that is as
far as he goes. His argument, however, still lacks punch:
what is the exact physical reason why anions and olefins
do not form complexes? Clearly, Winstein was not
perturbed or persuaded, nor was he sufficiently interested
to press Dewar for an answer. He continued to use
resonance notation rather than �-complex notation. I
speculate that under the surface of Winstein’s resistance
was the conviction that the two representations were
indistinguishable by any experiment.


Dewar also came under fire at the Montpellier Collo-
quium from Paul Bartlett (Fig. 3), who was one of the
most thoughtful physical organic chemists. In the discus-
sion period, using unrestrainedly disparaging terms, such
as those a tough teacher might use to scold a callow
student, Bartlett sharply criticized Dewar’s �-complex
analyses of hydrocarbon rearrangements and of benzidine
rearrangements.


The alkane rearrangements Dewar chose as the topic of
his first lecture were extremely complex systems in which
the action of strong Lewis acids such as aluminum
bromide on added small amounts of alkene or alkyl
halide were believed to initiate the formation of carbo-
nium ions. Bartlett’s comment6 after Dewar’s lecture was
caustic:


‘The existing data on the composition of paraffin
alkylates, including much work from oil companies
which remains to be published, are far in advance of
our readiness to interpret them. Chemists wanting to
contribute to this field will do well to attack the basic
problem of the nature of the carbonium ion, or the ionic
complex, in paraffinic media . . .We are totally ignorant
of the state of the carbonium ion in paraffinic solution,
and even of whether it exists there at all or not.’


Similarly, Dewar’s mechanism for the benzidine re-
arrangements (Scheme 3) became a source of skepticism.
It involves protonation of one of the nitrogens, followed
by formation of a �-complex, in which the two aniline
moieties can slide over each other and position them-
selves for the formation of a new p,p0-bond.


Perhaps the most devastating criticism came in
Bartlett’s laconic comment on this proposal:


‘The mechanism of benzidine rerarrangement as for-
mulated by Dr Dewar calls for kinetics of the first-order
with respect to hydrogen ion . . . [R]ecent work by
[George] Hammond [and Henry Shine] establishes
the reaction as being of the second order with respect
to hydrogen ion.’


Ironically, years later events were to show that the
reactions of 1,2-diarylhydrazines in acidic media are
extraordinarily complex and that, under some conditions,
the benzidine rearrangement kinetics indeed could also
be first order in hydrogen ion. The later developments of


Figure 3. Paul D. Bartlett (1907–97). Reproduced with
permission of J. M. McBride Scheme 3
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the benzidine story are given, for example, in an excellent
review by Shine in the Journal of Physical Organic
Chemistry.7 However, at the Montpellier Colloquium,
the participants could not help but gain the impression
that Dewar had made a blunder by not even determining
the kinetics.


In 1952, two years after the colloquium, Dewar strove
to make a general case for �-complexes and, in a larger
sense, for the MO method itself, as against resonance
hybrids and the resonance theory. These arguments
appeared in a series of six back-to-back papers in the
Journal of the American Chemical Society under the
general title ‘A Molecular Orbital Theory of Organic
Chemistry.’8 There he surveyed the standard reaction
types of the field: substitution, elimination, cycloaddition
and so forth, using extensions of the MO perturbational
methods developed earlier by Coulson and others.


Unfortunately, in the introductory article of the series,
he used a highly formalized and mathematicized presen-
tation. It seems to me that Dewar aimed at an audience
that included not only the community of organic chemists
but also the quantum mechanicians, prominent among
whom was his former mentor Coulson.


Dewar’s presentation could be seen as a misguided
attempt to display his theoretical virtuosity. He was
striving to demonstrate that although he was considered
an organic chemist, he had impressive qualifications as a
theoretician. Thus, in broad panorama a typical page
from the first paper of the series seemed to consist of a
impenetrable thicket of equations and matrices. Whatever
the reaction of the quantum mechanics community, most
organic chemists of the era who swept their eyes over this
forbidding sight soon passed on to more welcoming ter-
ritory. Perhaps a few of us then may have learned some-
thing about MO theory in one or another class in graduate
school, but that exposure did not equip us to plunge into
the arcana of Dewar’s arguments. Moreover, Dewar had
not made clear why we should bother. What was it about
even qualitative perturbational MO thinking that made it
more useful, more flexible than resonance theory?


Dewar certainly could have been more persuasive
about this had he displayed a couple of simple diagrams
to show the energy perturbations resulting from orbital
interactions. Lennard-Jones had used such representa-
tions in the 1920s and 30s, for example, in explaining
why the Hþ


2 ion is energetically favorable [Scheme 4(A)]
but the H�


2 ion is not [Scheme 4(B)]. Dewar could have
used exactly the same kind of diagrammatic perturba-
tional argument to explain why cations but not anions
form �-complexes [Scheme 5(A) and (B), respectively].


Such diagrams reappeared in abundance many years
later in the orbital symmetry and frontier orbital theories.
The heart of those theories is the interaction of a filled
HOMO with an unfilled LUMO, just as Dewar had
postulated but failed to emphasize clearly. I believe that
these diagrams would have had a telling pedagogical
impact had Dewar presented them at Montpellier. They


would have provided a physical basis for Dewar’s idea of
a mu bond in the �-complexes.


It is striking that even in Dewar’s 1969 revision of his
1949 book on the electronic theory of organic chemistry,
no such graphical displays were given. It was not until
1975, when a third Dewar book appeared, entitled ‘The
PMO (Perturbational Molecular Orbital) Theory of
Organic Chemistry’ and co-authored with Ralph Dough-
erty, that at last Dewar’s presentation reached that point.
By that time, the pedagogy of MO theory for organic
chemists had developed greatly, in textbooks and
publications by the Pullmans, by Daudel, by Roberts,
by Streitwieser and by others.


Scheme 4


Scheme 5
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CONCLUSIONS


Why did organic chemists initially resist Dewar’s ideas?
One reason was his unfortunate choice of the exception-
ally complex benzidine rearrangement as a showcase for
�-complexes in the aromatic rearrangements. Similar
incidents occurred (although not at the Montpellier
Conference) in collisions with Robert Burns Woodward,
another pillar of the establishment. The first was over the
mechanism of the dienone–phenol rearrangement.9 In
1953, Woodward and Singh reported an ingenious
stereochemical test for �-complexes in the dienone–
phenol rearrangement and concluded that they were
not involved. A little later, Woodward and Katz10


made a sharp rejoinder to a Dewar proposal11 on the
mechanism of the Diels–Alder reaction. Dewar had
suggested that the reaction was concerted rather than
two step or two phase as Woodward and Katz had
proposed earlier. In essence, Dewar argued that a me-
chanism in which only one new C—C bond is formed in
the transition state could not explain the much greater
dienophilic reactivity of the unsaturated dicarbonyl
compound maleic anhydride as compared with unsatu-
rated monocarbonyl compounds, since then the second
carbonyl group of maleic anhydride would not be in a
position to enhance the rate. Woodward and Katz seized
upon a large gap in Dewar’s argument, namely that it did
not compare the rates of monocarbonylated alkenes and
of maleic anhydride in radical addition reactions, which
surely do take place one bond at a time. Woodward and
Katz then pointed out that in fact maleic anhydride is
also much more reactive in that comparison, a finding
that effectively overthrew Dewar’s proposal. Although
this had nothing directly to do with �-complexes, the
result was to undercut further Dewar’s credibility. With
these thrusts, Woodward thus joined Winstein and
Bartlett in the line-up of important chemists arrayed


against Dewar’s ideas, which unsurprisingly, then found
few supporters in the community at large.


A second problem, or perhaps another aspect of the
same problem, was inherent in Dewar’s personality.
Conversations with others who were close to him confirm
my impression that, as an organic chemist, Dewar was
truly proud and rather possessive of his knowledge of
theory, which surpassed that of most of us. By declining
to make the effort to transmit that knowledge in a form
accessible to experimental organic chemists, he main-
tained his position of superiority, but what we needed
more in the early 1950s was a teacher, not an icon. I
believe that Dewar’s deficiency in communication, on an
international stage at Montpellier, was a major factor in
delaying the development of an MO consciousness
among organic chemists for at least a decade.
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ABSTRACT: Substituent effects on the fragments, intermediates and indigo dyes have been evaluated using global and
local descriptors of the chemical reactivity. In terms of the global electrophilicity, one of the fragments, indoleninone,
is classified as the electrophile and the other, indoxyl, as the nucleophile. The resonance, field and polarizability
contributions of the substituents play an important role in the description of the fragments’ electrophilicity. The
interaction of the two fragments, to form the intermediate complex, has been shown to be as a superposition of two
molecular planes, one coming from the indoxyl HOMO and the other from the indoleninone LUMO, both oriented by
the dipole moment. Also, it has been shown that the complex formation is guided by the most nucleophilic indoxyl
compound and not by the most electrophilic indoleninone. In spite of the indigoids having symmetrical structures, the
substituent effects described in terms of the resonance, field and polarizability effects have an important effect on the
maximum wavelength absorption in the electronic spectra. Copyright # 2005 John Wiley & Sons, Ltd.
Supplementary electronic material for this paper is available in Wiley Interscience at http://www.interscience.
wiley.com/jpages/0894-3230/suppmat/
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INTRODUCTION


During the 1970s, the structures of five prochromogens,
precursors of indigo and dibromoindigo dyes, were
elucidated.1 These precursors were initially found in
variable amounts isolated or forming mixtures between
them, in the hypobranchial glands of molluscs of the
families Muricidae and Thaisidae, especially in the
species Dicathais orbita, Murex trunculus, Murex bran-
daris, Murex erinaceus, Purpura haemastoma and
Rapana bezoar.2 The discovery of these precursors trig-
gered much interest in chemistry, biochemistry and
ecology,3 since no indigo or dibromoindigo were found
in the hypobranchial glands of the molluscs.


Chemically, the precursors consist basically of the
sodium salt of substituted indoxyl sulfates, which are
both brominated and non-brominated at position 6 of


the indoxyl aromatic ring. An additional structural varia-
tion was found, that is, a different group substitution at
C-2 of the indoxyl ring. In this case, the variation
consisted in the total absence of substitution or the
presence of a thiomethyl or a methylsulfonyl group.4


The conversion of the precursors into the indigo or
6,60-dibromoindigo was found to be produced by an
enzyme isolated from the hypobranchial glands.3,5 This
enzyme was able to transform the initial yellow indoxyl
sulfate salt (1) (see Scheme 1) into an indoxyl (2), which,
upon oxidation in the presence of oxygen in the solution,
formed an orange indoleninone (3).5 Both the oxidized
and the reduced forms collide to form a substituted 1,10-
dihydro-[2,20]biindolyl-3,30-one, a green dimer inter-
mediate (4), which upon exposure to sunlight forms the
indigo or dibromoindigo (5), depending on the initial
substitution at the aromatic ring in the precursor. Our
interest in this process is to study the contribution of the
substituent effects on the formation of indigoids. Such
studies are common in the literature, and most of them
tend to quantify these effects on different kinds of
reactions.6–13 However, to the best of our knowledge,
there have been no studies dealing with such a process
where the interacting systems have similar structures and
the final product formed has a structure where the
electronic effects seem to be neutralized.


In this paper, we report a study carried out in order to
compare the changes in the electronic structure produced
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by a series of electron-withdrawing and electron-donat-
ing substituents on the indoxyl 2 and the indoleninone 3
and its effects on the formation of the complex 4 and the
indigoid 5. The substituent effects are discussed in terms
of global and local reactivity indices obtained for the
fragments, the complex and the indigoid products. Also,
we discuss the contribution of these effects to the elec-
tronic spectra of indigoids.


MODEL EQUATIONS


The global electrophilicity, !, of atoms and molecules
has been defined by Parr et al.14 as


! ¼ �2


2�
ð1Þ


in terms of the electronic chemical potential � and the
chemical hardness �.15 The electronic chemical potential,
�, describes the changes in the electronic energy with
respect to the number of electrons and is usually asso-
ciated with the charge-transfer ability of the system in its
ground-state geometry. A very simple operational equa-
tion for � is given in terms of the monoelectron energies
of the molecular frontier orbitals HOMO and LUMO, "H


and "L, by � � ð"H þ "LÞ=2.15 In the same way, it is
also possible to give a quantitative representation to
the chemical hardness concept introduced by Parr and
Pearson16 as � � "L � "H.


The electrophilicity definition given in Eqn (1) intro-
duces, in a balanced way, the propensity of the system to
acquire an additional amount of electronic charge �Nmax,
measured by the square of the electronegativity and at the


same time the resistance of the system to exchange
electronic charge with the environment measured by
chemical hardness.14


The amount of additional electronic charge, �Nmax,
that stabilizes the electrophile is given by14


�Nmax ¼ ��


�
ð2Þ


Hence, while the quantity defined by Eqn (1) describes the
propensity of the system to acquire additional electronic
charge from the environment, the quantity defined in
Eqn (2) describes the charge capacity of the molecule.


COMPUTATIONAL DETAILS


Standard DFT calculations in framework of the B3LYP
approach were carried out. The B3LYP hybrid functional
including the Becke17 three-parameter exchange poten-
tial with the non-local correlation functional of Lee, Yang
and Parr18 was combined with the 6–31þG(d,p) basis set
to optimize all structures considered in this study.


Time-dependent density functional theory (TD-DFT)
was used to evaluate the low-lying excited states and the
oscillator strengths of the indigo dyes and their frag-
ments. As has been described in the literature,19–21 TD-
DFT generalizes DFT to a time-dependent situation
wherein a system is subject to time-dependent perturba-
tion which modifies its external potential. Kohn–Sham
equations can be derived by assuming the existence of an
effective potential for an independent particle model
whose orbitals give the same density as that of the
interacting system. Within response theory, transition
energies and oscillator strengths can be determined
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from the response of the charge density to a perturbation.
In the present work we used the TD-DFT method
combined with the 6–31þG(d,p) basis set employing
the B3LYP functional as implemented in the Gaussian
98 program package.22


Regional Fukui functions for electrophilic ðf�k Þ and
nucleophilic ðfþk Þ attacks were obtained from a single-
point calculation at the optimized structure of the ground
state of molecules at the same level of calculation without
diffuse function (reviews of the evaluation method of
these Fukui functions have been published by Contreras
and co-workers23,24). Within this approach, the electro-
philic and nucleophilic Fukui functions condensed to
atoms or groups of them were evaluated in terms of
coefficients of frontier molecular orbitals involved and
the overlap matrix.23,24


To obtain more information on the net atomic charge
and the electronic charge density, the study was com-
pleted with two different electron population techniques:
the natural bond orbital (NBO)25 analysis and topological
analysis of electron charge density and its Laplacian
using the atoms in molecules theory of Bader.26


RESULTS AND DISCUSSION


In the present study we focused our interest on the
interaction of indoxyl (2) and its oxidized form, indole-
ninone (3), to form the substituted indigo dyes (5).
Instinctively, it could be assumed that the indoxyl frag-
ment may be considered as the nucleophile and the
indoleninone as the electrophile in the complex forma-
tion. As our main interest is to evaluate the energetic
aspects of the process, we selected only three steps of the


process as proposed by Benkendorff et al.27 (Scheme 1).
As can be deduced from Scheme 1, indoxyl sulfate salt
is the natural compound used as first reactant in the
formation process of indigo. The action of a sulfatase
on this compound leads to indoxyl, which by oxidation
forms indoleninone. In order to obtain the indigo,
an intermediate complex is formed. The loss of a hydro-
gen molecule in the complex, on exposure to sunlight,
leads to the indigoid product. To understand the substi-
tuent contribution to the formation of indigoids, we will
analyze each isolated intermediate taking part in this
process.


Indoxyl and indoleninone


The total energy (E) and also zero-point energy (ZPE)
corrections and entropy values (S) for the compounds
studied are reported in the Supplementary material,
available at Wiley Interscience. As was mentioned above,
indoleninone and indoxyl are the first intermediates in the
formation of indigo, so one of them may be deemed as the
electrophilic reactant while the other one can be consid-
ered as the nucleophile. To evaluate this quantitatively,
we used the global electrophilicity index ! defined in
Eqn (1). In Table 1, we present the electrophilicity values
for indoxyl and indoleninone (fifth column). Also in
Table 1 are included the Fukui functions for electrophilic
ðf�k Þ and nucleophilic ðfþk Þ attacks, which we will discuss
later. It may be seen that indoxyl oxidation leads to a
good electrophile such indoleninone. Hence substituted
indoleninones in Table 1 show higher electrophilicity
values than the corresponding indoxyl species. If we
focus our analysis on the indoleninone series, we note


Table 1. Static global and local properties of indoleninone and indoxyl in the most reactive centers at its grounds statesa


R C-1 C-2 N ! (eV) �Nmax


fþindoleninone


NO2 0.1117 0.1598 0.1174 4.94 1.639
CN 0.1376 0.1776 0.1368 4.61 1.562
Br 0.1641 0.1844 0.1532 4.04 1.486
Cl 0.1654 0.1851 0.1540 4.01 1.463
F 0.1777 0.1855 0.1601 3.90 1.424
H 0.1629 0.1907 0.1596 3.70 1.392
OMe 0.1798 0.1819 0.1991 3.40 1.371
NH2 0.1640 0.1892 0.1579 3.25 1.404


f�indoxyl


NO2 0.1922 0.2038 0.1640 2.74 1.256
CN 0.2068 0.1975 0.1557 1.65 0.873
Br 0.2230 0.1875 0.1461 1.14 0.698
Cl 0.2249 0.1907 0.1484 1.12 0.691
F 0.2364 0.1899 0.1460 1.04 0.661
H 0.2022 0.1995 0.1664 0.92 0.622
OMe 0.2276 0.1560 0.1275 0.85 0.605
NH2 0.2099 0.1954 0.1598 0.76 0.577


aGlobal electrophilicity (!) values are given in eV; �Nmax values are in electron units. See Scheme 1 for atom numbering.
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for the halogen series an enhancement of the global
electrophilicity values when the electronegativity of the
substituent (R) decreases (compared with R¼H as
reference). This is especially observed in the halogen
substitution. In fact, when the substituent is a fluorine
atom, the electronegativity value of which is 3.98 in the
Pauling scale, the electrophilicity power is about 3.90 eV,
whereas in the case of chlorine and bromine this value is
about 4.01 and 4.04 eV, respectively, where the electro-
negativity is about 3.16 and 2.96. Certainly, this effect is
masked by the presence of substituents with important
resonance and polarizability effects. In fact, the presence
of delocalized � bond and an important dipole moment in
indoxyls may be the main factor which would favor the
latest effects on the electronegativity. This is observed in
the case of NO2 and CN substitution, which present the
highest values of electrophilicity in the indoleninone
series, about 4.94 and 4.61 eV, respectively. Maximum
charge transfer (�Nmax) is also included in Table 1. Note
that the substituted indoleninones have higher values of
�Nmax than the substituted indoxyl systems (i.e. indole-
ninones have a higher charge capacity). This result is
consistent with the electrophilicity values for both frag-
ments: substituted indoleninones may act as electrophiles
and the substituted indoxyls may act as nucleophiles to
form the complex intermediate.


The importance of resonance and polarizability effects
of the substituents is well known, where electronic
transmission is facilitated by delocalized � bonds,
through space and polarized bonds.28 In order to analyze
quantitatively substituent effects on the electrophilicity of
the indoleninone, we adopted the Taft and Topsom’s
model.28,29 This model decomposes the substituent ef-
fects into field (�F), resonance (�R) and polarizability
(��) effects on similar compounds. Such analysis leads to


!indoleninone ¼ 1:510�Rþ þ 0:260�R� þ 0:309�F


þ 1:710�� þ 3:697


n ¼ 8 R2 ¼ 0:997 SD ¼ 0:047 eV


ð3Þ


The good correlation obtained shows for indoleninone
that the resonance and polarizability effects contribute
similarly to the electrophilicity power with a slight
dominance of the polarizability effect, in agreement
with the analysis presented above. The field effects, as
can be seen, make a small contribution. These conclu-
sions are consistent with the maximum charge �Nmax


that the system may acquire from the environment, which
presents a high value when the resonance and polariz-
ability effects are important as in the cases of NO2 and
CN substituents.


However, in the indoxyl series, the conclusions should
be considered carefully because the electrophilicity
values are lower and, in the absence of an accurate
definition of nucleophilicity, we will assume for our
discussion that low electrophilicity values may be


considered as nucleophilicity descriptors.30 The applica-
tion of Taft and Topsom’s model leads to


!indoxyl ¼ 0:775�Rþ þ 1:537�R� � 2:176�F


þ 4:690�� þ 0:915


n ¼ 8 R2 ¼ 0:950 SD ¼ 0:220 eV


ð4Þ


In this case, the field effect seems to make the most
important contribution to the nucleophilic character of
indoxyl set, whereas the polarizability effect contributes in
the opposite way to the nucleophilicity power [(Eqn (4)].


After comparing the electrophilicity values of both
substituted indoleninone and indoxyl systems, it is inter-
esting to determine the most electrophilic and nucleo-
philic center of both compounds. Apparently, only
observing the structures of these molecules, the centers
C-1, C-2 and N are competitive in both compounds.
In order to slice between these centers, which is the
most electrophilic or nucleophilic, we calculated the
condensed electronic Fukui functions fþ for indoleni-
none and f� for indoxyl at site k (k¼C-1, C-2 and N; see
Scheme 1 for atom numbering). The results are also
summarized in Table 1, from which it can be deduced
that C-1 and C-2 are the more active sites for nucleophilic
attacks in the indoleninone set. Unfortunately, because of
similar values obtained for this Fukui function, we cannot
deduce which is the most electrophilic one center. On the
other hand, the Fukui function for electrophilic attacks,
i.e. f� in indoxyl, shows that the C-1 center is slightly
more nucleophilic than the C-2 center. With the same
objective, we analyzed the net atomic charge on these
atoms using NBO population analysis. The results are
given in Table 2. Here, the C-2 atom seems to be the most
favorable site for a nucleophilic attack on indoleninone.
Furthermore, the NBO analysis shows that the C-1 atom


Table 2. Net NBO atomic charge on the most reactive
centers


Q (e�)


Compound R C-1 C-2 N


Indoleninone H 0.0081 0.5017 �0.3843
F 0.0190 0.4992 �0.3882
Cl 0.0163 0.4991 �0.3854
Br 0.0157 0.4990 �0.3846
NH2 0.0088 0.5005 �0.3840
NO2 0.0127 0.5009 �0.3751
CN 0.0153 0.4994 �0.3792
OMe 0.0170 0.4930 �0.3917


Indoxyl H �0.1463 0.2506 �0.5803
F �0.1498 0.2538 �0.5791
Cl �0.1442 0.2529 �0.5776
Br �0.1415 0.2517 �0.5771
NH2 �0.1482 0.2500 �0.5786
NO2 �0.1170 0.2494 �0.5704
CN �0.1262 0.2502 �0.5731
OMe �0.1552 0.2529 �0.5847
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in the indoxyl series has a negative net charge, so the
most probable site for electrophilic attacks is the C-1
atom in the indoxyl series. However, the question that we
should pose now is, why does the C-1 atom of indoxyl
prefer an interaction with C-1 of indoleninone? Two
answers can be addressed: first, the orientation of the
dipole moment of both compounds points to the direction
of the interaction of these centers. It worth noting that in
the case of the indoleninone series, the dipole moment
orientation is more sensitive to the substituent effects
than in the indoxyl series, which can affect the interaction
force. Second, as the indoleninone set has an electrophilic
character, the LUMO may be the molecular orbital
involved in the interaction, whereas for the nucleophile,
the HOMO should be the interacting molecular orbital.
Let us consider the unsubstituted indoleninone and in-
doxyl (R¼H) and analyze its frontier molecular orbitals
(see Figure 1). It appears that the interaction between
these compounds probably occurs with a superposition of
the two molecular planes. Steric hindrance prevents an
interaction between the C-2 and C-1 atoms of both
compounds in order to form a symmetric complex,
stabilized by a double hydrogen bond between the nitro-
gen atom and carbonyl oxygen. One can suggest (i) a
previous proton transfer from the indoxyl enol group to
the nitrogen atom of indoleninone before the interaction
or (ii) first the interaction between the fragments and then
a proton transfer. Because of the stability of the complex


formed (see below), it was difficult to localize both
processes. However, we can confirm that the interaction
in this case occurs without an activation energy barrier. In
fact, a simple scan calculation of the association between
indoxyl and indoleninone, just varying the interacting
bond distance, shows no energy barrier. Hence the
process should occur without the formation of a transition
state, which explains the absence of the activation energy
barrier (see Fig. 2).


The association enthalpy of the compounds under
consideration is shown in Table 3. The basis set super-
position error (BSSE) which affects these binding en-
ergies was estimated using the counterpoise method of
Boys and Bernardi.31 The substituent effects are signifi-
cant when one considers the values of the association
enthalpy. The variations are between �27.3 kcal mol�1


for R¼NO2 and �36.0 kcal mol�1 when the substitution
is NH2 group (1 kcal¼ 4.184 kJ). The first conclusion that
can be addressed from these results indicates that the
complexation may be seen as the interaction of the most
nucleophilic indoxyl compound (for R¼NH2,
!¼ 0.76 eV; see Table 2) with the indoleninone. This is
in accordance with the explanations given above and
confirms that such interactions are led by the indoxyl
dipole moment orientation. In fact, the NH2-substituted
indoxyl is the most nucleophilic one, presenting a com-
plexation enthalpy of about �36.0 kcal mol�1, whereas
the NO2� and CN-substituted indoxyls, the weak ones,
present low values of �Hcomplex of about �27.3 and
�29.1 kcal mol�1, respectively. Applying Taft and Top-
som’s model to quantify the substituent effects on the
formation of the complex, an excellent correlation is
obtained:


�Hcomplex ¼ �0:200�Rþ þ 3:863�R� þ 3:215�F


þ 10:944�� � 32:085


n ¼ 8 R2 ¼ 0:980 SD ¼ 0:665 kcal mol�1


ð5Þ


This correlation shows that, for indoxyl and indoleni-
none complexation, the polarizability effect is dominant,
which promotes strong interactions between these entities


Figure 1. Indoleninone LUMO (left) and indoxyl HOMO
(right)
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Figure 2. Potential energy curve corresponding to the
complex formation between indoleninone and indoxyl


Table 3. Calculated values for the complexation enthalpy
between indoleninone and indoxyl (these values include the
BSSE corrections)


R �Hcomplex (kcal mol�1)


H �32.1
F �33.8
Cl �32.6
Br �31.1
NH2 �36.0
NO2 �27.3
CN �29.1
OMe �35.9
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to form a covalent bond. The resonance and field effects
have similar contributions, but are small in comparison
with the polarizability effect contributions.


It worth noting that the stabilization of the complex is
affected by the formation of a hydrogen bond between the
oxygen atom at the indoleninone carbonyl group and the
hydrogen attached to the nitrogen atom in the indoxyl
fragment. The substituents may contribute to force
hydrogen bond formation; however, the symmetry of
the complex formed suggests a partial decrease of these
effects. For this purpose, a population analysis in Bader’s
atoms in molecules (AIM) theory was performed. The
objective is to localize the bond critical points (bcps) of
the hydrogen bonds and to evaluate the effects of the
substituent on its electronic charge density (Table 4). The
hydrogen bonds in these complexes can be classified as
moderate bonds,32–34 which can attest that the method
used in our calculations describes such interactions well.
Further, the electronic charge density values (see Table 4)
obtained in the bcps of the hydrogen bond formed
between NH and carbonyl oxygen atom show that these
interactions have an electrostatic character [see the values
of the charge density � and its corresponding energy H(�)
in the bcps]. Note that the strongest interactions are
observed where the resonance substituent effect is im-
portant, i.e. for NH2 and OMe substituents. In the case of
NO2 and CN, where this effect is practically absent, these
interactions are feeble. These results are observed in both
the bcp charge density and the hydrogen bond distance,
reinforcing our initial hypothesis.


Indigoid dyes


The aim of this part is to analyze the contribution of
substituent effects to the indigoids’ electronic spectra as
the final product of the process shown in Scheme 1. This
subject has been widely discussed in the literature,
analyzing the substituent effects on the absorption spec-
tra.3,4,27 The experimental data for a large set of sub-
stituted indigoids were obtained from Sadler.35 The
author concluded that the resonance effects are the


most important in the maximum wavelength absorption
changes. The TD-DFT calculations obtained are in agree-
ment with the experimental data. In fact, when we plot
the theoretical maximum wavelength absorption of the
selected compounds versus the experimental values, we
obtain a good correlation (see Figure 3). This result may
be a useful proof to show that the TD-DFT method is
appropriate to predict excited states in these systems.
Note that in Fig. 3 we have also included the 5,50-
difluoroindigo and 5,50-dichloroindigo that are of great
interest in the dyestuffs industry. These compounds were
excluded in the previous discussions in order to simplify
the analysis.


Let us inspect in more detail the information presented
in Table 5. When we compare the experimental �max


values with the theoretical values, the difference between
them is about 50 nm. This difference may be attributed to
the solvent dielectric constant where this property has
been measured. Sadler proposed the existence of different
resonance forms for substituted indigoids.35 According to
Sadler, these resonant structures appear when the system
is excited. The inspection of the difference between
HOMO and LUMO energies shows that these changes
are governed by the gap between these molecules. The
first excitation is essentially an electron transfer from the


Table 4. Hydrogen bond lengths d(NH—O) in the complex
and electronic density charge �(NH—O) and the energy H(�)
in the critical bond points of these bonds


Complex


R d(NH—O) �(NH—O) H(�)


H 2.2672 0.0148 �0.0004
F 2.2683 0.0147 �0.0004
Cl 2.2717 0.0146 �0.0005
Br 2.2923 0.0141 �0.0006
NH2 2.2539 0.0152 �0.0003
NO2 2.2864 0.0142 �0.0006
CN 2.2828 0.0143 �0.0005
OMe 2.2554 0.0152 �0.0003
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Figure 3. Linear correlation between the experimental va-
lues of the maximum absorption wavelength and the theo-
retical values (R¼ 0.979)


Table 5. Gap and theoretical (�theo) and experimental (�exp)
wavelengths of the substituted indigoids


Compound �theo (nm) Gap (eV) �exp (nm)


Indigoids (6,60) H 551.5 2.46 605
F 523.7 2.59 570
Cl 538.5 2.52 590
Br 540.8 2.51 590
NH2 670.7 2.11 —
NO2 607.9 2.24 635
CN 568.3 2.37 —
OMe 518.3 2.65 570


Indigoids (5,50) F 576.7 2.36 615
Cl 575.2 2.38 620
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HOMO to the LUMO orbital. Excluding the NH2-
and OMe-substituted indigoids, where the donating
resonance effects are important, the gap presents an
excellent correlation with Taft and Topsom’s substituent
parameters:


gap ¼ �0:060�Rþ þ 0:057�R� þ 1:044�F


� 1:510�� þ 2:461


n ¼ 6 R2 ¼ 0:999 SD ¼ 0:007 eV


ð6Þ


From Eqn (6), we can observe that the resonance
effects do not make an important contribution to the
change in the energy gap. The field effects appear to
be the most important to increase the gap, whereas the
polarizability effects seem to be responsible for the
energy gap decrease. The last effect produces a hypso-
chromic shift of �max, using as a reference the unsub-
stituted indigoid (R¼H). When the resonance effect is
important, as in the case of NH2, the gap is diminished,
resulting in a bathochromic shift of the �max


(gap¼ 2.11 eV, �theo¼ 670.7 nm). In contrast, in the
case of the OMe, where the field and resonance effects
are competitive, the �max shift is hypsochromic
(gap¼ 2.65 eV, �theo¼ 518.3 nm). This result probably
shows the importance of the field effect on the absorption
spectra. Summarizing, we can conclude that the �max


shift depends on the gap, which is confirmed by the good
correlation obtained between the gap and experimental
�max values (see Fig. 4).


CONCLUSION


Substituent effects on indoxyls, indoleninones, the com-
plex intermediates and the indigoid systems have been
discussed. In terms of the global electrophilicity, indole-
ninones are classified as electrophiles and indoxyls as
nucleophiles. Although the electrophilic site in indoleni-


none is not clearly identified using the electrophilic Fukui
function, the nucleophilic site in indoxyl is clearly estab-
lished. The NBO analysis is in agreement with these
results. The interaction between these fragments, in order
to form the complex, is governed by the indoxyl nucleo-
philic character. The planar superposition of indoxyl and
indoleninone is the most probable route for the complex
formation, being stabilized by hydrogen bond interactions.


The substituent effects on the indigoid dyes have been
discussed in terms of the shift of maximum wavelength
absorption in the electronic spectra. Our results show a
good correlation between the gap of the indigoids and the
experimental �max values. It seems that the substituents’
polarizability and field effects play an important role in
the maximum wavelength absorption.


Supplementary material


The total energy (E) and also zero-point energy (ZPE)
corrections and entropy values (S) for the compounds
studied here and the Cartesian coordinates for the whole
series are available in Wiley Interscience.
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ABSTRACT: The acid–base properties of some peripheral substituted triazoleporphyrazines in proton-donating
media with poor-donating character were experimentally studied. The substitution of one pyrrole moiety in the
porphyrazine-like compounds by one triazole ring in the triazoleporphyrazines leads to an increase in the basicity. The
protonation of the triazoleporphyrazines results in a hypsochromic shift of the Q-bands in the UV–visible spectra. A
DFT study of some selected structural models of the unsubstituted triazoleporphyrazine shows that the protonation
strongly influences on the molecular electron structure of this compound and that it occurs preferentially through the
nitrogen atom located at position 4 of triazole ring. The protonation through the other basic centers (the
triazoleporphyrazine is a multicenter conjugated base) leads to different protonated forms which differ notably in
their aromatic character. Therefore, this compound could be considered an intramolecular switch of aromaticity.
Copyright # 2004 John Wiley & Sons, Ltd.
Supplementary electronic material for this paper is available in Wiley Interscience at http://www.interscience.
wiley.com/jpages/0894-3230/suppmat/
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INTRODUCTION


The synthesis and investigation of non-centrosymmetric
porphyrin analogues are an important direction in current
physical organic chemistry.1 One of the most evident
ways to gain access to this kind of compound is the
formal substitution of one of the pyrrole rings by an azole
system. Following this strategy, triazolephthalocyanines,2


thiadiazolephthalocyanines3 and triazoleporphyrins4


have been synthesized. Recently, a new family of com-
pounds derived from porphyrazine, namely substituted
triazoleporphyrazine 1 and its metallocomplexes (for
example, Cu complex 3) were produced5 (Chart 1).


The analysis of the molecular electron structure of the
unsubstituted metal-free triazoleporphyrazine shows that
this compound can exist as a mixture of tautomers with
different aromaticities.6 It was concluded that the tauto-
mer with one proton attached to the triazole ring and the
other proton located in the macrocycle cavity represents
the molecular form with the lowest aromatic character.6


However, and to our knowledge, other relevant properties
of this family of compounds such as the acid–base
behavior have not yet been studied. This paper reports
an analysis of the acid–base behavior of some selected
tetraazaporphyrin triazole derivatives, namely the 1(H)-
hexakis(4-tert-butylphenyl)triazoleporphyrazine (1), 1-
dodecyl-hexakis(4-tert-butylphenyl)triazoleporphyrazine
(2) and the copper(II) complex 3 (Chart 1).


Our group previously studied the acid–base and co-
ordinating properties of both the porphyrins and porphyr-
azines.7,8 Porphyrazines are weak multicenter conjugated
bases.9 Their complexes (MPz) contain up to four meso-
nitrogen atoms, all of which should be able to participate
in acid–base interactions. Thus, sequential equilibria of
protonation may be formulated as follows:


MPz þ H Ð MPzHþ


MPzHþHþ Ð MPzH2
2þ


and so on, where MPzHþ and MPzH2
2þ are the first


and second protonated forms of the MPz initial base,
respectively.


According to the modern theory of acid–base interac-
tions, the proton transfer from acid HA to base B is a
complex process in which the stages of the acid associate,
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H-associate, ion–ion associate and fully ionized proto-
nated form, can be distinguished (Scheme 1).


The forms considered in Scheme 1 differ in the degree
to which the proton is transferred from the acid molecule
to the electron donor center. In a proton-donating medium
with poor ionizing ability, donor centers of the �-
conjugation multicenter base can participate in a weak
acid–base interaction with acid molecules forming as-
sociates. The full transfer of the proton from the acid to
the base can only proceed in media with good ionizing
ability.


In comparison with porphyrazine, the triazoleporphyr-
azine molecule has two extra nitrogen atoms (those of the
azole ring), which could be considered as additional
centers of the protonation. This fact must influence the
acid–base behavior of this class of compounds. In this
work, experimental and theoretical procedures were
combined to study the acid–base properties of the tria-
zoleporphyrazines and, consequently, to establish their
particularities with respect to related compounds.


RESULTS AND DISCUSSION


Experimental data


The acidification of benzene solutions of compounds 1–3
with a small addition of acetic acid (c¼ 0.4 mol l�1,
H0¼ 7.5) results in a hypsochromic shift of the Q-bands
in the UV–visible spectra. An example of this behavior
for 3 is shown in Fig. 1.


The formation of the first acid form of the studied
compounds is completed in media having acidities that


are stronger than those corresponding to pure acetic acid,
i.e. in H2SO4–antipyrine–HOAc mixtures (H0¼ 3.95 for
1 and 2 and 4.60 for 3). On replacing the benzene solvent
with H2SO4–antipyrine–HOAc, the maximum Q-bands
are shifted hypsochromically by 473, 376 and 755 cm�1


for 1, 2 and 3, respectively. Taking into account that the
displacements of the Q maxima described here are
obtained in media with poor ionizing ability, it can be
concluded that they are related to the formation of ion–
ion associates.


The stability constant of the acid form i (Ksi) was
determined following Hammett’s equation:10 pKsi¼
nH0þ logIi, where H0 is the Hammett’s function of
acidity, Ii¼Ci /Ci�1 is the relation of the concentrations
of the i (current) and i� 1 (previous) protonated forms
and n is the number of donor centers involved in the acid–
base interactions at the stage under consideration.


The logIi –H0 dependences have a linear character
for 1–3 in benzene–acetic acid media (Fig. 2). The slopes
of the logIi /H0 lines for Eqn (1) are 0.97, 0.79 and 1.14
for 1, 2 and 3, respectively. This result indicates that
the number of donor centers participating in acid–base


Chart 1. Triazoleporphyrazines studied experimentally in this present work


Scheme 1. Stages of the proton transfer from an acid HA to
a Lewis basis B


Figure 1. UV–visible spectra of solutions of 3 in (1) ben-
zene, (2) benzene–HOAc (H0¼ 6.44) and (3) benzene–HOAc
(H0¼6.17)
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interaction, determined according to Eqn (1) as the slope
of the logIi /H0 dependences, is one in all the systems
studied. Hence the spectrophotometric titration data show
that only one molecule of acid takes part in the interaction
with ligands and Cu complex in the first stage. Porphyr-
azines become rapidly destroyed with further increase in
acidity.


The stability constants of the first acid forms for 1, 2
and 3 that were also determined from Hammett’s
equation are 4.48� 0.18, 4.90� 0.32 and 6.50� 0.41,
respectively.


The pKs1 values of 1 and 2 are of the same order of
magnitude, suggesting that the protonation center is the
same in both cases. Nevertheless, the basicity of 2 is
significantly higher than that of 1. This can be understood
by considering (i) the electron-donating (þI) effect of the
alkyl substituent and (ii) that the proton acceptor center
belongs to its own triazole ring.


The introduction of a Cu ion in the macrocycle leads to
an increase in basicity by two orders of magnitude with
respect to 1 and 2. This may indicate that the protonation
center in the metal complex differs from that in 1 and 2
besides the fact that the protonation through the N atom
in position 4 of the triazole ring (for nomenclature see
Scheme 2) is impossible owing to the presence of the
metal cation at the center of the macrocycle cavity.


The comparison of the pKs1 values obtained in this
work for the triazoleporphyrazines (which ranged from
4.48 to 6.50) and those reported for the tetraazaporphyr-
ins9 (1.00 and �1.33 for the octaphenyltetraazaporphyrin
and its Cu complex, respectively) shows an increase in
the basicity on substitution of one pyrrole ring by the
triazole ring in the macrocycle. It was shown previously9


that the first stage of the acid–base interaction in tetra-
azaporphyrins proceeds through one of the four meso-
nitrogen atoms and leads to a bathochromic shift of the
Q-band in the spectra.


The protonation of the internal nitrogen (i.e. the pyrro-
line nitrogen) in the first stage of an acid–base interaction
in the unsymmetrical monoazaporphine was observed
and resulted in a hypsochromic shift of the long-wave
Q-band.9 Also, it is well known11,12 that protonation of
the isolated 1,2,4-triazole ring occurs through the nitro-
gen atom located at position 4 of the ring (Scheme 2).


On the basis of this body of results, one can expect that
the high basicity of the metal-free triazoleporphyrazines
compared with the related porphyrazines and the hypso-
chromic shift of the absorption Q-bands in their UV–
visible spectra, observed in acid–base processes, are
conditioned by the protonation of the N atom at position
4 of the triazole ring.


Theoretical study


In order to find both the nature of the protonation center
and an explanation for the observed hypsochromic shift
of the absorbtion Q-bands in the UV–visible spectra, a
theoretical study of the protonated forms of the unsub-
stituted metal-free triazoleporphyrazine was carried out.


The spectral data reveal that 1 and 2 exist in solutions of
low-polarity solvents mostly as low aromatic forms5 which
correspond to the tautomer with one proton attached to the
triazole ring and the other located in the macrocycle
cavity6 (model structure 4 in the present work).


For studying the effects of protonation on the mole-
cular electronic structure of the triazoleporphyrazine at
an adequate theoretical level with reasonably small
computational effort, we selected three model protonated
structures derived from the low-aromatic free-base tria-
zoleporphyrazine 4. Two of these structures are proto-
nated in the triazole ring, 5a (position 4) and 5b (position
2), and one is protonated in a meso N-atom, 5c (Chart 2).


Preliminary geometry optimizations of the peripheral
substituted molecules 1, 2 and 3 demonstrated that the
phenyl rings are out of the plane of the central core. They
are located quasi-perpendicularly with respect to the
triazoleporphyrazine macrocycle. This result agrees
with x-ray investigations of porphyrazines having the
same substituents.13 This non-planarity makes the con-
jugation effect of the substituents on the central core
negligible. Hence both conjugation and inductive effects
of the substituents, which are not large here, give a weak
electronic influence of the peripheral substituents on the
macrocyclic core. Correspondingly, this simplification
leads to the model structures depicted in Chart 2.


The full optimization geometry performed at the DFT
[B3LYP/6–31(d,p)] level yields plane configurations for
the protonated forms 5a–c. The bond lengths and bond
angles of 4 and 5a–c are given in the Supplementary
Material. The protonation provokes a strong perturbation
of the geometric parameters although, as was found for
the neutral tautomeric forms,6 the planarity of the mole-
cules is preserved.


Figure 2. LogI–H0 relationships for the equilibrium of the
ion–ion associate formation in the benzene–acetic acid
system. Series 1–3 correspond to compounds 1–3


Scheme 2. Formation of the first protonated form of 1,2,4-
triazole
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A considerable increase in the C—N (N—N) bond
lengths is observed when the N atom captures a proton.
For example, if a proton addition occurs on the nitrogen
atom located at position 4 of triazole ring, the C—
NHþ—C bonds elongate by more than 0.020 Å (see the
Supplementary Material). The proton addition at the
position 2 of the triazole ring (structure 5b) strongly
modifies the molecular geometry, especially that of the
triazole moiety, and leads to a structure of higher sym-
metry (C2v) than the others. For instance, the N—N bond
length in structure 5b (1.356 Å) is the largest in the series
4, 5a–c.


The magnitudes of total and relative electronic ener-
gies of the protonated forms 5a–c are shown in Table 1.
The cationic configuration 5a that bears a proton at
position 4 of the triazole ring is found to be the most
stable among the forms examined. This suggests that it is
the first protonated form of the triazoleporphyrazine,
which, in turn, agrees well with the behavior of 1,2,4-
triazole12 in an acidic medium. It seems that structure 5a
is additionally stabilized by the formation of an inner
porphyrazine-like macrocycle. This fact is proved by the
equalization of the bond lengths of the internal cross (see
Supplementary Material).


One-proton addition gives rise to a strong perturbation
in the electronic charges of all the molecules, but espe-
cially at the N atom that bonds the proton and at the
neighboring C atoms. Thus, when the N atom accepts a
proton, the negative charge of the N atom and the positive
charge of the C atoms bound to the N atom are increased.


The analysis of the charge distribution over all the
molecule shows that in the cases of 5a and 5b, the


positive charge is locally accumulated on the triazole
ring, reaching values of þ1.025 and þ0.969, respectively.
In contrast, the positive charge is more uniformly dis-
tributed over the whole molecule when the proton addi-
tion takes place along the exocyclic (meso) atom.


Aromaticity is one of the most important characteris-
tics of the tetrapyrrole macrocycles because it is respon-
sible, in many respects, for several features which
characterize these compounds, e.g. high stability, light
absorption, acid–base interactions. Recently, we reported
on the aromaticity of the unsubstituted metal-free triazo-
leporphyrazine.6 It could be expected that the presence of
two additional nitrogen atoms instead of a —C——C—
bridge located directly in the macrocyclic core would
open a way to give access to the conjugated systems by
means, for example, of protonation. In fact, the proto-
nated forms of 1 and 3 were measured in the gas phase by
mass spectrometry (see Ref. 5 for 1 and 3; for 2, see the
selected data quoted above). In order to estimate the
influence of the protonation on the aromatic properties,
both geometry-(EN, GEO and HOMA) and magnetic
(NICS)-based criteria of aromaticity14,15 were evaluated
for the protonated forms of triazoleporphyrazine. Table 2
gives the calculated values of geometry-based criteria of
aromaticity for the studied systems.


Proton addition to either position 4 of the triazole ring
(structure 5a) or to the exocyclic-meso N atom (structure
5c) leads to the equalization of the bond lengths in the
cations. The GEO values decrease from 0.464 for non-
protonated structure 4 to 0.450 and 0.407 in 5a and 5c,
respectively. The average bond lengths of these cations
tend towards the optimal magnitude (EN criterion).14,15


As a result, HOMA values of the cationic systems 5a and
5c are higher than those of the neutral molecule 4.


In 5a, the formation of a porphyrazine-like internal
cross explains the global increase in the HOMA, but
simultaneously the local HOMA aromaticity index of
triazole ring is increased to 0.956. The description of the
aromaticity based on geometry criteria is in good agree-
ment with that obtained by means of magnetic-based
criteria (NICS).


The value of the NICS index calculated at the center of
the macrocycle 5a (Fig. 3) changes from �6.90 (4) to


Chart 2. Neutral (4) and protonated (5a–c) structures of the unsubstituted free-base triazoleporphyrazine considered in this
work. The internal cross of the structures is emphasized in bold


Table 1. Total and relative energies of the protonated forms
5a–c


Structure Etot (a.u.) �Erel (kJ mol�1)


4 �1085.7577133 —
5a �1086.1604513 0
5b �1086.1296643 80.75
5c �1086.1359859 64.16
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�7.71 ppm, which, in turns, means that the aromaticity
increases. Similar behavior was observed for the triazole
ring of 5a: the proton addition at position 4 of the triazole
ring (5a) produces an increase in the local aromaticity in
this group. The NICS value at the center of the triazole
ring changes from �13.20 (4) to �17.52 (5a) ppm. This
increase in the aromaticity in structure 5a may also
explain the hypsochromic displacement of the low-


energy Q-band observed at the UV–visible spectrum of
1 and 2 in an acidic medium of growing strength.


In structure 5b, the strong alternation of double and
single bonds of pyrrole rings b and d (Fig. 3) induces a
considerable increase in the GEO values (Table 2).
Therefore, the global aromaticity of 5b decreases as the
value obtained for the global HOMA (0.326) indicates.
The NICS value calculated at the center of the macro-
cycle cavity in 5b (�1.07 ppm) confirms the very low
aromatic character of this cation. The most aromatic part
of this cation is the internal cross (depicted in Chart 2 in
bold) as the HOMA index 0.911 obtained for this part of
the molecule (Table 2) indicates. Accordingly, the single
protonation of the triazoleporphyrazine throughout the
position 2 of the triazole ring represents an intramolecu-
lar switch for aromaticity.


When protonation occurs in the exocyclic N atom (5c),
the HOMA increases to 0.482. This increase is caused
mostly by the HOMA contributions of pyrrole rings to the
HOMA of the whole system. Since the Nmeso—C� bond
lengths become elongated, the HOMA value of the
internal cross decreases from 0.891 (4) to 0.858 (5c).
However, the N atom which is the acceptor of a proton is
maintained as a good conductor of electron effects over
molecule 5c, as the NICS value of �7.85 ppm indicates.


CONCLUSION


The behavior of hexakis(4-tert-butylphenyl)triazolepor-
phyrazine, its Cu complex and its 1-dodecyl derivative
was studied in proton-donating media. It was established
that triazoleporphyrazines are able to be protonated in a
proton-donating medium with poor ionizing ability
(HOAc–benzene) and, consequently, ion–ion associates
should be formed. The stability constants of the acid
forms show that a replacement of a pyrrole moiety by a
triazole ring in the porphyrazine leads to an increase in
basicity. The protonation of the triazoleporphyrazines
results in a hypsochromic shift of the Q-bands in the
UV–visible spectra.


Quantum chemical investigations show that the pro-
tonation of the triazoleporphyrazines strongly influ-
ences both their molecular electron structure and
aromaticity. The cation formed by proton addition to
the exocyclic nitrogen atom seems to be the most
aromatic cation. The investigations of the protonated
forms confirm that the high basicity of triazoleporphyr-
azines is conditioned by protonation of the nitrogen
atom located at position 4 of triazole ring, the corre-
sponding protonated form having more aromatic char-
acter than the neutral structure. However, the addition of
one proton to the nitrogen atom at position 2 of the
triazole ring is responsible for the dramatic decrease in
the aromaticity of the macrocycle. Hence the triazole-
porphyrazines could be used as an intramolecular
switch for aromaticity.


Table 2. EN, GEO and HOMA indices for structures 4 and
5a–c optimized by B3LYP/6–31G(d,p)


Structure EN GEO HOMA


46 (whole system) 0.122 0.464 0.414
Triazole ring (a) 0.044 0.034 0.922
Pyrrole ring (b) 0.332 0.812 �0.144
Pyrrole ring (c) 0.332 0.484 0.184
Pyrrole ring (d) 0.316 0.801 �0.117
Internal cross 0.015 0.094 0.891
5a (whole system) 0.117 0.450 0.433
Triazole ring (a) 0.028 0.016 0.956
Pyrrole ring (b) 0.346 0.767 �0.113
Pyrrole ring (c) 0.322 0.506 0.172
Pyrrole ring (d) 0.344 0.732 �0.076
Internal cross 0.019 0.077 0.904
5b (whole system) 0.133 0.541 0.326
Triazole ring (a) 0.057 0.037 0.906
Pyrrole ring (b) 0.371 0.959 �0.330
Pyrrole ring (c) 0.357 0.566 0.077
Pyrrole ring (d) 0.371 0.959 �0.330
Internal cross 0.011 0.078 0.911
5c (whole system) 0.111 0.407 0.482
Triazole ring (a) 0.040 0.053 0.907
Pyrrole ring (b) 0.264 0.715 0.021
Pyrrole ring (c) 0.256 0.391 0.353
Pyrrole ring (d) 0.402 0.666 �0.068
Internal cross 0.018 0.124 0.858


Figure 3. Calculated NICS values (ppm) for the studied
compounds 46 and 5a–c
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EXPERIMENTAL


Synthesis


Compound 2 was obtained following the general proce-
dure described by Islyaikin et al.5 A mixture of 3,
4-di[4-(tert-butyl)phenyl]pyrroline-2,5-diimine (0.324 g,
0.9 mmol), 2,5-diamino-1-dodecyl-1,2,4-triazole (0.080 g,
0.3 mmol) and freshly distilled n-BuOH (30 ml) was
stirred under reflux for 28 h. After rotoevaporation of the
solvent, the precipitate was triturated with MeOH and
purified by column chromatography: (i) silica gel, hexane–
ethyl acetate (10:1), (ii) silica gel, toluene. TLC [hexane–
toluene–BuOH (10:1:1)], Rf¼ 0.6. Yield: 0.030 g (7.8%).
Elemental analysis: C86H104N10 (1277.83) calculated C
80.84, H 8.20, N 10.96; found C 80.45, H 8.46, N 10.63%.


Selected data are as follows: MS (FAB), matrix m-
NBA, [M]þ 1276.5 (26.4%), [MþH]þ 1277.5 (51.1%),
[Mþ 2H]þ 1278.5 (87.9%), [Mþ 3H]þ 1279.6
(100.0%); UV–visible, CHCl3, 244.0 (4.78), 328 (4.65),
421.0 (4.60), 535 (4.55), 624 (3.73); IR (KBr), ��� (cm�1),
3298 (NH), 2960, 2926, 2856 (t-Bu), 1585 (C——C, C——
N), 1460, 1363, 1268, 1109, 1088, 1022, 972, 837, 802,
728, 670, 616, 565.


Measurements


The experimental study of the acid–base interaction of
1–3 was carried out by the UV–visible spectrophoto-
metric method.9 UV–visible measurements were carried
out with a Hitachi U-2000 spectrophotometer with temp-
erature-controlled cells at wavelengths that correspond
to the absorption maximum of the non-protonated forms
(531.0 nm for 1, 538.0 nm for 2 and 634.5 nm for 3).
Solutions with constant concentrations of 1–3 and differ-
ent acidities were used. The acidities in the interval
H0¼ 4.83–7.00 were fixed by means of mixtures of
benzene–acetic acid (HOAc)9 containing HOAc from 0
to 15.62 mol l�1. Solutions with higher acidities (H0¼
3.95–4.27) than those obtained with benzene–HOAc
mixtures were produced using H2SO4–antipyrine–
HOAc11 solutions at low concentration of sulfuric
acid.


Calculations


The geometry optimization of structures 5a–c was carried
out at the density functional theory (DFT) level. The
functional employed was the Becke three-parameter
(B3LYP) hybrid functional,16 which has been widely
used in theoretical studies of pyrrole macrocycles.17


Also, the 6–31G(d,p)18 basis set was selected. In order
to verify that the optimized structures correspond to a
minimum, they were fully characterized by vibrational
analysis using second derivatives. Positive frequencies


and eigenvalues of the Hessian were obtained in every
case. The present work was computationally supported
by the Gaussian 98 package.19 The data calculated for the
triazoleporphyrazine 4 at the same theoretical level have
been presented elsewhere.6


The aromaticity of the described structures was eval-
uated by two quantitative criteria: (a) the geometry-based
index, namely the harmonic oscillator model of aroma-
ticity (HOMA) and (b) nucleus independent chemical
shifts (NICS).14,15 The GIAO method20 was used to
evaluate NICS indices. They were evaluated in the pre-
sent work both at the geometric center of the macrocyclic
cavity and at the center of the triazole ring as indicated in
Chart 2.
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ABSTRACT: Unlike electrophilic carbenes, which react at sulfur to produce thiocarbonyl ylide intermediates,
dimethoxycarbene (DMC), generated by thermolysis of an oxadiazoline at 110 �C in benzene in a sealed tube, reacts
at carbon, possibly to generate a zwitterionic intermediate, or at both carbon and sulfur in a concerted process that
generates a thiirane. In case of the strained 2,2,4,4-tetramethylcyclobutane-1,3-dithione (2), an assumed zwitterion
undergoes ring expansion. In analogous reactions, unstrained thiones afford thiiranes, possibly by ring closure of
the postulated intermediates or by concerted addition. Desulfurization of thiiranes, which occurs spontaneously in
some instances, results in the formation of ketene acetals, many of which hydrolyze during workup. O-Alkyl
thioesters and xanthates react to afford products via insertion of the DMC into Csp2—O or Csp2—S bonds,
respectively. Copyright # 2004 John Wiley & Sons, Ltd.


KEYWORDS: dimethoxycarbene; ketene acetals; oxadiazoline; reactive intermediates; thiiranes; thiocarbonyl compounds


INTRODUCTION


Although there are numerous publications concerning
reactions of electrophiliic carbenes and carbenoids with
thiocarbonyl groups (see, for example, Ref. 1), there are
fewer concerning reactions of nucleophilic carbenes with
analogous compounds (see, for example, Ref. 2). Elec-
trophilic carbenes add to sulfur of C——S compounds to
generate thiocarbonyl ylides,1 whereas nucleophilic car-
benes add to carbon of C——S, either in concert with
addition at S or to form a dipolar intermediate. A dipolar
intermediate has been demonstrated for the case of
diaminocarbenes and CS2 only2c (Scheme 1), and it
seems reasonable to postulate an analogous intermediate
for reactions of dimethoxycarbene (DMC) with thiocar-
bonyl compounds, particularly because such a postulate


seems to explain many of the observed products (the fact
that the postulate is convenient for the explanation of
diverse reaction paths does not mean that it is right, of
course). On the other hand, thiocarbonyl groups are
known to undergo carbophilic and/or thiophilic reac-
tions3 with other nucleophilic agents and, in the case of
DMC, both reaction courses could compete. This mini-
review covers our groups’s research on the chemistry of
DMC with thiocarbonyl compounds and the limited
research of some others.


RESULTS AND DISCUSSION


2,2,4,4-Tetramethyl-1,3-cyclobutanedithione


Reaction of dimethoxycarbene (DMC, 1) with the cyclo-
butanedithione 2 resulted in two major products, 6 [1H
NMR (300 MHz, CDCl3): � 1.37 (s, 6H), 1.49 (s, 6H),
3.33 (s, 6H).13 C NMR (75 MHz, CDCl3): � 24.1, 33.6,
50.6, 64.5, 70.3, 198.6, 259.1, 272.0. MS (HR): m/z calcd
for C11H18O2S2 246.0748; found 246.0749] and 7 [1H
NMR (300 MHz, CDCl3): � 1.26 (s, 6H), 1.48 (s, 3H),
1.54 (s, 3H), 3.35 (s, 3H), 3.40 (s, 3H), 3.55 (s, 3H), 3.69
(s, 3H). 13C NMR (75 MHz, CDCl3): � 24.8, 27.9, 29.1,
32.4, 50.6, 52.5, 55.6, 60.2, 66.4, 108.4, 109.4, 278.5. MS
(EI): m/z 320 (Mþ)], formed by primary ring expansion of
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2 (Scheme 2).2b The expected thiirane 5 was not found in
the reaction mixture. Products 6 and 7 can be accounted
for in terms of intermediate 3 (or an analogous transition
state) that does not have the correct geometry for facile
formation of thiirane 5 but does have the correct geome-
try for ring expansion to 6.


Ring-expansion product 6 could be formed most ra-
pidly, because of relief of ring strain, either from an
intermediate such as 3 or a transition state analogous to it.
Compound 6, with non-equivalent C——S groups, reacts
regioselectively with 1, at the C——S moiety flanked by
the methoxy substituents. We attribute the enhanced
reactivity of that group (the isomeric thiirane was not
found) to the polar effect of those methoxy groups. Two
�-methoxy groups (as in 2,2-dimethoxycyclopentanone)
raise the carbonyl stretching frequency above that of
cyclopentanone, by about 15 cm�1. A through-space
interaction of a methoxy group with the incoming car-
bene unit, that becomes positively charged as it bonds to
carbon of C——S, cannot be ruled out.2a,b Presumably
addition to 6 involves an intermediate (or transition state)
similar to 3 but, in the absence of strain, further ring
expansion is slowed.


Along with the zwitterionic intermediate from the
reaction of a diaminocarbene with carbon disulfide,
presented in Scheme 1, there is a report by Hoffmann
et al.,4 who postulated a similar structure 8 for an
intermediate formed initially from DMC and phenyl
isothiocyanate. Hoffmann’s group trapped DMC with
aryl isocyanates and aryl isothiocyanates to give 5,5-
dimethoxyhydantoins and 5,5-dimethoxydithiohydan-
toins, respectively. The short-lived dipolar intermediate
was trapped efficiently with another molecule of phenyl
isothiocyanate to yield the imidazolidine-2,5-dithione (9)
shown in Scheme 3.4 Nair et al. have also invoked a
dipolar intermediate, from the reaction of dimethoxycar-
bene with dimethyl acetylenedicarboxylate, which adds
to carbonyl compounds.5


Dimethoxythiiranes have been isolated in a few
cases,2a most notably from reaction of 1 with adaman-
tanthione6 to afford 10 (Scheme 4).


Diarylthiones


Reactions of aromatic thiones with DMC did not lead to
isolable dimethoxythiiranes. Thus 4,40-dimethoxythio-
benzophenone (M. Dawid, G. Mloston and J. Warkentin,
unpublished observation) gave the known7 methyl ester


Scheme 1. Reaction of stable diaminocarbenes with carbon
disulfide


Scheme 2. Reaction of dimethoxycarbene with a cyclobutanedithione


Scheme 3. Dipolar intermediate from reaction of DMC with phenyl isothiocyanate


Scheme 4. Thiirane formation from reaction of DMC with
adamantanethione
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of 2,2-bis(4,40-dimethoxyphenyl)ethanoic acid (13) in
54% yield. Scheme 5 illustrates a possible sequence,
involving desulfurization of thiirane 11 and subsequent
hydrolysis of ketene acetal 12. Those intermediates might
be isolable under some conditions.


O-Methyl thiobenzoate


O-Methyl thiobenzoate (14) reacted with 2 equiv. of 1
to afford the known8 18 in 84% yield (Scheme 6), and
we propose 15–17 as intermediates in this cascade
conversion.2a


Compound 17 could not be isolated in completely pure
form but its structure was unambigously confirmed by
means of spectroscopic data [1H NMR (300 MHz,
CDCl3): � 3.23 (s, 3H); 3.34 (s, 9H), 3.68 (s, 3H),
7.26–7.32 (m, 3H), 7.53–7.57 (m, 2H). 13C NMR
(125 MHz, CDCl3): � 51.4, 56.0, 57.9, 108.1, 113.1,
127.1, 127.4, 130.6, 137.0]. Attempts to purify it by
further chromatography led to partial or complete hydro-
lysis to 18.


Methyl dithiobenzoate


Methyl dithiobenzoate (19) gave 22 [1H NMR
(300 MHz, CDCl3): � 2.08 (s, 3H), 3.74 (s, 3H), 4.52
(s, 1H), 7.26–7.46 (m, 5H). 13C NMR (125 MHz,
CDCl3): � 14.9, 52.6, 53.4, 128.1, 128.4, 128.6, 135.7,
171.1, MS (HR): m/z calcd for C10H12O2S 196.0558;
found 196.0545] in 22% yield and 18 in 28% yield
(Scheme 7).2b Again, it is plausible to think of 22 as a
final product arising via 20 and 21. Some support for the
proposed mechanism came from the isolation of an
impure sample of a material thought to be 21 {1H
NMR (200 MHz, CDCl3): � 1.98 (s, 3H), 3.52 (s, 3H),
3.77 (s, 3H), 7.18–7.47 (m, 5H). 13C NMR (75 MHz,
CD3Cl): � 17.0, 57.5, 97.5, 126.4, 128.1, 129.7, 136.9,
159.2. MS (EI): m/z (%) 210 ([M� S]þ, 70), 195 (100),
167 (32), 135 (15), 121 (85), 105 (58), 91 (12), 77 (55)},
which after chromatographic workup was transformed
into 22. The precursor of 18 is pictured as structure 24.
Neither 23 nor 24 was found.


It is not clear what the features are that lead to
desulfurization, or what species remove the thiirane


Scheme 5. Reaction of DMC with 4,40-dimethoxythiobenzophenone


Scheme 6. Reaction of DMC with O-methyl thiobenzoate


Scheme 7. Reaction of DMC with dimethyl dithiobenzoate
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sulfur. Moreover, there are additional minor products that
might have mechanistic significance.


Dimethyl xanthate


Initial attack of 1 on dimethyl xanthate (25) is pictured in
terms of 26, in which the choice for migration is between
a methoxy and a methylthio group (Scheme 8). One
would expect the latter to migrate to afford the product
that was isolated (27) [1H NMR (200 MHz, C6D6): � 1.87
(s, 3H), 3.15 (s, 6H), 3.69 (s, 3H). 13C NMR (50.3 MHz,
C6D6): � 13.4, 50.9, 58.8, 111.5, 211.6], given the weaker
C—S bond and the greater polarizability of sulfur com-
pared with oxygen.2a


CONCLUSION


The reactions of thiocarbonyl compounds with nucleo-
philic carbenes are in their infancy, as indicated by the
above early review. However, there is no doubt that their
interesting diversity leaves much scope for investigation
of mechanisms, by both experimental and computational
approaches. It will be particularly important to try,


further, to isolate and characterize some of the postulated
intermediates.
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ABSTRACT: The host–guest complexation of the upper rim diisopropoxyphosphoryl derivatives of dipropoxy- or
tetrapropoxycalix[4]arenes and the upper rim unsubstituted parent calixarenes with uracil and 5-amino-, 5-chloro-, 5-
nitro-, 6-methyl and 6-amino-1,3-dimethyluracil in methanol–acetonitrile–tetrahydrofuran–water (15:10:5:70, v/v)
solution was investigated by reversed-phase high-performance liquid chromatography. The association constants of
the 1:1 host–guest complexes of the uracils with the calixarenes within the range 1200–54 300M


�1 were calculated
from the relationship between the capacity factor of the uracil solutes and concentration of the calixarenes in the
mobile phase. The association constants were dependent on the nature of uracil guests, the manner of the lower rim
substitution of the calixarene skeleton and the number of the phosphoryl groups at the upper rim. Molecular dynamics
(MD) simulations of host–guest interactions were performed. Based on the MD trajectories, the atomic partition to the
net molecular solvent-exposed surface was analysed for the separate host and guest molecules and for the complexes.
Copyright # 2005 John Wiley & Sons, Ltd.
Supplementary electronic material for this paper is available in Wiley Interscience at http://www.interscience.
wiley.com/jpages/0894-3230/suppmat/


KEYWORDS: calixarenes; uracils; organophosphorus compounds; host–guest complexes; high-performance liquid


chromatography; molecular modelling


INTRODUCTION


The vase-shaped calix[4]arenes,1 composed of four phe-
nolic units connected via methylene links, have been
investigated as a platform for the design of artificial
receptors2,3 with capabilities similar to those of natural
enzymes for recognizing a range of bioactive guest
molecules such as amino acids,3,4 dipeptides,5 proteins,6


choline or acetylcholine,7 carbohydrates,8 vitamins B
(riboflavin) and B12 (cyanocobalamin),9 nucleotides (cy-
tidine, uridine, thymidine),10 nucleotides and even
DNA.11 The receptor–substrate (host–guest) interaction
of the calixarenes with biorelevant molecules is the basis
of their biomedical properties.2d,12


In a previous study,13 the host–guest interaction of
tetrapropoxycalix[4]arene 1 (Scheme 1) with a series of


bioactive uracil and adenine derivatives in a water-
containing medium was investigated by reversed-phase
high-performance liquid chromatography (RP-HPLC)
and molecular dynamics (MD) methods. These hetero-
cycles, being structural fragments of nucleotides, RNA
and DNA, can serve as binding sites in processes of its
recognition by calixarenes.
In this work, we utilized both RP-HPLC and MD


methods for the analysis of the host–guest complexation
of a series of uracils with dipropoxy- or tetrapropoxyca-
lix[4]arenes (1–6) (Scheme 1) functionalized at the upper
rim with hydrophilic diisopropoxyphosphoryl groups.
These groups extend the host’s cavity and increase the
solubility of the calixarene molecules in aqueous solution.


RESULTS AND DISCUSSION


HPLC analysis of the host–guest complexation


To investigate the role of the phosphoryl groups in the
host–guest interaction, stability constants of the com-
plexes of calixarenes 2–6 with the uracil derivatives were
determined by HPLC using methanol–acetonitrile–
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tetrahydrofuran–water (15:10:5:70, v/v) as mobile phase,
as reported for tetrapropoxycalixarene (1).13


Addition of calixarenes to the mobile phase decreases
the capacity factors k0 of the uracil solutes (Table 1)
owing to the formation of the host–guest supramolecular
complexes. The linear relationship of k0 versus calixarene
concentration in the mobile phase (correlation coefficient
0.95–0.99) confirms the 1:1 stoichiometry of the com-
plexes.
The stability constants KA of the 1:1 complexes were


calculated using the equation14


1=k0 ¼ 1=k00 þ KA � ½CA�=k00 ð1Þ


where k0
0 and k0 are the capacity factors in the absence


and presence of calixarene in the mobile phase, respec-
tively, and [CA] is the calixarene concentration. Detailed
procedures for these calculations have been reported.14,15


The stability constants calculated by this method are
given in Table 2. In accordance with the data, the stability
constant values are dependent on the structure of the
guest molecule, the nature and quantity of substituents [H


or P(O)(OPr-i)2] at the para-positions of the benzene
rings and the manner of the lower rim substitution (di- or
tetrapropylation) that determine the conformational be-
haviour of the calixarene skeleton (see below). It is well
documented that host–guest complexation in a water-
containing medium is governed by hydrophobic effects
electrostatic and �–� aromatic interactions, etc.16


The upper rim unsubstituted tetrapropoxycalixarene
(1) was the best binder among tetrapropoxycalixarenes
1–4 (KA¼ 6200–54 300M


�1).13 Insertion of electronega-
tive phosphoryl groups at the upper rim (2–4) weakens
the �-donor ability of the benzene rings and as a rule
decreases the stability constants of the complexes com-
pared with the unsubstituted calixarene 1 (one order of
magnitude or more in the case of CA4�5ClU and
CA4�5NO2U complexes).
The complexing ability of the upper rim unsubstituted


dipropoxycalixarene 5 (KA¼ 5640–41 700M
�1) is close


to that of tetrapropoxycalixarene (1) (Table 2). However,
in contrast to 1, insertion of phosphoryl groups mainly
increases the stability constants (twofold for 6�6am1,
3mU and 6�6mU complexes).


Scheme 1
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The relationship between the KA of the complexes and
structure of the calixarene host and uracil guest mole-
cules is complicated. In order to understand the nature of
the complexation, MD analysis of the interaction was
performed.


Molecular modelling of the host–guest
complexation


The calixarenes investigated can be separated into two
families, 1–4 and 5 and 6, depending on the conforma-
tional behaviour of their macrocyclic skeletons. Tetra-
propoxycalixarenes 1–4 exist in a stereochemically
flexible flattened cone conformation, which rapidly
changes the quasi-vertical and quasi-planar orientation
of the benzene rings in solution at room temperature.17


The cone conformation is an intermediate in the ex-
change.
Tetrapropoxycalixarenes 1–4 exist in a stereochemi-


caly flexible flattened cone conformation. A degenerate


process flattened cone–flattened cone transformation is
realized for the upper rim unsubstituted or tetrapho-
sphorylated compounds 1 and 4. For monophosphorylca-
lixarene 2 (Cs symmetry) or diphosphorylcalixarene 3
(C2v symmetry), sterically less restricted conformations
with quasi-planar phosphorylated benzene rings are pre-
ferable according to the MD analysis. In contrast to
stereochemically flexible tetrapropoxycalixarenes 1–4,
the flattened cone conformation of dipropoxycalixarenes
5 and 6 is rigidified by bifurcated intramolecular hydro-
gen bonds of OH groups with proximal oxygen atoms at
the lower rim.18 The stereochemical rigidity of calixar-
enes 5 and 6 in the flattened cone conformation is
confirmed by the decrease in the �� parameter of the
axial and equatorial protons of the methylene links to
0.78–0.82 ppm compared with 1.22–1.32 ppm in flexible
tetrapropoxycalixarenes 1–4.14


MD trajectory analysis of the complexation demon-
strates the flattened cone conformation for all calixarenes
and two types of guest binding topologies, depending on
the nature of the guest (Plate 1). All N1-unsubstituted


Table 1. Capacity factors of the uracil solutes (k0) depending on calixarene 1–6 concentration ([C]� 104M) in the mobile phase


1 2 3 4 5 6


Guest [C] k0 [C] k0 [C] k0 [C] k0 [C] k0 [C] k0


6am1,3mU 0.0 0.66 0.0 0.94 0.0 0.70 0.0 0.67 0.0 0.67 0.0 0.94
1.2 0.37 1.8 0.36 1.2 0.50 1.2 0.41 1.2 0.36 1.5 0.36
2.3 0.28 3.5 0.25 2.3 0.40 2.0 0.32 2.3 0.29 3.0 0.20
4.6 0.18 7.1 0.17 5.0 0.27 4.0 0.24 4.9 0.20 4.0 0.14


6mU 0.0 0.71 0.0 0.74 0.0 0.60 0.0 0.74 0.0 0.74 0.0 0.74
1.2 0.35 1.8 0.34 1.2 0.35 1.2 0.34 1.2 0.34 1.5 0.25
2.3 0.23 3.5 0.26 2.3 0.27 2.0 0.26 2.3 0.26 3.0 0.14
4.6 0.16 7.1 0.14 5.0 0.19 4.0 0.17 4.9 0.20 4.0 0.10


U 0.0 0.60 0.0 0.60 0.0 0.60 0.0 0.60 0.0 0.60 0.0 0.60
1.2 0.29 1.8 0.35 1.2 0.35 1.2 0.30 1.2 0.35 1.5 0.24
2.3 0.20 3.5 0.22 2.3 0.22 2.0 0.22 2.3 0.22 3.0 0.12
4.6 0.13 7.1 0.12 5.0 0.13 4.0 0.14 4.9 0.14 4.0 0.09


5ClU 0.0 0.98 0.0 0.80 0.0 0.66 0.0 0.98 0.0 0.98 0.0 0.80
1.2 0.40 1.8 0.38 1.2 0.46 1.2 0.84 1.2 0.43 1.5 0.33
2.3 0.27 3.5 0.29 2.3 0.36 2.0 0.78 2.3 0.29 3.0 0.18
4.6 0.16 7.1 0.18 5.0 0.25 4.0 0.69 4.9 0.19 4.0 0.14


5NO2U 0.0 2.17 0.0 2.17 0.0 2.17 0.0 2.17 0.0 2.17 0.0 2.17
1.2 0.30 1.8 0.38 1.2 1.33 1.2 1.49 1.2 0.38 1.5 0.34
2.3 0.16 3.5 0.25 2.3 0.95 2.0 1.12 2.3 0.25 3.0 0.17
4.6 0.09 7.1 0.15 5.0 0.66 4.0 0.85 4.9 0.09 4.0 0.11


Table 2. Stability constants KA of calixarene 1–6 complexes with uracil derivatives


KA (RSD, %)


Uracil guest 1a 2 3 4 5 6


6am1,3mU 6200 (5) 7750 (15) 3400 (9) 4700 (14) 5640 (13) 12300 (14)
6mU 8860 (3) 5950 (9) 5100 (13) 7750 (5)5 6250 (17) 14450 (13)
U 8900 (3) 4900 (19) 6800 (8) 6900 (19) 6500 (3)5 12300 (16)
5ClU 12000 (5) 5400 (14) 3500 (6) 1200 (14) 9200 (13) 11100 (13)
5NO2U 54300 (6) 22200 (15) 5150 (9) 4100 (11) 41700 (9)5 41400 (11)


a Data from Ref. 13.
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Plate 1. Stereoview of the host–guest complexes. Top: evolution of the complexes of calixarene 3 with uracil. Uracil oxygen
atoms are marked red, and nitrogen blue, respectively. Middle: representation of complexes of uracil with calixarenes 2–6: 2
(green), 3 (black), 4 (red), 5 (light blue) and 6 (blue). Bottom: representation of complexes of calixarene 3 with uracils U (black),
5NO2U (blue), 5ClU (green), 6mU (light blue), 6am1,3mU (red) superimposed using the calixarene CH2 bridging group
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uracil derivatives (6mU, 5ClU, 5NO2U) exhibit a com-
mon pattern of host–guest interaction (Fig. 1, bottom).
The heterocycle ring is partially placed between two
nearly parallel benzene rings of the calixarene skeleton,
permitting a number of van der Waals contacts and
stacking interactions. The hydrophilic part of the guest
molecule [C2(O)N3C4(O) fragment] is oriented outside
the rim, allowing hydrogen bonding with the solvent
molecules. The N1-H nitrogen, placed close to the centre
of the third (‘horizontal’) benzene ring, exhibits H-
bonding to the �-electron orbital where the distance
between the nitrogen and the centre of the benzene ring
is in the range 2.5–3.5 Å.19


Figure 1 shows how the distance between the uracil
nitrogen atom and the centre of the benzene ring of the
calixarene changes on complexation. In the complexes,
the C5–C6 side of the uracil molecule is protected from
the solvent by interaction with three other rings. Hence
both stacking and hydrophobic interactions stabilize the
complex, whereas the N1-H group is involved in addi-
tional H-bonding to the benzene �-electron orbital. Tak-
ing into account the N–H � � �� interactions, it is clear that
the strong decreasing KA for the complexes of tetrapho-
sphorylcalixarene 4 with 5-chloro- or 5-nitrouracil mo-
lecules possessing highly acidic NH protons is caused by
the electron-accepting phosphoryl groups lowering the �-
donor ability of the calixarene benzene rings.
N1-methylation (6am1,3mU) disabled H-bonding as


well as N1–CH3 steric repulsions decrease the rings’
interaction upon complexation. The putative NH–� inter-
action of 6-amino group is characteristic for all
6am1,3mU complexes. Perhaps in the case of calixarene
2 the interactions stabilize the complex (KA¼ 7750M


�1),
causing binding constants that are relatively high in
comparison to the uracil complexes (KA¼ 4900M


�1).
Analysis of the MD trajectories demonstrates relatively


small changes of the complex organization during the


simulation (Plate 1, top). The complexes organization of
C5-substituted uracil derivatives (5ClU, 5NO2U) is simi-
lar, with only small differences arising from steric inter-
actions of the substituents with the calixarene benzene
rings. The C6 substitution (6am1,3mU or 6mU) causes
relatively larger deviations of the complex structure,
because of the C6 substituents localized deeper inside
the pocket (Plate 1, middle).
Detailed analysis demonstrates that the organization of


calixarene macrocyclic skeleton remains unchanged in
all complexes, whereas the orientation of the guest bound
is dependent on both the position of substitution and the
nature of the substituent (Plate 1, bottom). The smallest
changes are observed for uracil and its 5-substituted
derivatives.


Binding constant analysis


Semiquantitative structure-related binding analysis is
based on the concept of atomic solvatation parameteriza-
tion (ASP), which assumes that the solute–solvent inter-
actions are proportional to the weight by atom type
solvent-exposed solute surfaces. Thus, in the first order
of approximation, the binding constant KA is expected to
be a function in the form


lnKA ¼ ���G=RT ¼ a��Spol þ b


��Snpol þ c� d ��nHD


where ��G is the change in ASP-derived �G upon
complexation, �Spol and �Snpol are net changes of polar
and apolar molecular surface upon complexation (includ-
ing both host and guest),�nHD is the number of the guest
H-bond donors placed inside the calixarene cavity upon
complexation, a and b are coefficients scaling the free
energy partition of water interaction with polar and
apolar atoms, respectively, c describes the effect of other
interactions common for the whole series of guests and d
is the penalty for the transfer of the single H-bond donor
from the solvent to calixarene cavity (Tables 3–5).


Figure 1. Distances between uracil N1 atom and calixarene
4 benzene ring


Table 3. Structural data obtained fromMD analysis of uracil
derivativesa


Uracil SHexc SN SO Stot Spol Sapol


U 11.98 9.01 25.90 84.94 46.89 38.05
6mU 11.35 8.50 25.94 97.13 45.79 51.34
6am1,3mU 11.22 12.41 21.87 118.28 45.51 72.78
5ClU 12.33 8.96 25.07 92.15 42.37 49.78
5NO2U 12.19 12.37 49.91 100.10 74.47 25.63


a SHexc, solvent-exposed surface of the exchangeable hydrogens; SN, SO,
molecular surface of polar (hydrogen, nitrogen and oxygen) atoms of the
molecule skeleton (Å2); Stot, total molecular surface of the molecule (Å2);
Spol, Sapol, total polar and apolar surface, respectively (Å2); Spol¼
SHexcþ SNþ SO; Sapol¼ Stot� Spol.
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We achieved a good correlation between the experi-
mental data obtained by HPLC analysis and calculated
data using molecular modeling for complexes of parti-
cular calixarenes and derivatives of uracil (Fig. 2). Un-
fortunately, no common model for all calixarene series
was obtained. In fact, there is no correlation of binding
constants for uracil complexed with different calixarene
molecules. The latter simply indicates the importance of
the electrostatic partition to the binding propensity of the
calixarene molecules. Quantum mechanical calculations
proved that the electron density distribution is signifi-
cantly modified by upper rim substituents.
In order to overcome the electrostatic problem, we


decided to analyse the substituent effect on binding
propensity. Thus, for each calixarene the ASP-derived
free energy partition was related to the level obtained for


the uracil complex. The final relation was postulated in
the form


lnKA=lnKuracil ¼ a���Spol þ b


���Snpol � d ���nHD


where �� means the difference between the appropriate
parameter change upon complexation obtained for uracil
and a given uracil derivative. The results obtained are
equally correct for all calixarenes and uracil derivatives
excluding nitro derivatives, for which strong electrostatic
interactions between the NO2 group and the calixarene
skeleton exists. Moreover, for all calixerenes complexed
with 6am1, 3mU, we did not obtain the stable complex in
the postulated form in which strong electrostatic interac-
tions involving 2O were found. Taking into account these
deviations, we divided three series: the complex with the
nitro derivatives of uracil, the 6-amino-1,3-dimethyl
derivatives of uracil, and other derivatives of uracil. For
this proposed series, the correlation coefficients are fairly
good. Since the nitro and amino groups are rich in free
electrons, they could involve other specific interactions
with calixarene rings. This is the interpretation and
explanation of the other behaviours of these two series
of guest compounds compared with the derivatives of
uracil with a methyl group (Fig. 3).
Finally, the presented results demonstrate that the


proposed simplified model of host–guest interaction


Table 4. Structural data obtained from molecular dynamics
analysis of calixarenes 1–6a


Calixarene SHexc SN SO Stot Spol Sapol


1 0.00 0.00 0.06 346.25 0.06 346.19
2 0.00 0.00 38.59 541.90 38.59 503.31
3 0.00 0.00 18.55 441.40 18.55 422.85
4 0.00 0.00 66.50 592.63 66.50 526.13
5 0.31 0.00 1.75 322.00 2.05 319.94
6 0.48 0.00 40.85 503.47 41.33 462.14


a Symbols as in Table 3.


Table 5. Structural data obtained from MD analysis of complexes of calixarene hosts 2–6 with uracil guestsa


Host guest SHexc SN SO Stot Spol Sapol �Spol �Sapol


2 U 7.55 5.15 58.58 545.15 71.29 473.86 14.19 67.50
3 6.32 4.09 36.78 434.28 47.19 387.09 18.25 73.81
4 0.11 3.20 60.63 528.94 57.54 471.40 55.85 92.78
5 6.23 4.33 24.77 337.96 35.33 302.63 13.61 55.35
6 6.59 3.18 57.00 487.35 66.77 420.57 21.44 79.61
2 6mU 2.51 3.47 46.59 545.81 52.57 493.25 31.82 61.41
3 9.31 5.48 30.93 446.32 45.72 400.60 18.62 73.60
4 0.80 2.75 64.37 533.89 62.42 471.47 49.87 106.01
5 7.28 5.91 24.29 345.68 37.47 308.21 10.37 63.07
6 3.75 4.14 53.91 525.71 61.80 463.20 25.41 64.19
2 6am1,3mU 4.93 7.19 44.87 541.08 56.98 484.09 27.11 92.00
3 0.17 3.51 28.43 458.66 32.11 426.55 31.94 69.08
4 0.00 3.02 57.20 537.15 57.22 479.92 54.78 118.99
5 0.41 3.86 22.16 360.48 26.42 334.05 21.14 58.66
6 4.97 5.90 51.42 527.16 62.28 464.88 24.55 70.04
2 5CIU 5.16 3.47 51.94 544.29 60.57 483.72 20.39 69.38
3 5.75 4.38 32.01 445.89 42.14 403.75 18.77 68.88
4 1.39 2.96 58.74 533.00 57.16 475.83 51.71 100.08
5 5.77 3.67 17.05 337.65 26.49 311.16 17.93 58.57
6 6.07 3.93 53.06 508.55 63.06 445.49 20.63 66.43
2 5NO2U 5.70 5.23 59.13 536.68 70.06 466.62 42.99 62.32
3 3.62 4.57 48.75 442.89 56.93 385.95 36.08 62.53
4 1.47 4.95 66.47 530.52 63.00 467.52 77.97 84.25
5 6.09 6.67 39.50 343.23 52.25 290.98 24.27 54.59
6 6.19 6.31 61.44 496.74 73.93 422.81 41.87 64.96


a Symbols as in Table 3. �Spol¼ Spolguestþ Spolhost� Spolcomplex; �Sapol¼ Sapolguestþ Sapolhost� Sapolcomplex.
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satisfactorily describes experimentally measured binding
constants.


CONCLUSION


Di- and tetrapropoxycalix[4]arenes functionalized at the
upper rim with hydrophilic diisopropoxyphosphoryl
groups are effective binders for biorelevant uracil deri-
vatives in a water-containing medium. The phosphoryl
groups decrease complexation with uracil derivatives in
the case of tetrapropoxycalixarenes, but increase the
complexation for dipropoxycalixarenes. Hydrophobic
effects, NH–� and �–� interactions and van der Waals
forces play important roles in the complexation process.


EXPERIMENTAL


Materials


Uracils were purchased from Sigma and were thoroughly
purified by repeated crystallization and then carefully
dried for several days before use.


Tetrapropoxycalix[4]arene (1) and dipropoxycalix[4]-
arene (5) were synthesized by the method described
previously.18,20 The upper rim phosphorylated calix[4]-
arenes 2–4 and 6 were synthesized by the nickel-cata-
lysed Arbuzov reaction of the appropriate mono-, di- and
tetrabromo derivatives of tetrapropoxycalix[4]arenes or
dibromodipropoxycalix[4]arene with triisopropylpho-
sphite using the previously reported procedure.21


General procedure for the preparation of
calix[4]arenes phosphonates 2–4 and 6


A solution of mono-, di- and tetrabromotetrapropoxyca-
lix[4]arenes (0.01mmol) in triisopropyl phosphite (5ml)
in the presence of NiBr2 (0.002mmol for each bromine
atom of calixarene) was refluxed for 1 h. The reaction
mixture was evaporated under vacuum (0.05mm, 100 �C)
to give an oil. The oil was dissolved in methylene
chloride and washed first with NH4OH solution and
then with water. The organic phase was dried over
Na2SO4. The solvent was evaporated and the resulting
compound was purified by crystallization (3, 4 and 6) or
column chromatography (2).


5-Diisopropoxyphosphonyl-25,26,27,28-tetrapropoxyca-
lix[4]arene (2). Purification by column chromatography
[CH2Cl2–acetone (5:1)], Rf 0.4. White solid: yield 60%;
m.p. 127–129 �C; 1H NMR (CDCl3), � 0.98, 1.05 (two t,
6Hþ 6H, J 7.5Hz, CH3CH2CH2O), 1.19, 1.36 [two d,
6Hþ 6H, J 7.5Hz, diastereotopic (CH3)2CHO], 1.95 (m,
8H, J 7.5Hz, CH3CH2CH2O), 3.15, 3.2 (two d, 2Hþ
2H, J 13.5Hz, ArCH2eq), 3.80 (t, 4H, J 7.5Hz,
CH3CH2CH2O), 3.88, 3.93 (two t, 2Hþ 2H, J 7.5Hz,
CH3CH3CH2O), 4.42, 4.46 (two d, 2Hþ 2H, J 13.5Hz,
ArCH2ax), 4.58 (m, 2H, CH3CH), 6.44 (m, 6H, ArH-
mþArH-p), 6.68 (t, 1H, J 7.0Hz, ArH-m), 7.28 (d, 2H,
JPH 13Hz ArH-m); 31P NMR, � 18.6; MS (CI), m/z 757
(Mþ, 100%). M calculated 756.97. Anal. Calcd for
C46H61O7P: C, 72.00; H, 8.12; P, 4.09. Found: C,
72.32; H, 8.14; P, 3.88%.


5,17-Bis(diisopropoxyphosphonyl)-25,26,27,28-tetrapro-
poxycalix[4]arene (3). Purification by crystallization from
hexane. Yellow solid: yield 60%; m.p. 159–162 �C; 1H
NMR (CDCl3), � 0.90 (t, 6H, J 7.0Hz, CH3CH2CH2O),
1.10 (t, 6H, J 7.0Hz, CH3CH2CH2O), 1.37 [two d,
12Hþ 12H, J 7.0Hz, (CH3)2 CHO diastereotopic], 1.93
(m, 8H, CH3CH2CH2O), 3.22 (d, 4H, J 13.0Hz, Ar-
CH2eq), 3.69 [m, 4H, (CH3)2CHO], 4.14 (m, 8H,
CH3CH2CH2O), 4.46 (d, 4H, J 13.0Hz, ArCH2ax), 6.11
(d, 4H, J 7.2Hz, ArH-m), 6.23 (t, 2H, J 7.2Hz, ArH-p),
7.56 (t, 4H, JPH 13.2Hz, ArH-m); 31P NMR (CDCl3), �
20.1; MS (CI), m/z 865 (Mþ, 100%). M calculated
865.01. Anal. Calcd for C48H66O10P2: P, 7.16. Found:
P, 7.08%.


Figure 2. Correlation between calculated (calc) and experi-
mental (exp) data for lnKA for the calixarene–uracil com-
plexes


Figure 3. Correlation between calculated (calc) and experi-
mental (exp) data for lnKA for calixarenes 1–6 and uracil
derivative complexes in terms of three series: nitro and
amino derivatives of uracil and other uracils


COMPLEXATION OF PHOSPHORYLATED CALIX[4]ARENES AND URACIL 583


Copyright # 2005 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2005; 18: 578–585







5,11,17,23-Tetrakis(diisopropoxyphosphonyl)-25,26,27,
28-tetrapropoxycalix[4]arene (4). Purification by crystal-
lization from hexane. White solid: yield 70%; m.p. 200–
205 �C; 1H NMR (CDCl3), � 0.99 (t,12H, J 7.5Hz,
CH3CH2CH2O), 1.08, 1.27 [two d, 12Hþ 12H, J
7.5Hz, diastereotopic (CH3)2CHO], 1.97 (m, 8H,
CH3CH2CH2O), 3.31 (d, 4H, J 13.0Hz, ArCH2eq), 3.93
(t, 8H, J 7.5Hz, CH3CH2CH2O), 4.48 (d, 4H, J 13.0Hz,
ArCH2ax), 4.55 [m, 4H, (CH3)2CHO], 7.28 (d, 8H, JPH
13Hz, ArH-m); 31P NMR, � 17.3; MS (CI), m/z 1249
(Mþ, 100%). M calculated 1247.88. Anal. Calcd for
C64H100O16P4: C, 61.53; H, 8.07; P, 9.92. Found: C,
61.78; H, 8.08; P, 9.75%.


5,17-Bis(diisopropoxyphosphonyl)-25,27-dipropoxycalix
[4]arene (6). Purification by crystallization from hexane.
Yellow solid: yield 55%; m.p. 180–181 �C; 1H NMR
(CDCl3), � 1.23, 1.41 [two d, 6Hþ 6H, J 7.0Hz, diaster-
eotopic (CH3CH)2O], 1.37 (t, 6H, J 7.0Hz,
CH3CH2CH2O), 2.09 (m, 4H, CH3CH2CH2O), 3.50 (d,
4H, J 13.0Hz, ArCH2eq), 4.03 (t, 4H, J 7.0Hz,
OCH2CH2CH3), 4.32 (d, 4H, J 13.0Hz, ArCH2ax), 4.64
[m, 4H, (CH3)2CHO], 6.83 (t, 2H, J 7.0Hz, ArH-p), 7.01
(d, 4H, J 7.0, ArH-m), 7.57 (d, 4H, JPH 13.2Hz, ArH),
9.00 (s, 2H, OH); 31P NMR, � 17.68; MS (CI), m/z 838
(Mþ, 100%). M calculated 836.95. Anal. Calcd for
C46H62O10P2: C, 66.01; H, 7.47; P, 7.40. Found: C,
65.86; H, 7.32; P, 7.21%.


RP-HPLC analysis


The LC system consisted of an HPP 4001 high-pressure
pump (Laboratorni Pristroje, Prague, Czech Republic)
connected to a Rheodyne (Berkeley, CA, USA) 7120
sample injector with a 0.5ml loop and an LCD 2563
ultraviolet–visible detector (Laboratorni Pristroje) oper-
ated at 254 nm. The column (150� 3.3mm i.d.) was
packed with Separon SGX NH2 (5mm) (Lachema,
Brno, Czech Republic).
The mobile phase consisted of methanol–acetonitrile–


tetrahydrofuran–water (15:10:5:70, v/v) containing ca-
lixarene additives at concentrations of 4� 10�4–
5� 10�4


M. Samples of the guest solutions for injections
were prepared so as to give a concentration of 10�5


M


using a solvent identical with the mobile phase. The
amount of sample injected was 0.5ml. Each of the
samples was analysed three times. All chromatograms
were obtained at 31 �C. The flow-rate was 0.6mlmin�1.


Molecular modelling


All structural calculations were carried on using Builder,
Biopolymer, Dmol, Discover 3, docking and analysis
modules from the InsightII package (MSI/Accelerys,
San Diego, CA, USA) using the cvff force-field (consis-


tent valence force field).22 Initial conformations of all
investigated calixarene molecules were built de novo in
the cone conformation. Uracil derivatives were con-
structed by substituent addition to the uracil skeleton
adapted from uridine coordinates. The atomic partial
charges were taken from ESP charge distribution calcu-
lated on the background of density functional theory23


using DMol with the BLYP functional.24 In the case of 4,
the number of atoms exceeded the DMol boundaries
(>166), so the molecule was divided into two symme-
trical parts and then the charges were calculated.
All calixarene molecules were relaxed upon 1 ns in


vacuo molecular dynamics. Electrostatic repulsions be-
tween phosphoryl substituents drive the calixarene con-
formation to maximize the separation of the groups. Thus
the molecules with at least two phosphoryl groups exhibit
a conformation in which the substituted benzene rings are
in the ‘horizontal’ positions (Fig. 1).
According to our previous investigation and the known


hydrophobic/hydrophilic properties of the uracil skele-
ton,25 the complexes were built in the form protecting the
apolar side from solvent accessibility. The complexes of
uracil guest with the calixarene host (flattened cone) were
solvated in 25 Å cubic box water TIPS3 molecules. The
organization of the solvating water was tuned by 1000
steps of energy minimization followed by 15 ps MD
using periodic boundary conditions (PBC) in the NPT
ensemble (T¼ 300K, p¼ 0.1GPa) with constrained ca-
lixarene and uracil molecules. The optimization protocol
was repeated with the complexed molecules released.
Finally, 30 ps molecular dynamics in the NPT ensemble
(T¼ 300K, p¼ 0.1GPa) were performed. The 1 ps snap-
shots of the final 20 ps of MD trajectory were analysed.
The initial conformations of the substituted uracil


complexes were obtained based on the final result of
the MD of suitable host–guest solvated complexes using
perturbation methods as presented previously.
Solvent-exposed surfaces were calculated using GE-


POL 12.1 software. Based on the MD trajectories, atomic
partition to the net molecular solvent-exposed surface
was analysed for the separate guest and host molecules
and for the complex. For each complex, 20 structures
taken fromMDwere analysed, giving the average change
of a given type of parameter and its standard deviation.
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ABSTRACT: Rate constants for solvolyses of secondary alkyl tosylates in fluorinated media [including hexafluor-
opropan-2-ol (HFIP), hexafluoroacetone sesquihydrate, and trichloromethylbis(trifluoromethyl)carbinol] are re-
ported. Rates of solvolysis of 2-adamantyl p-toluenesulfonate in 97% (w/w) HFIP–water at 25 �C are neither
retarded by the addition of NaOTs nor accelerated greatly by NaClO4. The �-deuterium kinetic isotope effect for
solvolyses of 1-(1-adamantyl)ethyl methanesulfonate in 20% acetone–water at 25 �C is 1.14. Mechanistic implica-
tions of these results are discussed. Copyright # 2004 John Wiley & Sons, Ltd.


KEYWORDS: solvolysis; kinetics; fluorinated solvents; �-deuterium kinetic isotope effects


INTRODUCTION


Rates of solvolyses of neutral secondary substrates
(R1R2CHX) span a huge range (>1020), e.g. from solvo-
lysis of bis(p-methoxyphenyl)chloromethane (1)1 to 7-
norbornyl derivatives;2 in addition, there is a >1016-fold
dependence on the leaving group (X).3 Rates depend
primarily on the stabilization of positive charge by the
R1R2CH unit, now supported by the link between intrin-
sic (gas-phase) thermodynamic stabilities of cations and
solvolytic reactivity, which has recently been extended to
secondary substrates.4 Solvent effects on rates of SN1
reactions of adamantyl tosylates (AdOTs or p-toluene-
sulfonate) in protic solvents, varying over 109-fold from
tert-butanol to aqueous sulfuric acid, depend primarily on
the solvent polarity or YOTs scale of solvent ionizing
power.5


Relative rates of solvolyses of 2-propyl and 2-AdOTs
(2) vary >105-fold, from 134 in 1,1,1,3,3,3-hexafluoro-
propan-2-ol (HFIP) to 1.1� 10�3 in ethanol,6 and are so
strongly influenced by solvent nucleophilicity that un-
hindered secondary substrates react with inversion of
stereochemistry by an SN2 mechanism in more nucleo-
philic solvents.6,7 In addition to typical solvolyses in
ethanol, ethanol–water mixtures and acetic acid,7 solvo-
lysis research now includes studies of weakly nucleophi-
lic, fluorinated alcohols such as 2,2,2-trifluoroethanol
(TFE)1 and HFIP. Several other fluorinated alcohols


have also been examined.8 Solvent effects on solvolytic
reactivity can be correlated with solvent ionizing power
(Y or YOTs),


5 solvent nucleophilicity (N),7,9 and a para-
meter (I) which represents solvation effects adjacent to
the reaction site (often aromatic rings).10 As multipara-
meter correlations require data for a diverse range of
solvents, we now report new data for HFIP and explora-
tory kinetic studies of several other fluorinated alcohol
solvents.


Direct measurements of very rapid rates of reactions of
some aryl-stabilized secondary carbocations generated
by flash photolysis (e.g. photoheterolysis of halides) have
been made,11 and solvolysis of 1 in TFE recently pro-
vided the first example of an SN1 reaction in which both
the formation and decomposition of a cationic intermedi-
ate could be monitored.1 Also, lifetimes of less stable
secondary cationic intermediates, such as substituted 1-
phenylethyl cations, have been estimated using a trapping
procedure (azide clock method).12 However, for many
solvolyses, there is only indirect evidence for the forma-
tion of a cationic intermediate. Typical, long-established,
investigations of solvolytic reactions include data on
product composition and stereochemistry and structural
and solvent effects on rates, possibly with additional
kinetic data on isotope effects, salt effects, rates of
substrate racemization or 18O scrambling in carboxylate
or sulfonate esters.7 Some of these studies have led to
complex and controversial mechanistic interpretations, to
which we now add additional data and comments.


RESULTS


Salt effects on the solvolysis of 2-AdOTs in aqueous
HFIP are given in Table 1. As neither 0.03 M LiClO4 nor
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NaClO4 was completely soluble in 97% HFIP–water,
90% HFIP–water was also investigated. Various batches
of HFIP were used to study solvolysis rates; a typical
value in the presence of NaOAc buffer was
k¼ 1.4� 10�4 s�1, in satisfactory agreement with our
earlier data6 (k¼ 1.47� 10�4 s�1). Inclusion of NaOAc
buffer led to reliable data for solvolyses of alkyl tosylates
in HFIP (Table 2), but two other buffers (2,6-lutidine and
proton sponge) gave unreliable results. Results for solvo-
lysis of MeOTs in 97% HFIP agree with our previous
work,14 and contrast with lower published values (Table 2,


footnote d); rates increase on addition of water to HFIP
for MeOTs and EtOTs (Table 2), but decrease for 2-
AdOTs (Table 1).


Hexafluoroacetone hydrate, a 1,1-diol (i.e. a tertiary
alcohol), is a low-melting solid, but solvolysis rates in
hexafluoroacetone sesquihydrate [ca 95% (w/w) 1,1-
diol–water)15 at 25 �C are given in Table 3. Preliminary
studies of other fluorinated tertiary alcohols were made.
Perfluoro-2-methyl-2-pentanol (3)16 reacted very slowly
with 2-AdOTs (t >5000 min), but acetate buffers did not
appear to be soluble; adequately buffered solutions con-
taining 1–2% water gave t>7000 min. Supporting data
from single spectrophotometric measurements for mix-
tures of 3 and HFIP gave the following results for 105k
(s�1) at 25 �C: HFIP, 13.2� 0.5; 51.5% (w/w) 3–HFIP,
2.8� 0.2; 74.5% (w/w) 3–HFIP, 0.70� 0.02; hence k �
10�6 s�1 in 100% 3. Conductimetric studies of 97%
(w/w) 3 for tert-butyl bromide were inconclusive, but
1-adamantyl bromide gave k � 3� 10�4 s�1 at 25 �C
(but not reproducible). Other disadvantages are that 3 is
toxic16 and difficult to recycle by distillation (even from
concentrated H2SO4) after kinetic runs.


Perfluoro-tert-butanol is available commercially, but is
expensive, has a small liquid range (b.p. 45 �C)16 and is
fairly toxic, whereas trichlorobis(trifluoromethyl)carbi-
nol (4) is less volatile and has a higher liquid range (m.p.
�2 �C and b.p. 136–138 �C).17 Various preparations of 4
were attempted (see Refs 17 and 18 and Experimental),
but a very pure sample was not obtained—the product
absorbed with A> 2 up to 325 nm (hence precluding
spectrophotometric monitoring at 273 nm), and conducti-
metric monitoring of reactions at 25 �C buffered with
acetamide gave k � 3� 10�2 s�1 for ButCl and k�
6� 10�3 s�1 for 2-AdOTs. A solution of PriBr (0.05 M)
at 100 �C, buffered with 2,6-lutidine (0.1 M), monitoring


Table 1. Salt effects on rate constants for solvolysis of 2-
adamantyl tosylate in HFIP–water at 25 �C


Solvent (%, w/w) Salt [Salt] (M) k (10�5 s�1)


97.0a None 7.52� 0.03b


97.0a NaOTs 0.008 7.44� 0.05
97.0c LiClO4 <0.03d 7.7� 0.1
97.0a NaClO4 <0.03d 7.8� 0.1
89.3e None 1.88� 0.05
89.3e NaClO4 0.03 2.04� 0.05


a Monitored spectrophotometrically at least in duplicate at 24.85� 0.1 �C.
b Single conductimetric result, 105k¼ 8.69� 0.02; lit. 8.7 (Ref. 6), 7.17
(Ref. 8); spectrophotometric result, 7.97 (Ref. 13).
c Single measurement, monitored spectrophotometrically.
d Incompletely soluble.
e Monitored spectrophotometrically at 25.0� 0.05 �C.


Table 2. Rate constants for solvolysis of alkyl tosylates in
HFIP and HFIP–water


Rate constant (10�6 s�1)


Solvent MeOTsa EtOTsa PriOTsb


97% HFIPc 6.2� 0.5d 2.93� 0.1 0.98� 0.1e


HFIPf 1.69� 0.23 1.87� 0.07 0.99� 0.07g


a Determined at 100.05� 0.05 �C by spectrophotometric analysis of
quenched aliquots.
b Determined at 25.01� 0.02 �C by spectrophotometric analysis of
quenched aliquots.
c Duplicate measurements for MeOTs and EtOTs.
d Literature values determined conductimetrically: 5.5� 0.3 (Ref. 14); 1.02
and 1.69 (5� 10�3


M and 10–1
M unbuffered substrate, Ref. 8).


e Literature value determined conductimetrically: 1.55 (Ref. 14, extrapo-
lated).
f Duplicate measurements for EtOTs, single for others; 10�2


M NaOAc
added as buffer.
g In agreement with the value of 1.1 obtained by continuous spectro-
photometric monitoring (Ref. 6).


Table 3. Rate constants for solvolysis in hexafluoroacetone
sesquihydrate


Substrate Monitoring T ( �C) k (s�1)


2-AdOTs (2) Spectrophometrica 25.6 (9.8� 0.1)� 10�4


2-AdOTs (2) Conductimetricb 25.0 (8.93� 0.03)� 10�4


PriOTs Spectrophometricb 25.1 (7.3� 0.3)� 10�6


ButCl Conductimetrica 25.0 (1.9� 0.1)� 10�2


a Duplicate measurements; errors shown are average deviations.
b Single measurements of rate constant.


Table 4. �-Deuterium kinetic isotope effects for solvolysis of 1-(1-adamantyl)ethyl sulfonates (5) at 25.0 �C


Solvent X kH (s�1) kD (s�1) kH/kD


97% HFIPa OTs (5.2� 0.2)� 10�3 (4.8� 0.3)� 10�3 1.1� 0.1b


20% Ac OMsd (7.70� 0.05)� 10�4 (6.74� 0.05)� 10�4 1.14� 0.02e


a Determined spectrophotometrically from five measurements for kH and one for kD.
b Value in 98% HFIP is 1.116, determined conductimetrically for the pentamethylbenzenesulfonate (Ref. 20).
c Determined conductimetrically in 20% (v/v) acetone–water; data quoted are for the three most reliable measurements for kH and two for kD.
d Ms¼methanesulfonate.
e If all measurements are used (six for kH and five for kD), the value is 1.14� 0.03.
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the change in the 6H doublet (isoprene is the product) by
NMR, showed k� 6� 10�6 s�1 [slower than in 97%
HFIP (4.5� 10�5)];19 as reaction of ButBr in 4 is likely
to be faster than for 97% HFIP (2.2� 10�2),19 the rate
ratio ButBr/PriBr (�-Me/H ratio) is likely to exceed the
high value of 106.2 for 97% HFIP.19


Rate constants and �-deuterium kinetic isotope effects
(kH/kD) for solvolysis of 1-(1-adamantyl)ethyl sulfonates
(5) in relatively polar solvents (Table 4) supplement other
published studies.20


DISCUSSION


Salt effects (Table 1) show that rates for 2 are unaffected
(� 2%) by the addition of 0.008 M tosylate anion, so the
common ion effect is small or absent and the small rate
acceleration in the presence of 0.03 M perchlorate appears
to be a normal salt effect. The results are consistent with
the accepted interpretation that products are formed by
nucleophilic attack before formation of a free cation.6


Furthermore, extrapolations of measured cation life-
times11 indicate that even the tert-butyl cation may
have a lifetime shorter than the time for one bond
vibration.21 Secondary alkyl cations lacking stablizing
groups such as 2-adamantyl will have shorter lifetimes;
even the resonance-stabilized secondary 2-deoxyglucosyl
oxacarbenium ion may not be solvent equilibrated in
typical alcoholic solvolysis media.22


Short or negligible lifetimes of cations formed during
the solvolysis of unactivated secondary substrates are
probably the main factor underlying a long-running
controversy:6,20 e.g. does 18O scrambling of oxygen in
‘unreacted’ sulfonates indicate ion pair return on the main
reaction pathway20 or a side reaction via a concerted
polar mechanism?23,24 Indirect mechanistic probes lead
to different interpretations or emphases, illustrated by the
results in Table 5.


Observed rates (kt) for solvolysis of 1-(1-adamanty-
l)ethyl sulfonates (5) are similar to or faster than those of


pinacolyl (6); the 10-fold variation in relative rates (Table 5)
can be explained simply by the greater sensitivity of 5 to Y,
and possibly also to a lower sensitivity to N (to explain
the new results for 20% acetone).25 An increased sensi-
tivity to Y is often associated with a decreased sensitivity
to N, within the SN2–SN1 spectrum.6 Alternatively, results
can be explained by the general model of Gregoriou and
Varveri,29 which includes the formation of an intermedi-
ate ‘with extensive covalencies with the leaving group
and with the incoming solvent’.


Because rapid rearrangement prevents ion pair return
for solvolysis of 6, observed rates (kt) are equal to
ionization rates (k1); a comprehensive and complex
analysis of �- and �-deuterium kinetic isotope effects,
and products for solvolysis of 5 in various solvents, with a
simplex optimization of 46 parameters from 86 experi-
ments20 gave ionization rates (k1) up to three-fold greater
than observed rates (kt), with more ion pair return in 80%
ethanol than in 97% TFE. The lower kH/kD for 5 (com-
pared with 1.15 for 6 and 1.22 for 2) was explained by a
proportion of the reaction proceeding through a transition
state having a rearranged structure.20


Both the simple and complex interpretations (see the
previous two paragraphs) are in agreement that 5 can
ionize up to eight times faster than 6, but the complex
interpretation does not provide insights as to why. The
simple explanation6,25,27,29 is that there are enhanced
electronic effects because (i) additional carbon atoms in
5 donate electrons and (ii) contributions from nucleophi-
lic solvation30,31 are less in weakly nucleophilic media.


Presumably owing to changes in acidity which pro-
vide electrophilic assistance to ionization, the tertiary
alcohol 4 (pKa¼ 5.1)17 is an even more highly ionizing
solvent (YOTs � 5.4), than the secondary alcohol HFIP
(pKa¼ 9.3;17 YOTs¼ 3.82)5, continuing a trend from the
primary alcohol TFE, (pKa¼ 12.4;17 YOTs¼ 1.77).5 Not
surprisingly, the 1,1-diol HFA hydrate (pKa¼ 6.6)32 is a


Table 5. Rate ratios for 1-(1-adamantyl)ethyl (5)–pinacolyl
(6) either directly observed for solvolysis (kt) or calculated for
ionization (k1)


a of sulfonates (X) at 25 �C


Solvent X (k5/k6)t (k5/k6)1
a kH/kD


b


80% (v/v) EtOHc OBs 0.81 2.3d 1.147
97% (w/w) TFEc OBs 3.8 7.7d 1.111
97% (w/w) TFEe OTs 3.7 1.107
20% (v/v) Af OMs 2.7 (2.7)g 1.14
97% (w/w) HFIPh OTs 8.1 (1.116)i


a Ionization rates are calculated for formation of a contact ion pair.
b For solvolyses of 1-(1-adamantyl)ethyl sulfonates (5).
c Data from Ref. 20.
d From a steady-state treatment of secondary kinetic isotope effects; see
Ref. 20.
e Data from Ref. 25; kH/kD refers to brosylates.
f Data for 20% acetone–water from Table 4 and Ref. 26.
g Ratio of observed rate constants, assuming negligible ion pair return for
solvolyses in a highly aqueous medium (see also Refs 27 and 28).
h Data from Table 4 and Ref. 6.
i For the pentamethylbenzenesulfonate in 98% HFIP (Ref. 20).
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more ionizing solvent (YOTs¼ 4.6) than HFIP. However,
rates of solvolysis of 2 in a series of primary alcohol
solvents (CnF2nþ 1CH2OH, with n¼ 1, 2, 3 and 7) are
within a factor of 3,8 in contrast to our observation that 3
(YOTs� 2) is less highly ionizing than 4 (YOTs� 5.4).


CONCLUSIONS


Structural effects3,4 and solvent effects (including both
electrophilic and nucleophilic solvation effects)5 make
dominant contributions to the observed rates of typical
secondary solvolyses, and the nature of the initial hetero-
lysis step may change because of nucleophilic solvent
assistance or nucleophilic solvation (appropriate termi-
nology is still under discussion30,31). Other effects on
reactivity such as a change in rate-determining step20 or
solvation effects adjacent to the reaction site10 are rela-
tively small. The evidence for a mechanistic change to
rate-determining separation of contact ion pairs (i.e.
return from contact ion pairs)20 relies on ambiguous
18O scrambling data23,24 and on complex interpretations
of secondary deuterium kinetic isotope effects,20 in cases
where an ion pair may not survive long enough to
undergo one vibration.21


EXPERIMENTAL


Materials. Methyl and ethyl tosylates were commercial
samples (BDH) and 2-propyl and 2-adamantyl tosylates
(2) were prepared by standard methods;27 all were
recrystallized and dried before use. 1-(1-Adamantyl)etha-
nol derivatives were prepared from the 1-adamantyl-
methyl ketone (Aldrich) using lithium aluminium
hydride or deuteride, were converted to sulfonates by
standard methods27 and were recystallized from light
petroleum: 1-(1-adamantyl)ethanol (m.p. 79–80 �C;
lit.33 79.8–80.0 �C); tosylate (m.p. 122.5 �C; lit.33


123.0–124.2 �C); mesylate (m.p. 54–55 �C); �-D-alcohol
(m.p. 77–78 �C; lit.33 79.5–80.3 �C), with >99.8% iso-
topic purity shown by mass spetrometry; �-D-tosylate
(m.p. 123–124 �C; lit.33 123.8–124.6 �C); �-D-mesylate
(m.p. 53.5–54.5 �C). The purity and structure of all
samples were confirmed by 1H NMR spectroscopy.


Sodium p-toluenesulfonate was prepared by neutraliz-
ing the acid with an excess of NaHCO3, followed by
salting out the product with NaCl and recystallizing from
ethanol. Methanesulfonyl chloride was fractionally dis-
tilled from P2O5 (b.p. 58 �C/13 mmHg; lit.34 55 �C/
11 mmHg). Triethylamine was heated under reflux
with phthalic anhydride (1 g/30 ml) and then fractionally
distilled.


HFIP, containing 0–3% water from previous studies,
was recycled as follows. Addition of K2CO3 until alka-
line (and then 20 g l�1 more) was followed by distillation
through a Vigreux column, collecting the middle 80%


fraction at 56–57 �C. This fraction was then redistilled
under N2 through a triple-pass Widmer column either
from 3A molecular sieves (activated at 300 �C/1 mmHg
for 2 days) or from P2O5 (3 g l�1), collecting the middle
80% fraction (b.p. 58 �C; lit.19 58–59 �C). The pure
solvent was stored under N2 in the collection vessel
(fitted with a tap adaptor and septum cap) and transfers
were made by syringe. Binary solvents mixtures were
stored in a glass-stoppered flask, sealed with Parafilm at
5 �C for up to 6 weeks; under these conditions (and in
contrast to storage at room temperature), the solvent
composition did not change sufficiently to affect the
solvolysis rate constant for 2.


Hexafluoroacetone sesquihydrate (HFA�1.5H2O), a
commercial sample (PCR), and acetone (AR grade)
were used without further purification. Water was freshly
distilled in an all-glass apparatus and was passed through
an ion-exchange column (Amberlite MB-1) immediately
prior to use.


Perfluoro-2-methylpentan-2-ol (3) was supplied by
K. V. Scherer (b.p. 93 �C, 728 mmHg).16 Trichloromethy-
lbis(trifluoromethyl)carbinol (4) was prepared from
CCl4, BuLi and (CF3)2CO (from HFA hydrate–H2SO4)
in THF at �110 �C: b.p. 136–138 �C, lit.17 136–138 �C;
yield, ca 30% maximum three (with frequent failures),
lit.17 50%, using (CF3)2CO or ‘low yield’;18 even after
three distillations the sample contained 1H NMR signals
at � 1–3 (various signals), 6 (s) and 9 (s), possibly because
of plasticizers from the PVC tubing.


Kinetic methods. Spectrophotometric measurements
were made at 273 nm, using a Phillips SP1800 instru-
ment. Kinetic runs at 25 �C were carried out directly in
1.1 ml cuvettes in a water-cooled cell block; cuvette
temperatures were monitored before and after kinetic
runs using a calibrated bare thermistor in a water-filled
cuvette, and varied slightly with ambient temperature.
Substrate concentrations were (1–3)� 10�3


M and
[NaOAc] was ca. 10�2


M. The cuvette was sealed with
an all-glass stopper, incorporating a sample boat contain-
ing a pre-weighed amount of substrate; the thermally
equilibrated cuvette was shaken vigorously twice to
dissolve the sample. Kinetic data for simple alkyl tosy-
lates (Table 2) were obtained after reactions in thermo-
stated baths, by analysis of quenched, sealed, 5 ml
ampoules (7� 1.5 ml, with two ampoules reserved for
checking the infinity value). Rate constants were com-
puted using LSKIN.35


Acknowledgements


This research was supported by the SERC (UK) with
the award of a postdoctoral fellowhip. We are very
grateful to K. V. Scherer for supplying samples of the
fluorinated alcohol (3) and to P. v. R. Schleyer for helpful
discussions.


RATES OF SOLVOLYSIS OF SECONDARY ALKYL SUBSTRATES 99


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2005; 18: 96–100







REFERENCES


1. Mayr H, Minegishi S. Angew. Chem. Int. Ed. 2002; 41: 4493–
4495.


2. Winstein S, Shatavsky M, Norton C, Woodward RB. J. Am. Chem.
Soc. 1955; 77: 4183–4184.


3. Bentley TW, Christl MC, Kemmer R, Llewellyn G, Oakley JE.
J. Chem. Soc., Perkin Trans. 2 1994; 2531–2538.


4. Abboud JLM, Alkorta I, Davalos JZ, Müller P, Quintanilla E,
Rossier JC. J. Org. Chem. 2003; 68: 3786–3796.


5. Bentley TW, Llewellyn G. Prog. Phys. Org. Chem. 1990; 17: 121–
158.


6. Bentley TW, Bowen CT, Morten DH, Schleyer PvR. J. Am. Chem.
Soc. 1981; 103: 5466–5475.


7. Bentley TW, Schleyer PvR. Adv. Phys. Org. Chem. 1977; 14: 1–67.
8. Allard B, Casadevall A, Casdevall E, Largeau C. Nouv. J. Chim.


1979; 3: 335–342.
9. Kevill DN. In Advances in Quantitative Structure—Property


Relationships, vol. 1, Charton M (ed). Jai Press: Greenwich,
CT, 1996; 81–115.


10. Kevill DN, Ismail NHJ, D’Souza M. J. Org. Chem. 1994; 59:
6303–6309.


11. McClelland RA. Tetrahedron 1996; 52: 6823–6858.
12. Richard JP, Rothenberg ME, Jencks WP. J. Am. Chem. Soc. 1984;


106: 1361–1372.
13. Maskill H, Thompson JT, Wilson AA. J. Chem. Soc., Perkin


Trans. 2 1984; 1693–1703.
14. Schadt FL, Bentley TW, Schleyer PvR. J. Am. Chem. Soc. 1976;


98: 7667–7674.
15. Gambaryan NP, Rokhlin EM, Zeifman YU, Ching-Yun C,


Knunyants IL. Angew. Chem. Int. Ed. Engl. 1966; 5: 947–956.
16. Scherer KV Jr, Terranova TF, Lawson DD. J. Org. Chem. 1981;


46: 2379–2381.


17. Filler R, Schure RM. J. Org. Chem. 1967; 32: 1217–1219.
18. Kotun SP, Anderson JDO, DesMarteau DD. J. Org. Chem. 1992;


57: 1124–1131.
19. Bentley TW, Bowen CT, Parker W, Watt CIF. J. Chem. Soc.,


Perkin Trans. 2 1980; 1244–1252.
20. Wilgis FP, Neumann TE, Shiner VJ. J. Am. Chem. Soc. 1990; 112:


4435–4446.
21. Bentley TW, Llewellyn G, Ryu ZH. J. Org. Chem. 1998; 63:


4654–4659.
22. Zhu J, Bennet AJ. J. Org. Chem. 2000; 65: 4423–4430.
23. Dietze PE, Wojciechowski M. J. Am. Chem. Soc. 1990; 112:


5240–5244.
24. Hammett LP. Physical Organic Chemistry (2nd edn). McGraw


Hill: New York, 1970; 165.
25. Bentley TW, Liggero SH, Imhoff MA, Schleyer PvR. J. Am.


Chem. Soc. 1974; 96: 1970–1973.
26. Bentley TW, Bowen CT, Brown HC, Chloupek FJ. J. Org. Chem.


1981; 46: 38–42.
27. Bentley TW, Bowen CT. J. Chem. Soc., Perkin Trans. 2 1978;


557–562.
28. Richard JP, Jencks WP. J. Am. Chem. Soc. 1984; 106: 1373–


1383.
29. Gregoriou GA, Varveri FS. J. Chem. Soc., Perkin Trans. 2 1981;


985–990.
30. Richard JP, Toteva MM, Amyes TL. Org. Lett. 2001; 3: 2225–


2229.
31. Kevill DN, Miller B. J. Org. Chem. 2002; 67: 7399–7406.
32. Middleton WJ, Lindsey RV Jr. J. Am. Chem. Soc. 1964; 86:


4948–4952.
33. Seib RC, PhD Thesis, Indiana University, 1978.
34. Weast RC (ed.). Handbook of Chemistry and Physics. Chemical


Rubber Company: Cleveland, Ohio, 1971: C370.
35. DeTar DF. In Computer Programs for Chemistry, vol. 1, DeTar DF


(ed). Benjamin: New York, 1968; 126–173.


100 T. W. BENTLEY AND I. ROBERTS


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2005; 18: 96–100








JOURNAL OF PHYSICAL ORGANIC CHEMISTRY
J. Phys. Org. Chem. 2005; 18: 1169–1175
Published online 1 September 2005 in Wiley InterScience (www.interscience.wiley.com). DOI: 10.1002/poc.965


Tautomerism in some aromatic Schiff bases
and related azo compounds: an LSER study


Liudmil Antonov,1 Walter M. F. Fabian2 and Peter J. Taylor3*


1National Forestry University, Faculty of Ecology, 10 Kliment Ohridski Avenue, Sofia 1756, Bulgaria
2Karl-Franzens University, Institut für Chemie, Heinrichstrasse 28, A-8010 Graz, Austria
3AstraZeneca, Mereside, Alderley Park, Macclesfield, Cheshire SK10 4TG, UK


Received 3 September 2004; revised 16 April 2005; accepted 27 April 2005


ABSTRACT: An LSER study on the tautomerism of some aromatic Schiff bases and related azo compounds has
vindicated the picture presented by previous ab initio studies and added further detail of its own. As predicted, the
aminoenone tautomer is always the more polar (positive �* term) and, in addition, is specifically favoured by proton
donor solvents (� term positive) through binding to the second lone pair on carbonyl. As expected for chelates,
the Schiff bases are unaffected by proton acceptors (� term zero) but owing to the poor proton acceptor properties of
the azo linkage, those of the azo compounds are partially broken. Tautomer preference as earlier calculated by ab
initio methods is linearly related to log KT in the gas phase as estimated by LSER. Comparison with other compounds
clearly shows the effect of aromatization in reducing KT; for 1-[(E)- methyliminomethyl]naphthalen-2-ol this is
quantitatively similar to that for 2-pyridone, of which it is a kind of vinylogue. However, the effect of benzo fusion is
similar only in part, and a further apparent anomaly lies in the near-identical KT values, for water, of Schiff bases and
azo compounds. This is discussed in terms of their differing ‘intrinsic’ tautomeric bias, leading to a fortuitous
cancellation of effects. Copyright # 2005 John Wiley & Sons, Ltd.
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formation


INTRODUCTION


Change in phase has long been known to affect the rates
and equilibria of chemical reactions, but it is only in
recent years that an attempt has been made to identify the
solvent properties that underlie these variations and to
use them in a quantitative manner. The most generally
successful attempt has been the linear solvation energy
relationship (LSER) methodology of Taft, Kamlet and
co-workers, whose most comprehensive solvent para-
meter listing1a dates from 1983, with additions and
emendations from 1988.1b Three solvent properties
(solvatochromic parameters)1 are found sufficient as
descriptors in most cases (for partitioning between
solvents, extra parameters are necessary). These are: �,
a measure of solvent proton donor ability; �, a measure of
its ability as a proton acceptor; and �*, a less readily
definable quantity which appears to consist in some blend
of dipolarity with polarizability. The typical LSER equa-
tion may then be summarized as


logQ ¼ cþ s�� þ a�þ b� ð1Þ


where Q is the quantity under study and not all terms are
necessarily significant. When Q is the tautomeric ratio and
solvent–water partitioning is also measured, it then be-
comes possible to analyse the properties of the individual
tautomers, as has been carried out for compound 2 in the
present study, the dyestuff Sudan I, by Abraham et al.2


Otherwise, surprisingly few LSER studies of tautomer-
ism have been published since the pioneering work of
Beak and co-workers on �-diketones3 and on pyridones.4


Recently however, Antonov and co-workers have pub-
lished a number of papers5–10 concerning the Schiff bases
1, 4 and 5 and the related azo- compounds 2 and 3
(Scheme 1), which include data5–8,10,11 in a variety of
solvents that have proved eminently suitable for the
present LSER analysis. These data appear in Table 1
along with those from a study by Dudek and Dudek12 on
the related Schiff base 6 (Scheme 1); the resulting LSER
equations are given in Table 2. As previously,5–10 KT is
defined in terms of a shift from the hydroxy (a) to the oxo
(b) form: KT¼ [b]/[a].


The essential virtue of LSER analysis is that it replaces
vague concepts of solute or solvent ‘polarity’ and ‘spe-
cificity’ by precisely defined relationships which possess
a recognizable chemical meaning. Although some of
the conclusions from this study have already appeared,10
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this paper presents for the first time the evidence on
which they are based. Another virtue of LSER is its
ability to allow cross-comparison between the behaviour
of chemical classes by extrapolation to a common phase
in a way which gives rise to chemical insights; we pursue
this aim in the section overview.


RESULTS AND DISCUSSION


LSER analysis


The LSER regression equations for compounds 1–6 and
8–11 appear in Table 2. The Schiff bases 4–6 show
significant terms in �* and � but not in �. This parallels
the behaviour of acetylacetone (8) (Scheme 2), where the
absence of a � term is attributed3 to the presence of an
intramolecular hydrogen bond too strong to be broken
by the solvent. For 4–6 there is competition between
NH � � �O and OH � � �N bonding with similar effect since
both bonds are strong, as is confirmed by calculation.10


Despite this, 4–6 all show positive � terms, since the
second lone pair on carbonyl, unlike the first and that on
aza nitrogen in the a forms, is accessible to the solvent.


The larger coefficient for � in 6 than in 4 or 5 is expected
since NHMe is a better electron donor13 than NHPh so
carbonyl in 6b should be a better proton acceptor.14,15


The positive coefficients for �* in all three cases firmly
identify the b forms as the more polar, as is supported by
calculation8–10 and by thermodynamic studies.10 For both
� and �* the coefficients are greatest for 6, which is
therefore expected to have the highest KT value in polar
solvents, as is found.


Despite their parallelism in structure, the azo com-
pounds 2 and 3 do not entirely parallel 4 and 5 in their
behaviour. For both compounds the �* and � terms are
again positive, for similar reasons,9,10 but each now
possesses a negative � term. Hence intramolecular bond-
ing must be weaker, as is confirmed by calculation,10 and
so can be broken by proton acceptor solvents. Its negative
sign is consistent with other evidence14,16 that OH is
generally a better proton donor than NH. Their �* terms
are small and for 2 may not exist; cf. Eqns (3) and (4).
However Abraham et al.,2 who also examined 2, obtained
an equation almost identical with Eqn (3) using a differ-
ent selection of solvents, so we believe it to be genuine.
These small �* terms presumably result from an attenua-
tion of the difference between the dipolarity of the rival
tautomers caused by replacing X¼CH by X¼N
(Scheme 1). Following these authors who find KT for 2
to be anomalous for formamide, we also omit it. How-
ever, we have not followed them in using data obtained
for aqueous ethanol, (a) because this is not available
across the series and (b) since the � and � values for the
pure solvents which come from the same compilation17


differ from those elsewhere accepted,1 hence there is a
potential problem of incompatibility in their use.


The absence of an intramolecular hydrogen bond in 1
produces significant differences. Its larger positive �*
term reflects its longer dipole and greater electronic flux,
relative to 2 and 3, while its much larger negative � term
confirms the greater proton donor ability of OH than of
NH. Nevertheless, this is much smaller than that for the
�-diketone 9 (Table 2; note the change in sign, reflecting
the different sign of KE), which signals the pure effect of
enolic OH in the absence of competition. Comparison
of the � term for 1 with those for 2 and 3 emphasizes that
the intramolecular bond of the latter pair can only be
partly broken. These facts taken together imply that aza
nitrogen is a poorer proton acceptor than that of the
corresponding imine, and independent evidence exists for
this. Table 3 lists the octanol–water fragment values
(‘f values’)18 for key fragments A in the context of PhAPh.19


These ‘f values’ are (logarithmic) indices of hydropho-
bicity, becoming more positive as this increases, and
although hydrophobicity also rises with fragment volume,
these fragments are near enough isosteric for that factor
to be unimportant. It will be seen that, whereas the
replacement in stilbene of one CH by N reduces hydro-
phobicity by almost two orders of magnitude,
replacement of both cancels half that effect. Clearly
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Table 1. Variation of logKT with solvent for compounds 1–6


Solventa LogKT
b,c


Compound �* � � 1 2 3 4 5 6


MeOH 0.60 0.93 0.62 �0.59 0.19 0.31 �0.02 0.06 0.95
EtOHd,e 0.54 0.83 0.77 �0.85 �0.21 0.30 �0.03 0.17
Pri-OH 0.48 0.76 0.95 0.00
Et2O 0.27 0 0.47 �0.87 �0.62
Me2CO 0.71 0.08 0.48 �0.43 0.25 �0.48 �0.35
EtOAc 0.55 0 0.45 �0.59 0.26 �0.46
MeCN 0.75 0.19 0.31 �0.24 �0.18 0.35 �0.25
HCONH2 0.97 0.71 0.60 0.17 0.45f


DMF 0.88 0 0.69 �1.06 0.20 �0.31
DMSO 1.00 0 0.76 �0.90 0.22 �0.12 �0.08 0.30g


Pyridine 0.87 0 0.64 0.30
PhMe 0.54 0 0.11 �0.52
(CH2Cl)2 0.81 0 0 0.36
CH2Cl2 0.82 0.30 0 0.20 �0.08 0.40 �0.23 �0.19
CHCl3 0.58 0.44 0 0.13 0.17 0.40 �0.28 0.40
CCl4 0.28 0 0 �0.25 0.33 �0.83 �0.66 �0.55
C6H12 0 0 0 0.21 �0.70
Hexane �0.08 0 0 �1.06
Isooctane �0.08 0 0 �0.94 �0.31 0.18


a Solvatochromic parameters �*, � and � from Ref. 1.
b At ambient temperature.
c For sources of data, see text.
d Absolute EtOH (Ref. 11).
e Slight discrepancies between some values and those of Ref. 10 result from the use there of �G¼�H� T�S to calculate logKT.
f Outlier (see text).
g Estimated from value for 7 using the close parallelism between other values for 6 and 7.


Table 2. LSER correlation equations [Eqns (2)–(12)] for compounds 1–11a,b


Compound Eqn c s a b n r2 s F


1 (2) �0.81 1.17 0.63 �1.50 11 0.856 0.21 13.9
(0.17) (0.26) (0.19) (0.26)


2 (3) �0.29 0.11 0.79 �0.68 7 0.81 0.12 4.2
(0.10) (0.19) (0.27) (0.28)


2 (4) �0.25 0.85 �0.70 7 0.79 0.11 7.4
(0.06) (0.22) (0.25)


3 (5) 0.23 0.17 0.16 �0.23 13 0.867 0.03 19.5
(0.02) (0.04) (0.03) (0.03)


4 (6) �1.05 0.85 0.60 10 0.976 0.07 143
(0.04) (0.07) (0.06)


5 (7) �0.76 0.55 0.63 12 0.943 0.08 74
(0.06) (0.10) (0.07)


6 (8) �0.87 1.25 1.17 5 0.987 0.09 74
(0.12) (0.16) (0.11)


8 (9)c,d 1.50 �1.58 �0.18 18 0.905 0.16 71
(0.09) (0.14) (0.10)


9 (10)c,d �1.78 0.54 0.70 4.38 14 0.981 0.21 171
(0.24) (0.33) (0.20) (0.21)


10 (11)c,d 0.38 �1.90 �0.28 14 0.89 0.18 42
(0.14) (0.23) (0.18)


11 (12)c,d 0.11 �1.33 �0.42 14 0.82 0.18 25
(0.10) (0.20) (0.14)


a See Eqn (1) for the definitions of c, s, a and b.
b n¼ number of points, r¼ correlation coefficient, s¼ standard error, F¼Fisher’s F-statistic.
c For logKE, where KE¼ [enol]/[keto]; see text.
d Ref. 24.
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—CH——N— is much more hydrophilic than —N——N—
and, although no direct measurement exists, it follows
that the latter must be a much poorer proton acceptor;
consistently, our homodesmotic treatment of intramole-
cular bonding10 predicts that the azo compounds will
have the weaker bonds.


Extrapolation to the gas phase


Calculations for the isolated molecule implicitly refer to
the gas phase, and there is a common assumption that
behaviour in alkane solvents must be similar. This is not
necessarily true. Laurence et al.20 obtained �*¼�1.23 for
the gas phase, as far from �*¼ 0 for cyclohexane in one
direction as �*¼ 1.09 for water in the other. Hence the gas
phase will match expectation for an alkane solvent only if
the �* term is unimportant, which is not the case here.


log KT ¼ �1:78ð0:07Þ � 0:81ð0:06Þ�Hf


ðn ¼ 6; r2 ¼ 0:978; s ¼ 0:17;F ¼ 180Þ ð13Þ
�G ¼ 2:42 þ 1:10�Hf ð14Þ


Table 4 contains our LSER-derived log KT values for
1–6 in the gas phase, along with our calculated10 differ-
ential energies of formation. The relation between them is
given by Eqn (13), which may be further transformed into
Eqn (14). This reveals that, to almost within the limits of
error (� 0.08), the tautomeric equilibrium is driven in the
gas phase entirely by this enthalpy difference, except for
a small constant quantity which is plausibly an entropy
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Table 3. Fragment values (octanol–water) for compounds
of type PhAPha


A f-Value


—CH——CH— 1.08
—CH——N— �0.86
—N——N— 0.14
>C——0 �0.50


a Ref. 19.


Table 4. Tautomer ratio in water and the gas phase


LogKT


Compound Watera Waterb Gas phasec �Hf
d


1 >0e 0.61 �2.25 0.62
2f 0.48 �0.43


0.07 �1.57
2g 0.46 �0.25
3 — 0.51 0.02 �2.28
4 0.43 0.58 �2.10 0.60
5 0.49 0.58 �1.44 �0.33
6 — 1.86 �2.41 0.45
8 �0.83h �0.43j


9 1.28i 1.38j


a Experimental, by extrapolation.
b From the appropriate equation in Table 2 using values of �*¼ 1.09,
�¼ 1.17 and �¼ 0.4. This value for � derives from a recent survey of the
conflicting evidence (Ref. 24).
c From the appropriate equation in Table 2 using values of �*¼�1.23,
�¼ �¼ 0. For the value for �* see, Ref. 22.
d For the process a!b (B3LYP/6–311þG**) in kcal mol�1 (Ref. 10).
e The relation between logKT and solvent composition in aqueous ethanol is
too non-linear to permit extrapolation.
f For Eqn (3).
g For Eqn (4).
h Ref. 32.
i Ref. 3.
j Ref. 24.


1172 L. ANTONOV, W. M. F. FABIAN AND P. J. TAYLOR


Copyright # 2005 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2005; 18: 1169–1175







term. If so, its sign (�S negative in the forward direction)
is such as to imply a more rigid structure for the b form.
This is in apparent conflict with the greater strength of
OH � � �N bonding10 but may be reconciled with it if we
take into consideration the fact that �S refers to an
overall process which includes, inter alia, the presence
in the b tautomer of rigid exocyclic double bonds, C——C
and C——O. It may be significant here that 1, which cannot
form an intramolecular bond, fits Eqn (13) as well as any
other compound. Nevertheless, we regard this matter as
sub judice.


Statistics and experiment related comments


The experimental procedures for the synthesis of com-
pounds 1–5 and the spectral measurements, by UV–
visible spectrophotometry, are described in detail else-
where.5–8,10 Since in solution the tautomers a and b
coexist and cannot be isolated experimentally, quantita-
tive analysis is in general impossible by means of
classical spectrophotometric analysis. Therefore, the tau-
tomeric constants were estimated by using an advanced
spectral data processing method based on resolution of
overlapping bands.21 Its reliability has been proved by
analysis of simulated and model mixtures22 and in real
chemical systems.23


The statistics require comment. For the three azo
compounds, these are fairly poor, and this is certainly
not because the experimental data are less accurate than
elsewhere. Any linear free energy analysis depends for its
success on precise characterization of the system being
examined. If this is compromised, e.g. by the presence of
molecular species not part of the analysis, that analysis
may be at risk. This is most obviously true for 2 and 3
since both probably contain unchelated material, which,
for either component or both, may vary with solvent in a
way that does not reflect the behaviour of the dominant
subspecies. Also, this unchelated material, being spec-
trally almost identical with the chelated material (other-
wise no clear isosbestic points can be observed), cannot
be recognized by the chemometric approaches (see
above) used for calculation of KT. To a lesser extent it
may also be true for 1, where conformational complica-
tions are possible. By contrast, the tight chelate bonding
of 4 and 5 leads to clearly defined systems whose statistics
show a marked improvement. A somewhat similar con-
trast is shown by 8 and 9; whereas 9 is a rigid system 8 is
not, and this fact is again reflected in the latter’s poorer
statistics (Table 2).


There is further evidence from another source. Water is
an extreme and sometimes badly behaved solvent and
there is evidence for its anomalous behaviour from some
LSER studies.24 As an example, we contrast the �-keto
esters 10 and 11 (Scheme 2), for which logKE in water
is �1.623 and �1.0625, respectively. According to our
LSER analysis24 (Table 2), the corresponding calculated


values are �1.80 and �1.83, so that although agreement
is reasonable for the rigid molecule 10, for 11 it is not;
much more enol is present than extrapolation from other
solvents would predict. This is plausibly due to the
presence, in water much more than elsewhere, of un-
chelated enols such as 11c, their presence the result of its
exceptional amphiprotic properties. Because of these dis-
crepancies we do not include water in any of the LSER
analyses in Table 2.24 Instead, our calculated values are
compared with the sometimes ill-defined experimental
values in Table 4. The direction of the discrepancy for 2,
�logKT��0.4, implies preferential ring opening for 2a,
consistent with other arguments. This is considerably less
than that for 11 and about equal, although in the opposite
direction, to that for 8 (note for the latter the opposite
sign for logKE). The Schiff bases 4 and 5 escape these
problems through possessing tighter chelates. Similar
but smaller random variations elsewhere are presumably
responsible for the poorer statistics of 2 and 3.


OVERVIEW


We may attempt to place these results in context. The
present study exemplifies a much more general situation
which is set out in Scheme 3. In this three-way equili-
brium, a species A containing two hetero-double bonds
C——X and C——Y separated by a saturated carbon atom
can enolize to give either or both of the species B and C.
Here we use single-headed arrows to define the direction
of each equilibrium, i.e. KM¼KEKT. For symmetrical
molecules such as 8 and 9, KE¼KM so that KT¼ 1.
Among asymmetric molecules a pertinent example
(Scheme 4) is 12 (R¼ alkyl), for which KT> 108 in
water26 and species A is undetectable.


For X¼NR, Y¼O there are three ways in which the
basic structure of Scheme 2 can be aromatized. If C——N
is part of an aromatic system, the result is to favour
species A and B at the expense of C. An example is 13,27


where 13b attains parity with 13a only in the most non-
polar solvents and logKE¼�1.7 may be calculated for
water.24 The LSER equation for 1327 is dominated by �*
and �, as it is for 8 (Table 2), both forming chelates.
If C——C in C is part of an aromatic ring, the dominance
of this tautomer is reinforced to the point where the
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resulting compounds, such as 14, would not ordinarily be
considered capable of tautomerism at all. If, however,
C——C in B is aromatized, the result is effectively to
abolish tautomer A and reduce the dominance of C to the
point where the outcome as to KT is open. That is the
situation in compounds 1–7, which we now consider.


No KT value is known for a simple chelated aminoe-
none, but since OH � � �N bonding is generally much
stronger than NH � � �O bonding, as seen above, some
attenuation relative to >108 in 12 would be expected, and
this is backed up by calculation,24 which suggests a value
closer to 106. Our closest comparison is with 7. Full
LSER analysis is impossible through the paucity of data,
but where the same solvents have been employed
�logKT between 6 and 7 is so nearly constant as to
suggest KT� 10 for the latter, a fall therefore of �105-
fold relative to a hypothetical non-aromatic precursor.
For the attenuation of KT for 2-pyridone (16) relative to 2-
pyrrolidinone (15) (Scheme 4), also in water, we esti-
mate24 a drop of �104-fold, a closely similar factor.
There is a further parallel in the effect of substitution on
nitrogen. The effect of substituting NMe in 6 by NPh in 4
is to reduce the dominance of the oxo form in water
by �logKT��1.3 (Table 4), whereas the process Me-
CONHMe to MeCONHPh results in �logKT��2.1;24


both shifts result from the poorer electron donor pro-
perties of NHPh13 and together demonstrate a similarity
between the behaviour of amides and their vinylogues
which is not far from quantitative.


The results of benzo fusion do not compare so closely.
In monocyclic heterocycles its effect is straightforward:
KT in water is increased by �logKT¼ 1.0� 0.1 in water
if NH occupies the �-position as in 2-quinolone (17)
(Scheme 4) or by �logKT¼ 2.0� 0.1 if in the �-position
as for isoquinolone (18).24 In 6 vs 7, which may be
regarded as vinylogues of 16 and 17, this pattern is
followed, with �logKT probably ca 0.9 (Table 4). How-
ever, KT is virtually identical for 4 and 5 (and probably
for 2 and 3) which, on this analogy, should not be the
case. It is difficult to account for this anomaly but, by
contrast with the oxo heterocycles, none of these azo
compounds or Schiff bases is a truly rigid molecule, and
its origin may be found here. At all events, the near
equality of KT for 2-quinolone (17) and 4-quinolone28 is
echoed by 2 and 1 (Table 4), so some degree of regularity
is present here.


The near equality in water of KT for Schiff bases and
the corresponding azo compounds, which is greater for
the first but typically only by a factor of three,24 is another
anomaly, since aza nitrogen is an electronegative sub-
stituent and it is clear, both from these LSER results
(reduced �*) and by calculation,10 that it severely attenu-
ates the electron donor properties of NH. There are two
plausible explanations, both of which may contribute.
One is a change in the relative strength of OH � � �N and
NH � � �O bonding, chiefly due to the weakness of the
azo group as a proton acceptor (Table 3). The other and
possibly more important factor lies in the strong tendency
of azo compounds to tautomerize to the hydrazone even
when no through-conjugated structure can result; for
example, Me2CHN——NPh in hexane goes irreversibly
to Me2C——NNHPh,29 whereas PrN——NPr in tert-butanol
gives, at equilibrium, 98.4% of EtCH——NNHPr30


(logKT� 1.8). By contrast, enamines R1CH——CHNHR2


are disfavoured relative to their imine R1CH2CH——NR2


tautomers,31 typically in water by ca 102-fold. A counter-
vailing factor of probably >103 from this cause, set
against the expected reduction in KT relative to Schiff
bases brought about in azo compounds by their greater
electronegativity, should be ample to account for the near
equivalence observed.
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ABSTRACT: A study was made of the influence of temperature on the reactions between 1-fluoro-2,6-dinitrobenzene
and each of the secondary amines pyrrolidine, piperidine and homopiperidine (hexahydro-1H-azepine), carried out in
ethyl acetate–chloroform binary solvent mixtures. It involved the analysis of both global activation parameters and the
corresponding Arrhenius plots from the kA values at three amine concentrations. These values were obtained by
carrying out the reactions at 5, 15, 25, 40 and 50 �C over the whole range of chloroform mole fraction. The analysis of
Arrhenius lines allowed us to prove the existence of isokinetic relationships, which were used as a diagnostic tool in
order to infer a changeover in the nature of the rate-determining transition state as a function of solvent composition.
The experimental evidence together with theoretical quantum mechanical calculations suggest that the reactions with
the secondary amines explored carried out in pure ethyl acetate and ethyl acetate–chloroform solvent mixture at
XCHCl3


¼ 0.1 and in some cases also at XCHCl3
¼ 0.3 proceed via the formation of a six-membered orientated dipolar


aggregate in which the specific base–general acid (SB–GA) mechanism may take place. The reactions carried out in
the remaining solvent mixtures evolve towards the classical SB–GA mechanism. Copyright # 2004 John Wiley &
Sons, Ltd.
Supplementary electronic material for this paper is available in Wiley Interscience at http://www.interscience.
wiley.com/jpages/0894-3230/suppmat/


KEYWORDS: aromatic nucleophilic substitution; solvent effects; temperature effects; isokinetic relationships; mechanism


INTRODUCTION


We have recently studied the kinetics of nucleophilic
aromatic substitution (SNAr) reactions between 1-fluoro-
2,6-dinitrobenzene (2,6-DNFB) and each of the second-
ary amines homopiperidine (HPIP, hexahydro-1H-aze-
pine), pyrrolidine (PYR) and piperidine (PIP) in ethyl
acetate–chloroform or acetonitrile and acetonitrile–
chloroform binary solvent mixtures.1 Those studies eval-
uated the influence of the nucleophile structure and
solvent effects on the corresponding reactive systems. It
was concluded that the amine structure has a great
influence on second-order rate constants, especially on
partial rate constants related to the catalyzed step. The-
oretical quantum mechanical calculations confirmed that
the origin of these results lies in stereoelectronic effects
due to the conformational difference between the amino
moieties in the � intermediates as they release the


nucleofuge. It was also concluded that solvation effects
are dominated by non-specific interactions and that the
order of incidence of the molecular-microscopic solvent
properties on the kA second-order rate coefficient is
dipolarity/polarizability> hydrogen-bond donor ability
(HBD)> hydrogen-bond acceptor ability (HBA).


In order to obtain a deeper insight into the kinetic
behavior of the reactions between 2,6-DNFB and the
secondary alicyclic amines PYR, PIP and HPIP, we
analyzed the temperature effect on these reactive sys-
tems. In this direction, the reactions were carried out at
five temperatures, ethyl acetate (EAc)–cosolvent CHCl3
being the binary solvent system selected. Additionally,
from Arrhenius plots obtained for a group of reactions
carried out at different temperatures with varying solvent
composition, we looked for the existence of an isokinetic
relationship. We used this extra-thermodynamic tool in
order to infer a possible change in the reaction mechan-
ism of the reactive systems explored.


RESULTS AND DISCUSSION


The kinetics of the SNAr reactions between 2,6-DNFB
and PYR, PIP and HPIP in the EAc–CHCl3 solvent
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system was determined at 5, 15, 40 and 50 �C. The results
corresponding to 25 �C have been reported elsewhere.1


Each reaction was explored at different solvent com-
positions and the influence of the amine concentration
was studied in all cases. The reactions were carried out
under pseudo-first-order conditions, i.e. with a large
excess of the secondary amine. They yielded the expected
products in quantitative yield, N-(2,6-dinitrophenyl)pyr-
rolidine, N-(2,6-dinitrophenyl)piperidine and N-(2,6-di-
nitrophenyl)homopiperidine, and proved to be first order
in the corresponding substrate. Second-order rate con-
stants kA were calculated by multiplying the observed
pseudo-first-order rate constants, k’, by the appropriate
amine concentration, kA¼ k’ [B].


We assume that the reaction proceeds by the classical
two-step mechanism shown in Scheme 1 (where
S¼ substrate, B¼ amine, ZH¼ zwitterionic intermediate
and P¼ product). Application of the steady-state approx-
imation for the concentration of ZH, d[ZH]/d[t]¼ 0,
yields the following equation for the second-order reac-
tion rate constant kA:


kA ¼
k1 k2 þ kB


3 ½B�
� �


k�1 þ k2 þ kB
3 ½B�


ð1Þ


Three main situations of interest with respect to the
reaction shown in Eqn (1) were considered:


(a) k�1� k2þ k3
B [B]. In this case no base catalysis


is possible, Eqn (1) simplifies to kA¼ k1 and the
formation of the zwitterionic intermediate is rate
limiting.


(b) k�1� k2þ k3
B [B]. This situation indicates the rapid


formation of ZH followed by its rate-determining
decomposition. Eqn (1) reduces to


kA ¼ k1k2=k�1 þ k1k3=k�1½B� ð2Þ


which predicts base catalysis with a linear depen-
dence of kA on [B].


(c) k�1� k2þ k3
B [B]. In this situation, Eqn (1) indicates


that base catalysis is observed with a curvilinear
dependence of kA on [B]. At low [B], the plot of kA


vs [B] should be a straight line which will change to a


plateau at high [B], indicating that the formation of
ZH is rate limiting.


In polar aprotic solvents, the specific base–general acid
(SB–GA) mechanism for the decomposition of ZH has
been well established.2 Scheme 2(a) illustrates the differ-
ent paths: the formation of ZH, a rapid deprotonation
equilibrium of this intermediate, followed by rate-limiting,
general acid-catalyzed nucleofuge departure from the
anionic � complex Z�, which evolves to products. The
derived kA expression for this mechanism is


kA ¼ k1k2 þ k1k
BH
4 K3½B�


k�1 þ k2 þ kBH
4 K3½B�


ð3Þ


where k4
BH is the rate coefficient for acid-catalyzed


expulsion of the leaving group and K3 is the deprotona-
tion equilibrium constant.


Kinetic results


Reactions with PYR. Table S1 (Electronic Supplemen-
tary Information, ESI; available in Wiley-Interscience)
presents the kA values for the reactions between 2,6-
DNFB and all nucleophiles performed at 5, 15, 40 and
50 �C in the explored mixtures. The data in the pure
solvents are additionally presented. The corresponding
results for the reactions with PYR follow the expected
tendency: the kA values increase as the working tempera-
ture increases. As was observed at 25 �C, the kinetic
results reveal a satisfactory linear dependence of the
rate on amine concentration, showing a null intercept
(Table S2 and S3, ESI). As a consequence, the reactions
are clearly base catalyzed.


Reactions with PIP. As can be appreciated from the
data, the kA values corresponding to the reactions carried
out in pure EAc and in the EAc-rich mixtures vary
slightly with increasing temperature. Moreover, in some
mixtures the values at 40 and 50 �C are smaller than those
at 25, 15 and 5 �C.


As in the case of the reactions with PYR, in all
instances the second-order rate constant kA varies linearly


Scheme 1
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with the amine concentration, exhibiting a null intercept
(Tables S4 and S5, ESI).


Reactions with HPIP. In pure EAc and in the EAc-rich
zone, this reactive system exhibits a kinetic behavior
similar to that of the reactions with PIP. For the whole
range of temperatures, the kA values vary linearly with
the amine concentration, exhibiting a null intercept in the
HBD solvent-poor mixtures (Tables S6 and S7, ESI). The
incidence of the base catalysis decreases with the CHCl3
mole fraction.


Activation parameters. The global activation para-
meters �H#, �S# and �G# corresponding to reactions
with PYR, PIP and HPIP, respectively, are shown in
Table 1. Table S8 (ESI) presents the respective Arrhenius
parameters. These data were obtained from the kA values
at three different amine concentrations (0.03, 0.07 and
0.15 M) for the reactions of all the reactive systems
performed in the solvent mixtures selected.


From the analysis of the respective data, the following
tendencies can be observed. In the reactions with all
amines, the �H# and EA values are significantly low,
particularly in the reactions with PIP and HPIP, in which
these values are almost zero or negative when they are
carried out in pure EAc and in EAc-rich mixtures. The
�H# values vary between 5.243 and 21.17 kJ mol�1,
�6.041 and 20.38 kJ mol�1 and 0.714 and 24.35 kJ mol�1


for the reactions with PYR, PIP and HPIP, respectively.
The activation entropies exhibit large negative values.


This trend is particularly manifested in mixtures with low
cosolvent mole fraction and with PIP and HPIP as nucleo-
philes. The corresponding values vary from �203.4 to
�169.7 J mol�1 K�1, from �277.8 to �202.6 J mol�1 K�1


and from �272.9 to �192.6 J mol�1 K�1 for the reactions
with PYR, PIP and HPIP, respectively.


Isokinetic relationships (IKR)


In order to assess the possibility that a specific group of
reactions carried out in the different solvent mixtures may
be included in an isokinetic relationship (IKR), the
corresponding Arrhenius lines were plotted. An IKR
refers to a common point (or small area) of intersection
of Arrhenius lines.3 This would imply that the reactions
forming part of the group are similar, constituting a
‘series of reactions’, and that the reactions go through
an equivalent mechanistic pathway. The occurrence or
non-occurrence of a common intersection point of the
respective lines (even when non-linear behavior is ob-
served3) allows us to confirm that possibility. In fact, a
common point of intersection of Arrhenius lines is
mathematically equivalent to a linear relationship be-
tween activation energies and pre-exponential factors or
between enthalpy and entropy terms; thus


�H# ¼ ��S# þ c ð4Þ


where �¼ Tiso (isokinetic temperature; K) and c¼
constant¼�G#


�.
However, this mathematical equivalence does not al-


ways hold from a statistical point of view because
experimental uncertainties of the derived parameters
(e.g. EA and log A or �H# and �S#) can all too often
lead to an artificial linear dependence without a signifi-
cant meaning.4 Therefore, a common point of intersec-
tion allows one to infer a linear relationship between �H#


and �S# but the opposite does not hold, i.e. if the
corresponding plot renders a linear relationship, this
does not necessarily imply that all the reactions constitute
a single series of reactions. Krug5 suggested that the plots
of �H# vs �G#


Thm or �G#
Thm vs �S# were statistically


more meaningful (Thm is the harmonic mean of the
experimental temperatures). These terms are related by
the following equations:


�H# ¼ ð1 � �Þ�G
#
� þ ��G


#
Thm ð5Þ


�G
#
Thm ¼ �G


#
� þ ð� � ThmÞ�S# ð6Þ


where �¼ 1/(1� Thm/�).
Krug based the previous proposal on the fact that the


data plotted in the enthalpy–entropy plane appear to
display a linear compensation effect that is entirely due
to the linear propagation of measurement errors. On the
other hand, the data plotted in the �H#–�G#


Thm plane
display structured variations due only to chemical effects
because the measurement errors propagate in a random
manner into this plane.


Scheme 2
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Additionally, the existence of an IKR must be demon-
strated statistically. In this direction, Linert proposed a
simplified statistical test.3 When this method yields a
positive IKR proof, it does so at such significance level
that any IKR found by this means also holds for the non-
simplified method.4


In this direction, Arrhenius lines were plotted for the
reactions with PYR, PIP and HPIP at three amine con-
centrations varying the cosolvent molar fraction. The
�H#–�S# and �G#


Thm–�S# plots are also presented.


[PYR] groups. Figure 1 presents the Arrhenius lines
belonging to reactions with PYR: [PYR]¼ 0.03 M group,
[PYR]¼ 0.07 M group and [PYR]¼ 0.150 M group. �H#–
�S#, �H#–�G#


Thm and �G#
Thm–�S# plots for each group


of reactions are shown in Figs S1, S2 and S3 (ESI),
respectively.


The Arrhenius lines clearly yield two intersection
points in all cases, indicating in the first instance that
the reactions are included in two different groups. The
�H#–�G#


Thm and �G#
Thm–�S# plots also indicate an


equivalent tendency and from the linear treatment of
the respective straight lines it was possible to estimate
the � values (Table 2) according to Eqns (3) and (4). For
the [PYR]¼ 0.03 and 0.07 M groups, the �H#–�S# plots
suggest that all the reactions constitute only one series but
the �H#–�G#


Thm and �G#
Thm–�S# plots confirm that they


are involved in two groups.
Linert’s simplified statistical IKR analysis was applied


to Group 2 for each amine concentration. The respective
Tiso, kiso and F-distributed values are shown in Table 2.
The test allowed us to accept the existence of an IKR at
the 95% confidence level in all cases.


As a consequence, the reactions can be distributed as
Group 1, XCoS¼ 0.0, 0.1 and Group 2, XCoS¼ 0.1, 0.3,
0.5, 0.7, 0.9, 1.0. For the reactions corresponding to
[PYR]¼ 0.03 and 0.07 M, that carried out in the solvent
XCoS¼ 0.1 would represent an inflection point. Other-


wise, the system corresponding to [PYR]¼ 0.15 M is
distinguished by a break between the two groups.


[PIP] groups. Figure 2 presents the Arrhenius lines
belonging to the reactions with PIP at the explored amine
concentrations. Figures S4, S5 and S6 (ESI) present
�H#–�S#, �H#–�G#


Thm and �G#
Thm–�S# plots for


each group of reactions.
As in the previous groups, the Arrhenius lines yield


two intersection points for the three amine concentra-
tions, indicating that the reactions conform to two reac-
tion series. While the �H#–�S# plot yields a linear
relationship, the corresponding �H#–�G#


Thm and
�G#


Thm–�S# plot reveals that two groups of reactions
are involved. Linert’s simplified statistical IKR-analysis
was applied to Group 2 for each amine concentration and
to Group 1 for [PIP]¼ 0.15 M. The respective Tiso, kiso, �
and F-distributed values are shown in Table 3. The test
allowed us to accept the existence of an IKR at the 95%
confidence level in all cases.


For the reactions corresponding to [PIP]¼ 0.03 M and
[PIP]¼ 0.07 M the series are constituted as follows,
Group 1: XCoS¼ 0.0, 0.1 and Group 2: XCoS¼ 0.1, 0.3,
0.5, 0.7, 0.9, 1.0. The one carried out in solvent
XCoS¼ 0.1 would represent an inflection point between
one Tiso and another. The reactions corresponding to
[PIP]¼ 0.15 M are distributed as Group 1: XCoS¼ 0.0,
0.1, 0.3 and Group 2: XCoS¼ 0.3, 0.5, 0.7, 0.9, 1.0. As in
the previous case, the reaction at XCoS¼ 0.3 is indicating
a change from one series to the other. It must be pointed
out that the Tiso (46.7 �C) corresponding to Group 2 is
very close to the experimental one (50 �C) which coin-
cides with the fact that the reaction rate is almost
constant.


[HPIP] groups. Arrhenius lines belonging to the reac-
tions with HPIP at the explored amine concentrations are
presented in Figure 3. The �H#–�S#, �H#–�G#


Thm and


Figure 1. Arrhenius lines for [PYR]¼0.03, 0.07 and 0.15M
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Table 2. kiso, Tiso, F and � values corresponding to the reactions with PYR


[Amine] Groups: kiso Tiso (K) F0.05(f1, f2) F0.05(f1, f2) � (K)
(M) solvent (l mol�1 s�1) ( �C) calculated tabulated


mixtures �G#
Thm–�S# �H#–�G#


0.03 Group 1: 0.57 175.8 (�97.2) 178.3 178.3
XCoS¼ 0.0, 0.1


Group 2: 26.9 423.5 (159.5) 0.58(5,18) 2.77(5,18) 420.4 (r¼ 0.987) 423.0 (r¼ 0.993)
XCoS¼ 0.1, 0.3, 0.5,


0.7, 0.9, 1.0
0.07 Group 1: 2.13 192.7 (�80.3) 193.7 193.3


XCoS¼ 0.0, 0.1
Group 2: 94.0 492.8 (219.8) 0.59(5,18) 2.77(5,18) 496.4 (r¼ 0.980) 504.9 (r¼ 0.993)


XCoS¼ 0.1, 0.3, 0.5,
0.7, 0.9, 1.0


0.150 Group 1: 3.62 167.7 (�105.3) 165.4 165.9
XCoS¼ 0.0, 0.1


Group 2: 62.3 421.4 (148.4) 0.065(4,15) 3.06(4,15) 422.0 (r¼ 0.993) 426.2 (r¼ 0.995)
XCoS¼ 0.3, 0.5, 0.7,


0.9, 1.0


Figure 2. Arrhenius lines for [PIP]¼0.03, 0.07 and 0.15M


Table 3. kiso, Tiso, F and � values corresponding to the reactions with PIP


[Amine] Groups: kiso Tiso F0.05(f1, f2) F0.05 (f1, f2) � (K)
(M) solvent (l mol�1 s�1) (K) ( �C) calculated tabulated


mixtures �G#
Thm–�S# �H#–�G#


0.03 Group 1: 0.104 358.9 (85.9) 0.58(5,18) 2.77(5,18) 359 359
XCoS¼ 0.0, 0.1


Group 2: 0.099 326.6 (53.6) 0.29(5,17) 2.81(5,17) 327 (r¼ 0.998) 327 (r¼ 0.999)
XCoS¼ 0.1, 0.3, 0.5,


0.7, 0.9, 1.0
0.07 Group 1: 0.197 388.0 (115) 390.5 390.2


XCoS¼ 0.0, 0.1
Group 2: 0.205 328.8 (55.8) 0.25(5,16) 2.85 (5,16) 328.9 (r¼ 0.997) 329.1 (r¼ 0.998)


XCoS¼ 0.1, 0.3, 0.5,0.7,
0.9, 1.0


0.150 Group 1: 0.617 207.6 (�68.4) 0.26(2,6) 5.14(2,6) 206.6 206.6 (r¼ 0.999)
XCoS¼ 0.0, 0.1, 0.3


Group 2: 0.362 319.7 (46.7) 1.56(4,12) 3.26(4,12) 319.1 (r¼ 0.990) 319.4 (r¼ 0.990)
XCoS¼ 0.3, 0.5,0.7,


0.9, 1.0
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�G#
Thm–�S# plots for the reaction at [HPIP]¼ 0.15 M are


presented in Figure 4. The plots corresponding to the
reactions at [HPIP]¼ 0.03 M and [HPIP]¼ 0.07 M are
presented in Figures S7 and S8 (ESI).


In all cases, Arrhenius plots clearly yield two intersec-
tion points indicating the occurrence of two reaction
series. This is confirmed by the �H#–�G#


Thm and
�G#


Thm–�S# plots and by the statistical test. Table 4
presents � values obtained from these plots and Tiso, kiso


and F-distributed values graphically obtained from the
Arrhenius lines and by means of the respective test. The
reactions at [HPIP]¼ 0.03 M are involved in the following


groups: Group 1, XCoS¼ 0.0, 0.1, 0.3 and Group 2,
XCoS¼ 0.3, 0.5, 0.7, 0.9, 1.0, the reaction at XCoS¼ 0.3
indicating a change from one series to the other. Reac-
tions of Group 1 exhibit a Tiso value (35.7 �C) almost
equivalent to the experimental value, indicating that the
reaction rate at that temperature is not influenced by the
solvent. Group 2 reactions present a Tiso value (14.2 �C)
which also belongs to the experimental temperature range,
with the following consequences: (i) the kA second-order
rate coefficients corresponding to the reactions carried
out at 15 �C exhibit little change as the CHCl3 mole
fraction increases; (ii) at that temperature, the solvent
effect is reversed: the reaction rates at 25, 40 and 50 �C
increase with increase in CHCl3 mole fraction whereas
those at 5 �C do the opposite.


With respect to the reactions corresponding to
[HPIP]¼ 0.07 and 0.15 M, they are distributed in the
same groups as the previous amine concentration:
Group 1, XCoS¼ 0.0, 0.1, 0.3 and Group 2, XCoS¼ 0.3,
0.5, 0.7, 0.9, 1.0, the reaction at XCoS¼ 0.3 also indicat-
ing a change from one series to the other. The Tiso values
corresponding to Group 1 from [HPIP]¼ 0.07 M and
0.15 M belong to the experimental range. For the
[HPIP]¼ 0.07 M group, Tiso is �25 �C so that reaction
rates at this temperature are not influenced to a great
extent by the change in solvent composition. Otherwise,
the reaction rates at 5 and 15 �C decrease with increase
in CHCl3 mole fraction whereas the reactions carried
out at 40 and 50 �C exhibit an increase in reaction rates.
For the [HPIP]¼ 0.15 M group, Tiso is 37 �C. Therefore, it
can be observed that below this temperature, reaction
rates decrease with increase in CHCl3 mole fraction and
above that temperature they do the opposite, although
slightly.


The above results suggest the occurrence of a change in
the nature of the mechanistic pathway for all the amines
explored as a function of solvent composition.


Figure 3. Arrhenius lines for [HPIP]¼ 0.03, 0.07 and 0.15M


Figure 4. �H#–�S#, �H#–�G# and �G#–�S# plots for the
kA [HPIP]¼0.15M group
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Mechanistic aspects


In pure EAc and in its richest mixtures, the reactions are
highly catalyzed over the whole range of amine concen-
tration at all temperatures and the zwitterionic intermedi-
ate decomposition can be considered as the slow step.
The reactions are characterized as exhibiting low activa-
tion energies and enthalpies and for the reactions with
PIP and HPIP they are practically zero and in some cases
negative. The reactions are also characterized by large
negative entropies of activation. The kA values remain
nearly constant and in some instances they decrease
slightly with increasing temperature.


With respect to the above results it can be considered
that: (i) total third-order reactions are characterized by
low activation energies, large negative entropies of acti-
vation and rates exhibiting little change with increasing
temperature;6 (ii) these parameter magnitudes were found
in the mechanism involving the formation of EDA-type
complexes;7 (iii) they characterize reactions that are
second order in amine, involving a six-membered cyclic
transition state with two molecules of amine, with kA


values varying slightly as the reaction temperature is
increased;8,9 (iv) null activation energies, negative �H#


and large negative �S# were also found in reaction
mechanisms third order in amine: dimer mechanism,10


cyclic transition state involving eight-membered rings.11


Moreover, in these mechanisms the reaction rates were
found to increase slightly with increasing temperature
and in some instances reaction rates decrease with in-
creasing temperature.


The dimer nucleophile mechanism was proposed by
Nudelman and Palleros.10 This mechanism exhibits a
third-order dependence on the amine involving the attack
of the dimer of the nucleophile superimposed on the
classical reaction with the monomer. A cyclic intermedi-


ate is formed straightforwardly in the addition step
through the dimer of the amine. This intermediate is in
mobile equilibrium with the classical intermediate and
either of them can react to form ultimate products, by
spontaneous or base-catalyzed decomposition. A simpli-
fied reacting scheme, where only attack of the dimer is
considered, is shown in Scheme 2(b). The dimer of the
nucleophile (B:B) attacks the substrate, S, forming the
intermediate, SB2, and a third molecule of amine assists
the decomposition step. The derived expression for kA in
this simplified reacting scheme is


kA ¼ k1k2K½B� þ k1k3K½B�2


k�1 þ k2 þ k3½B�
ð7Þ


Plots of kA vs [B] exhibit an upward curvature and when
k�1 � k2þ k3 [B] the previous equation can be simplified
to


kA=½B� ¼ k1k2=k�1 þ k1k3=k�1½B� ð8Þ


which predicts a linear dependence of kA/[B] vs [B].
When k�1� k2þ k3 [B], at high [B], Eqn (7) can be
transformed into the equation kA/[B]¼ k1K, which is
responsible for the plateau observed in some cases in
the plot of kA/[B] vs [B].10


In reference to our reactive systems, reactions with all
the nucleophiles for the explored amine concentrations
do not exhibit the characteristic upward curvature over
the whole range of temperatures. Otherwise, the plots of
kA/[B] vs [B] do not afford straight lines.


The cyclic transition state involving eight-membered
rings mechanism was proposed by Banjoko and Ezeani.11a


This mechanism also involves a quadratic dependence of
kA on [B] and the formation of a cyclic intermediate. The


Table 4. kiso, Tiso, F and � values corresponding to the reactions with HPIP


[Amine] Groups: kiso Tiso F0.05(f1, f2) F0.05 (f1, f2) � (K)
(M) solvent (l mol�1 s�1) (K) ( �C) calculated tabulated


mixtures �G#
Thm–�S# �H#–�G#


0.03 Group 1: 0.027 308.7 (35.7) 0.34(2,6) 5.14(2,6) 309.7 (r¼ 0.996) 309.7 (r¼ 0.996)
XCoS¼ 0.0, 0.1, 0.3


Group 2: 0.020 287.2 (14.2) 0.03(4,15) 3.06(4,15) 287.8 (r¼ 0.973) 287.2 (r¼ 0.971)
XCoS¼ 0.3, 0.5, 0.7,


0.9, 1.0
0.07 Group 1: 0.070 299.0 (26) 1.18(2,7) 4.74(2,7) 298.0 (r¼ 0.958) 298.0 (r¼ 0.958)


XCoS¼ 0.0, 0.1, 0.3
Group 2: 0.150 337.8 (64.8) 0.05(4,15) 3.06(4,15) 337.7 (r¼ 0.998) 337.8 (r¼ 0.999)


XCoS¼ 0.3, 0.5, 0.7,
0.9, 1.0


0.150 Group 1: 0.165 310.0 (37) 1.58(2,7) 4.74(2,7) 309.6 (r¼ 0.985) 309.7 (r¼ 0.986)
XCoS¼ 0.0, 0.1, 0.3


Group 2: 0.027 308.7 (35.7) 0.34(2,6) 5.14(2,6) 309.7 (r¼ 0.996) 309.7 (r¼ 0.996)
XCoS¼ 0.3, 0.5, 0.7,


0.9, 1.0
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authors found that in non-polar aprotic solvents nucleo-
philic aromatic substitution involving primary amines
and substrates with fairly poor leaving groups will
proceed predominantly by a catalyzed path through a
cyclic transition state involving an eight-membered ring.
This structure is formed through a network of the inter-
hydrogen bonding between the zwitterionic intermediate
and two amine molecules. A simplified scheme of this
mechanism is shown in Scheme 2(c). The first step
involves the formation of ZH. This intermediate reacts
with two amine molecules to yield the eight-membered
cyclic intermediate [SB3], which evolves to products. The
resulting expression for kA is


kA ¼ k1k2½B� þ k1k3½B�2


k�1 þ k2 þ k3½B�
ð9Þ


In reactions of amines with poor nucleofuges, the
second step is usually rate determining so k�1�
k2þ k3 [B]2 and the above expression simplifies to


kA ¼ k1k2=k�1 þ k1k3=k�1½B�2 ð10Þ


showing a linear dependence between kA and the square
of the nucleophile concentration. The intercept and the
slope represent the non-catalytic and the catalytic rate
coefficient, respectively. Banjoko and Ezeani11a found
that whereas plots of kA vs amine concentration render
straight lines with negative intercepts, plots of kA vs the
square of the nucleophile concentration give rise to
straight lines with positive intercepts. For reactions
involving good leaving groups, the authors observed
that the mechanism proceeds through a six-membered
cyclic intermediate formed by a similar inter-hydrogen
bonding between the zwitterionic intermediate and only
one amine molecule.


For all the nucleophiles explored in the present work
and over the whole range of amine concentrations, kA


values do not exhibit a linear dependence with [B]2


whereas plots of kA vs [B] do not afford lines with
definite negative intercepts. These results and those
corresponding to the evaluation of the dimer mechanism
allow us to reject a quadratic dependence of kA on [B].


The six-membered cyclic transition state mechanism:
the occurrence of a six-membered cyclic transition state
was first proposed by Capon and Rees.8a As mentioned
above, this transition state includes two molecules of
amine which are joined through hydrogen bonds. The
second molecule of amine may act as a proton donor to
the leaving group as well as a proton acceptor from the
positively charged nitrogen atom of the zwitterionic
intermediate, the reaction to product taking place in a
concerted manner. Ayediran et al.,9a considering the
strength and the range of electrostatic forces in solvents
of low ionizing power, proposed modifications for the
base-catalyzed path: (i) the initial formation of a suitably


orientated dipolar aggregate between the zwitterionic
intermediate and the nucleophile and (ii) when the
nucleophile is a secondary amine, the breaking of the
hydrogen bond with the ortho-nitro group will occur
within the aggregate followed by proton exchange and
the electrophilically catalyzed breaking of the C—F
bond, i.e. it can be considered that the SB–GA mechan-
ism takes place within the aggregate. Notwithstanding
what the evolution to products is like, whether it proceed
in a concerted or non-concerted way, the basic steps for
this mechanism are illustrated in Scheme 2(d). The first
step involves the formation of ZH. This intermediate
reacts with another amine molecule to yield the six-
membered cyclic intermediate [SB2], which evolves to
products. The proposed structure for this intermediate is
shown in Fig. 5. This mechanism8 generally exhibits total
third-order reactions showing a linear relationship be-
tween kA values and initial amine concentration with
negligible intercepts. The resulting kA expression would
be kA¼ k1k2/k�1þ k1K3k4/k�1 [B].


The experimental evidence emerging from the present
reactive systems which strongly support this latter me-
chanism is the following:


	 The reactions show a second-order dependence on
amine concentration and total third-order, exhibiting
a linear relationship between the kA values and the
initial amine concentration with negligible intercepts.


	 The decomposition of the zwitterionic intermediate is
the rate-determining step. The low activation enthal-
pies and the apparent absence of activation energy
indicate that the reaction occurs stepwise; the rate-
determining step must be preceded by at least one fast
equilibrium, whereby the expected increase in rate for
the slow step with increasing temperature would be
compensated by a shift of the preceding equilibrium
toward the reagents. The negative activation enthalpies
require the exothermic formation of a weak complex
preceding the rate-determining step.


	 The reactions exhibit large negative values of the
activation entropies, which corresponds to the forma-
tion of that aggregate or complex. This kind of me-
chanism was found for reactions carried out in solvents
with low ionizing power, with low dipolarity/polariz-
ability values, such as isooctane and hexane, and also


Figure 5. Six-membered cyclic intermediate structure
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in solvents characterized by moderate values such as
benzene and ethyl acetate. In this work, we extended
the operability of this mechanism to EAc–CHCl3
binary solvent mixtures in the EAc-rich zone.


	 The extent of the influence of increasing temperature
on reaction rates is related to the stability of that weak
complex. The more stable the complex, the greater its
equilibrium constant of formation. Therefore, an in-
crease in temperature leads to an enhancement shift
towards reactants and in this way to a decrease in the
reaction rate. In connection with our experimental
results, we assume that the corresponding complex
with PYR would be less stable in comparison with
those with PIP and HPIP, taking into account the fact
that reactions with the former amine are less affected
by the increasing temperature.


Six-membered intermediate complex: theoretical
calculations. Semi-empirical molecular orbital calcula-
tions were performed in order to obtain a relative stability
order of the proposed intermediate complex. In this
direction, the complex intermediate structures for PYR,
PIP and HPIP were optimized at the AM1 level.12 In
order to perform these calculations, the corresponding
results obtained in previous work1b for the structures of
each amine and for each ZH were taken into account.
Figures S9, S10 and S11 (ESI) show the optimized
structures which represent a local minimum in the
potential energy surface for the complexes with PYR,
PIP and HPIP, respectively. Table 5 presents the total
energy (ET), the heat of formation (�H#), the heat of
formation with respect to reactants (��H#) of the
respective complexes and the inter-atomic distances be-
tween the ammonium hydrogen of ZH and the nitrogen
atom of the entering amine (DN–H) and between the
fluorine atom of ZH and the hydrogen (amino group) of


the amine (DF–H). These values correspond to four
different optimized structures, obtained by perturbing
the system and allowing it to evolve to the respective
geometry.


The results allow us to make the following remarks:


	 The negative ��H# values indicate that the formation
of these complexes is exothermic and that they con-
stitute stable structures.


	 The complex with PYR is the structure with the highest
energy and is less stable than the corresponding com-
plexes with PIP and HPIP, thus verifying what we
expressed in the paragraphs above.


	 The magnitudes of the DN–H and DF–H inter-atomic
distances suggest that the interaction forces coming
into play are electrostatic rather than hydrogen-bond
type.13 This result favors the formation of a suitably
orientated dipolar aggregate rather than an inter-
hydrogen bonding structure.


CONCLUSIONS


Based on the overall evaluation presented in this paper,
we can conclude the following: (i) the analysis of
Arrhenius lines allowed us to prove the existence of
isokinetic relationships, which were used as a diagnostic
tool in order to infer a changeover in the nature of the
rate-determining transition state as a function of solvent
composition; (ii) the reactions with the explored second-
ary amines carried out in pure EAc and EAc–CHCl3
solvent mixtures at XCoS¼ 0.1, and in some cases also at
XCoS¼ 0.3, proceed via the formation of a six-membered
orientated dipolar aggregate in which the SB–GA me-
chanism may take place; (iii) the reactions carried out in
the remaining solvent mixtures evolve towards the clas-
sical SB–GA mechanism.


Table 5. Total energy, heats of formation and inter-atomic distances at the AM1 level corresponding to the different
complexesa


Complex ET (kJ mol�1) �H# (kJ mol�1) ��H# (kJ mol�1) DN–H (Å) DF–H (Å)


2,6-DNFBþPYR
1 �450766.1 �51.59 �90.29 2.74734 2.34827
2 �450766.1 �51.60 �90.29 2.71905 2.38004
3 �450766.1 �51.60 �90.33 2.71585 2.37614
4 �450766.1 51.60 �90.33 2.71917 2.37768
2,6-DNFBþPIP
1 �480888.5 �145.1 �136.9 2.58408 2.40092
2 �480888.5 �145.0 �136.7 2.61162 2.48852
3 �480888.5 �145.0 �136.7 2.62010 2.49330
4 �480888.5 �145.1 �136.9 2.58744 2.38766
2,6-DNFBþHPIP
1 �510944.0 �171.3 �149.3 2.74540 2.41476
2 �510943.6 �171.1 �149.1 2.800868 2.35458
3 �510944.0 �171.3 �149.3 2.75368 2.40743
4 �510944.0 �171.3 �149.3 2.76642 2.40271


a ET¼ total energy; �H#¼ heat of formation; ��H#¼ heat of formation with respect to reactants; DN–H and DF–H¼ inter-atomic distances.
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EXPERIMENTAL


2,6-DNFB was synthesized as reported previously.14


PYR, PIP, HPIP and the corresponding solvents were
purified as usual.15 The solvents were kept over 4 Å
molecular sieves and stored in special vessels that allow
delivery without air contamination. All binary mixtures
were prepared prior to use. �H# and �S# were calculated
by means of the Eyring equation. The �G# values were
calculated from �H# and �S# values at 25 �C. Thm was
close to 25 �C so that this temperature was selected as the
harmonic mean temperature.


The kinetics of the reactions were studied by UV–
visible spectrophotometry. A Perkin-Elmer Model 124
spectrophotometer was used, equipped with a data acqui-
sition system. Molecular orbital calculations were carried
out using the HyperChem 5.11 system of programs.
Computational details are presented in the Electronic
Supplementary Information.
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ABSTRACT: Alkylperoxyl and alkoxyl radicals absorb only in the UV region, whereas vinylperoxyl, phenylperoxyl,
alkylthiylperoxyl and benzyloxyl radicals have strong absorptions in the visible region. Using the UTD/B3LYP/6–
31Gþ(d,p) method, we calculated the long-wavelength absorption maxima of these and related radicals in vacuo and
in aqueous solution. The latter were accounted for with a continuum model (SCRF¼PCM). The vinylperoxyl radical
long-wavelength absorption band is due to a �2�[�]! 0�[n(O)z] transition. The n(O)y orbital lies above the � orbital,
but since it is orthogonal to the n(O)z orbital, the oscillator strength of the �1�[n(O)y]! 0�[n(O)z] transition is close
to zero. Upon chlorine substitution, the first absorption band is red shifted. The � orbital is now raised above the n(O)y
orbital, and the transition is denoted �1�[�]! 0�[n(O)z]. The absorption of the phenylperoxyl radical in the visible
region is accounted for by two nearby transitions of the same type, i.e. �2�[�]! 0�[n(O)z] and �1�[�]! 0�[n(O)z].
Owing to the charge-transfer character of these transitions, there is a marked red shift on going from the gas phase to
aqueous solutions. The benzyloxyl and phenoxylmethyl radicals are related to the phenylperoxyl radicals in so far as
one of the peroxyl oxygens is replaced by a methylene group. The benzyloxyl radical also absorbs in the visible region
and the transition is of the �2�[�]! 0�[n(O)z] plus �1�[�]! 0�[n(O)z] type, i.e. it is closely related to that of the
phenylperoxyl radical. The phenoxymethyl radical only absorbs in the UV region (�max¼ 320 nm; spectrum obtained
by pulse radiolysis) and this absorption band is due to 0�[�]!þ2�[�*] plus �1�[�]! 0�[�] transitions. The
absorption in the visible region of the alkylthiylperoxyl radical is a �1�[n(S)z]! 0�[n(O)z] transition. Alkylthiyl and
some other sulfur- and carbon-centered radicals react reversibly with O2. The energetics of these reactions were
addressed by DFT quantum-chemical calculations. Copyright # 2005 John Wiley & Sons, Ltd.
Supplementary electronic material for this paper is available in Wiley Interscience at http://www.interscience.
wiley.com/jpages/0894-3230/suppmat/
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INTRODUCTION


Many free radicals have strong absorptions in the UV–
visible (Vis) region. Often, their absorption maxima are
red shifted with respect to the compounds from which the
radicals are generated, and in flash photolysis and pulse
radiolysis one commonly makes use of this to character-
ize an intermediate and to follow its reactions.


Peroxyl radicals, ROO�, have usually only uncharacter-
istic and weak absorptions in the UV region. Although
this property can be used, and has been used, with
advantage to measure the rate of reaction of O2 with a
given radical, the subsequent reactions of the peroxyl
radicals are often difficult to follow, and one may have to
use other detection techniques, e.g. conductometry, to
monitor their unimolecular decay by HO�


2 (HþþO��
2 )


release.1,2


It was very surprising when for some peroxyl radicals
strong absorptions in the visible range were observed.
The exception from the rule (only weak absorptions in the
UV region) are the vinyl-,3 aryl-4–8 and thiylperoxyl
radicals,9–11 but also for the benzyloxyl radical,12,13


another oxygen-centered non-conjugated radical, a
long-wavelength absorption has been reported. Strong
mesomerism is usually quoted as a explanation for strong
red shifts, but this classical approach must fail here.


About 10 years ago, we attempted to calculate with
quantum-chemical methods the absorption spectra of
such and related radicals. For most of them, agreement
between experiment and theory was not fully satisfactory
(see also Refs. 14 and 15). This showed that the level of
theory available at the time was insufficient, especially
for the prediction of the position of the absorption
maximum of an as yet not well-characterized free-radical
intermediate. In the meantime, the quantum-chemical
tools have improved considerably, and we decided to
resume the project.
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In this work, quantum-chemical calculations of the
UV–Vis absorption spectra and oscillator strengths of
various kinds of peroxyl radicals and structurally related
radicals were calculated in vacuo and in aqueous solution
(to match the experimental conditions) at the UTD/
B3LYP/6–31Gþ(d,p) level of theory. In general, there
is now fairly good agreement between theory and experi-
ment, but some deviations still persist. The large number
of radicals that are reported here illustrates very clearly to
what extent experiment and theory may match. This is of
importance in cases where quantum-chemical calcula-
tions are used to distinguish between various conceivable
intermediates that could be formed in a free-radical
reaction.


EXPERIMENTAL


Quantum chemical calculations


The calculations were carried out using the Gaussian
03 package.16 For the systems under study, geometries
were optimized applying the density functional theory
(DFT) approach with B3LYP hybrid functionals.17–19


Stationary points were characterized by frequency calcu-
lations. Molecular orbitals (MOs) were visualized in
graphical form with the help of the GaussView 2.1
program.20 For geometry optimisations, the standard
6–31þG(d,p) basis sets was used. To investigate the
influence of a solvent on the molecular structure of the
peroxyl radicals, geometry optimizations were carried
out using two self-consistent reaction field (SCRF)
models: the polarized continuum CPCM21,22 and the
PCM23,24 models.


The UV–Vis absorption spectra were calculated for the
gas phase and in an aqueous environment with the Unres-
tricted Time Dependent (UTD DFT)25 B3LYP method.
To explore the most reliable method for the calculation of
electronic transitions, a large variety of different basis
sets, namely 6-31G(d), 6–31G(d,p), 6–311G(d,p), 6–
31þG(d,p), 6–31þþG(d,p), 6–311þG(d,p) and the
highly extended 6–311þþG(3df,2p) basis sets, were
compared at a molecular geometry optimized in water
with the 6–31þG(d,p) basis set. The dependence of the
calculated excitation energies on the basis set used and
the experimental values are presented for two peroxyl
radicals, CH2


——CHOO� (SCRF¼ PCM) and CH3SOO�


(SCRF¼CPCM), in Fig. 1(a).
The comparison shows a considerable improvement


in the agreement with the experiment, when diffuse
functions on heavy atoms are included, but basis sets
larger than 6–31þG(d,p) lead to only minor improve-
ments. Therefore, the 6–31þG(d,p) basis set was used for
both geometry optimizations and calculations of electro-
nic transitions. The numbering of the MOs that are
responsible for the long-wavelength transition are shown
schematically in Fig. 1(b).


To test polarity effects of solvents on the geometric
parameters and electronic transition spectra of the per-
oxyl radicals, calculations were made [UTD/B3LYP/6–
31Gþ(d,p)/SCRF¼ PCM] for the most stable conformer
of CHCl——CHOO� (3E, see Table 2) at an optimized
molecular structure in the given solvent and for the
phenylperoxyl radical [UTD/B3LYP/6–31Gþ(d,p)/
SCRF¼CPCM] at a fixed gas-phase molecular geome-
try. Whereas solvents influence the molecular structure
only marginally (� 0.0002 nm for bond lengths in the
case of CHCl——CHOO�), they affect considerably the
energy of the electronic transitions, and taking their
dielectric continuum into account is essential for improv-
ing the calculated values with respect to the experimental
ones (Table 1).


Pulse radiolysis studies


The UV spectrum of the phenoxymethyl radical, which
was included in our calculations for comparison with the
oxygen-centered radicals that we are mainly concerned
with here, was not available in the literature. We therefore
produced this radical in aqueous solution with the help of
the pulse radiolysis technique. For the experiment shown
below, we used the electron accelerator (Elektronika,
Thorium, Moscow) at the IOM. It delivers 10 MeV
electron pulses of 7 ns duration. The dose, 46 Gy per
pulse, was determined with the help of the thiocyanate
dosimeter taking G� "¼ 5.2� 10�4 m2 J�1 for the for-
mation of (SCN)��2 in N2O-saturated solution.26


In the radiolysis of water, �OH, hydrated electrons
(e�aq) and H� are generated [reaction (1)]. The radiation-
chemical yields (G values) of the primary radicals
are G(�OH)G(e�aq)�2.9�10�7mol J�1 and G(H�)¼ 0.6�
10�7 mol J�1.


Figure 1. (a) Basis set dependence of calculated excitation
energies in water of CH2


——CHOO� (B3LYP//SCRF¼ PCM)
and CH3SOO� (B3LYP//SCRF¼CPCM) at a geometry opti-
mized in water with B3LYP/6–31þG(d,p); experimental va-
lues are given for comparison. (b) Definition of the MOs that
are relevant for the long-wavelength transitions of these
radicals
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H2O�����!ionizing


radiation
e�aq;


� OH;H�;Hþ;H2O2;H2 ð1Þ


The solvated electron can be converted with N2O into
further �OH:


e�aq þ N2O þ H2O ! �OH þ OH� þ N2 ð2Þ


At high pH, H� is converted into e�aq [reaction (3)], and
�OH is in equilibrium with O�� [pKa(


�OH)¼ 11.8].


H� þ OH� ! e�aq þ H2O ð3Þ


Whereas with anisole �OH reacts by an addition to the
ring, O�� undergoes mainly H-abstraction:


Ph---O---CH3 þ O�� ! Ph---O---CH�
2 þ OH� ð4Þ


Hence, in N2O-saturated solution at pH 14, the spectrum
that is obtained after the pulse is that of the phenoxy-
methyl radical (Fig. 2). Its absorption maximum is at


320 nm with a molar absorption coefficient of
1500 dm3 mol�1 cm�1.


RESULTS AND DISCUSSION


The experimental spectra of the vinylperoxyl radicals
were mainly obtained in water by pulse radiolysis,
whereas those of the oxyl radicals were generated by
laser flash photolysis in an organic solvent. For this
reason, the calculations of the spectra have to take solvent
effects into account. After the geometry of the radicals
had been calculated in vacuo, solvent effects were
approximated by a continuum model that mimics the
dielectric constant of the solvent but, for water, still
neglects potential effects due to hydrogen bonding.
With this approach and for most spectra that we deal
with here, marked red shifts are observed on going from
vacuum to water solutions (see Tables 1–4).


For the vinylperoxyl radicals, two isomers with E and Z
conformations may be written. The E conformer is
generally more stable (second column in Tables 2 and
3), but owing to small activation energies of C—O
rotation often all intermediate conformations may be
populated and contribute to the observed absorption.


The one but last column in Tables 2–4 shows the
maximum of the absorption spectrum as obtained by
pulse radiolysis in aqueous solution. The agreement
between the experimental and calculated data is usually
acceptable, and the trends induced by substitution are
well reflected. The transition, given in the last column, is
defined as shown in Fig. 1(b) and is discussed in more
detail below.


Table 1. Calculated absorption maxima (nm) of the long-wavelength transitions of CHCl——CHOO� [UTD/B3LYP/6–31þG(d,p)/
SCRF¼ PCM at a molecular structure optimized for the given solvent] and of PhOO� [UTD/B3LYP/6–31þG(d,p)/SCRF¼CPCM
at gas-phase molecular structure] as a function of the dielectric constant of the environment (oscillator strengths in
parentheses)


PhOO�


CHCl——CHOO�


Solvent �1�[�]! 0�[n(O)z] �2�[�]! 0�[n(O)z] �1�[�]! 0�[n(O)z]


Vacuum, "¼ 1 426 (0.092) 409 (0.022) 448 (0.062)
Argon, "¼ 1.43 438 (0.112) 428 (0.031) 466 (0.072)
Heptane, "¼ 1.92 447 (0.127) 439 (0.034) 479 (0.083)
Cyclohexane, "¼ 2.02 449 (0.130) 441 (0.085) 481 (0.035)
Tetrahydrofuran, "¼ 7.58 461 (0.140) 471 (0.054) 503 (0.073)
Dichloromethane, "¼ 8.93 462 (0.142) 473 (0.055) 506 (0.074)
Acetone, "¼ 20.70 463 (0.141) 479 (0.063) 510 (0.063)
Methanol, "¼ 32.63 463 (0.140) 480 (0.066) 511 (0.059)
Acetonitrile, "¼ 36.64 464 (0.141) 480 (0.066) 512 (0.060)
Nitromethane, "¼ 38.2 465 (0.143) 481 (0.065) 513 (0.063)
Water, "¼ 78.39 464 (0.141) 482 (0.068) 513 (0.058)
Water, "¼ 78.39 480 (experiment) 490 (experiment) 490 (experiment)


Figure 2. Pulse radiolysis of N2O-saturated aqueous solu-
tions of anisole (saturated) at pH 14. Spectrum of the
phenoxymethyl radical 13
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Nature of the long-wavelength transitions


Figure 3(a) shows the orbitals responsible for the long-
wavelength transition in the vinylperoxyl radical 1.


The transition occurs from the highest occupied �
orbital to the �(O)z orbital of the peroxyl oxygens,
�2�[�]! 0�[n(O)z]. This is a kind of intramolecular
charge transfer, and for this reason it is not surprising that
the solvent polarity influences markedly the energy of
this transition. The n(O)y orbital is orthogonal to the
n(O)z orbital and the oscillator strength of this transition
is near zero.


Upon chlorine substitution [Fig. 3(b)] the positions of
the n(O)y and n(O)z orbitals remain the same, but the �
orbital is raised. As a consequence, the absorption max-
ima of 2–7 are red shifted. As an example, the sequence
of the relevant orbitals is shown for the trichlorovinylper-
oxyl radical 7 in Fig. 3(b).


Interestingly, interlacing a C——O group between the
vinyl group and the peroxyl function as in 8 also leads to
a peroxyl radical that absorbs in the visible region. In fact,
it is the same type of transition, �2�[�]! 0�[n(O)z], as
in the vinylperoxyl radical 1 itself. The absorption
maximum of 8 is only slightly blue shifted compared
with 1.


The absorption maxima of radials 1–7 were calculated
for two extreme conditions, as Z and E conformers. In
general, the E conformer is at lower energy. Usually, the
energy difference is small, and both conformers including
all intermediate conformers will contribute to the ob-
served absorption. When the Z conformer is at relatively
high energy (�E> 10 kJ mol�1), E conformers and con-
formers with high E character will predominate and
determine the absorption spectrum.


The transitions of the phenylperoxyl radical 9 orbitals
[Fig. 4(a)] follow the same principle as those of the
vinylperoxyl radical 1, but there are now two close-lying
� orbitals. This results in two transitions, �2�[�]!
0�[n(O)z] and �1�[�]! 0�[n(O)z], which together give
rise to the long-wavelength absorption. Their average has
to be taken, when the calculated value is compared with
the experimental value.


The transitions of radicals 1–9 have considerable
charge-transfer character, and for this reason the absorption
maxima are red shifted with increasing dielectric constant
of the medium. This is exemplified for the vinylperoxyl 1
and phenylperoxyl 9 radicals (Table 1). According to
these data, the major changes in the red shift occur in the
range from vacuum to moderate dielectric constants. For
the phenylperoxyl radical 9, a red shift of about 10 nm is


Table 2. Calculation of the absorption maxima (oscillator strengths in parentheses) of the long-wavelength band of some
peroxyl radicals using the UTD/B3LYP/6–31Gþ(d,p) method in vacuo and in water (SCRF¼ PCM)a


�calc (nm)
�E, E vs Z


Radical Conformer (kJ mol�1) Vacuum Water �exp (nm) Transition


1E 5.9 (6.1) 389 (0.069) 425 (0.104) 440 (Ref. 3) �2�[�]! 0�[n(O)z]


1Z 438 (0.040) 482 (0.056)


2E 0.4 (3.9) 432 (0.053) 467 (0.078) 480 (Ref. 3) �1�[�]! 0�[n(O)z]


2Z 514 (0.023) 562 (0.032)


3E 4.0 (1.1) 426 (0.092) 464 (0.141) 480 (Ref. 3) �1�[�]! 0�[n(O)z]


3Z 489 (0.062) 534 (0.089)


4E 19.0 (1.1) 453 (0.089) 495 (0.134) 540 (Ref. 3) �1�[�]! 0�[n(O)z]


4Z 472 (0.061) 511 (0.089)


5E 0.3 (5.1) 456 (0.077) 493 (0.117) 540 (Ref. 3) �1�[�]! 0�[n(O)z]


5Z 562 (0.042) 610 (0.059)


6E 14.6 (17.1) 482 (0.061) 528 (0.088) 540 (Ref. 3) �1�[�]! 0�[n(O)z]


6Z 539 (0.038) 581 (0.044)
7E 19.7 (21.7) 489 (0.071) 533 (0.106) 580 (Ref. 3) �1�[�]! 0�[n(O)z]


530b


538c


7Z 528 (0.042) 577 (0.062)


8 372 (0.004) 412 (0.015) 430 (Ref. 27) �2�[�]! 0�[n(O)z]


a Transitions as defined in the text. The energy differences (�E) for the E and Z conformers in vacuo and in water (in parentheses).
b 6–311Gþ(d,p) basis set.
c SCRF¼CPCM (COSMO).
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observed on going from methanol to water.5,8 In the
calculations, a red shift of 3 nm at least reflects the trend.


Considerable effects of substituents on the absorption
maxima of the phenylperoxyl radicals 9a–d were
observed. An electron-donating substituent in the para
position causes a considerable red shift, and this is well
reflected in the calculations (Table 3). The electron-
withdrawing cyano substituent does not shift the absorp-
tion maximum noticeably. According to the calculations,
this is due to two effects, a larger energy gap between the
two transitions that make up the broad absorption band
and the higher oscillator strength of one of these transi-
tions. Marked differences in the oscillator strengths of the


two relevant transitions are also observed with the elec-
tron-donating substituents —CH3 and —OCH3, whereas
for the unsubstituted phenylperoxyl radical they are
equal. In the calculations, the optimum configuration is
planar. The perpendicular configuration is only a transi-
tion state between two equivalent planar conformations.
Interestingly, when this configuration is calculated the
oscillator strength is close to zero without a marked
change in the absorption maximum.


The strong absorption band in the visible region of the
benzyloxyl and cumyloxyl radicals, 10 and 11, is due to a
�2�[�]! 0�[n(O)z] plus �1�[�]! 0�[n(O)z] transi-
tion, i.e. it is of the same type as the phenylperoxyl


Table 3. Calculation of the absorption maxima (oscillator strengths in parentheses) of the long-wavelength band of some
peroxyl and related radicals using the UTD/B3LYP/6–31Gþ(d,p) method in vacuo and in water (SCRF¼ PCM)a


�calc (nm)
�E


Radical Conformer (kJ mol�1) Vacuum Water �exp (nm) Transition


9a 409 (0.022) 479 (0.063) �2�[�]! 0�[n(O)z]
planar 448 (0.062) 508 (0.062) �1�[�]! 0�[n(O)z]


15.9 490 (Ref. 8)
9a 381 (0.002) 457 (0.003) �2�[�]! 0�[n(O)z]


perp.b 426 (0.0003) 503 (0.001) �1�[�]! 0�[n(O)z]


9b 397 (0.012) 452 (0.029) 490 (Ref. 8) �2�[�]! 0�[n(O)z]


planar 464 (0.073) 497 (0.101) �1�[�]! 0�[n(O)z]


9c 409 (0.019) 482 (0.036) 560 (Ref. 8) �2�[�]! 0�[n(O)z]
planar 471 (0.078) 542 (0.111) �1�[�]! 0�[n(O)z]


9d 388 (0.004) 456 (0.005) 590–600 (Ref. 8) �2�[�]! 0�[n(O)z]
planar 508 (0.114) 594 (0.178) �1�[�]! 0�[n(O)z]


10 555 (0.012) 615 (0.010)
planar 616 (0.014) 676 (0.024) �2�[�]! 0�[n(O)z]


1.6 (2.2) 460c (Ref. 12) �1�[�]! 0�[n(O)z]
10 526 (0.005) 568 (0.003)


perp. 588 (0.0001) 572 (0.007)


11 556 (0.003) 634 (0.005)


planar 625 (0.002) 721 (0.005)
4.4 (1.8) 490c (Ref. 12) �2�[�]! 0�[n(O)z]


11 489 (0.006) 585 (0.007) �1�[�]! 0�[n(O)z]
perp. 505 (0.043) 597 (0.056)


12 409 (0.015) 490 (0.051) 400c (Ref. 29) �2�[�]! 0�[n(O)z]
planar 421 (0.012) 513 (0.001)


13 299 (0.134) 301 (0.166) 320d 0�[�]!þ2�[�*]þ
planar �1�[�]! 0�[�]


a Transitions as defined in the text. The energy differences (�E) between conformers in vacuo and in water (in parentheses).
b Transition state of C—O bond rotation.
c In acetonitrile.
d This work.
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radical 9. For 10 and 11, experimental data are only
available for organic solvents, and for a comparison
with the experiment calculations in the gas phase may
possibly be more appropriate. Yet even then, agreement
remains very poor when compared with the other
radicals under investigation. The reason for this is not
clear, but the fact that one may encounter such con-
siderable deviations is a caveat for any assignments of
intermediates merely on the basis of quantum-chemical
calculations of their spectrum. It may be noted that for
10 there is a strong sensitivity of the calculated transi-
tion on the angle between the plane of the aromatic ring
and the C—O bond. For example, in the case of the
perpendicular conformation, changing the angle from
optimized 100.7� to 96� leads to a 35 nm blue shift. The
red shift on going from 10 to 11 is reflected in the
calculations.


Interlacing a C——O group between the aromatic ring
and the peroxyl radical function as in 9/12 has a similar
effect as in the vinyl analogues 1/8.


The phenoxymethyl radical 13 is structurally related
to 9 and 10. However, only 9 and 10 show an absorption
in the visible region, whereas 13 absorbs only in the
UV region. This is due to a 0�[�]!þ2�[�*] plus
�1�[�]! 0�[�] transition, i.e. the �-system is also
involved in this transition [Fig. 5(a)]. This is the reason
why 13 absorbs much more towards the red than aliphatic
alkoxyalkyl radicals that have absorption maxima
<220 nm.28 Radical 13 has practically no charge-transfer
character, hence its absorption is not red shifted when the
dielectric constant of the medium is increased.


Table 4. Calculation of the absorption maxima (oscillator strengths in parentheses) of the long-wavelength band of some
peroxyl and related radicals using the UTD/B3LYP/6–31Gþ(d,p) method in vacuo and in water (SCRF¼ PCM)a


�calc (nm)


Radical Conformer Vacuum Water �exp (nm) Transition


14 458 (0.016) 487 (0.032) �1�[n(S)z]! 0�[n(O)z]


15 462 (0.013) 494 (0.032) 560 (Refs. 9–11) �1�[n(S)z]! 0�[n(O)z]


16 272 (0.004) 272 (0.003) Weak (Refs. 30, 31) �2�[�]! 0�[n(O)z]
297 (0.001) 294 (0.001) �1�[n(O)x]! þ 1�[�*]


17 239 (0.054) 248 (0.066) �2�[n(O)z]! 0�[n(O)z]


18 242 (0.036) 274 (0.010) 250 (Ref. 32) �3�[n(OH)]! 0�[n(O)z]
307 (0.002) 361 (0.002) �2�[�]! 0�[n(O)z]


19 255 (0.023) 242 (0.037) 225 (Ref. 32) 0�[�]! þ 1�[�*]


20 412 (0.006) 393 (0.007) 330 (Refs. 30, 31) �3�[n(O)z]! 0�[n(O)z]
419 (0.024) 406 (0.032) �1�[n(O)]! 0�[n(O)z]


21 328 (0.005) 333 (0.005) Weakb �2�[�]! 0�[n(S)z]


a Transitions as defined in the text.
b Very weak, typically not detectable.


Figure 3. MO schemes for transitions of the vinylperoxyl
radical 1 (a) and the trichlorovinylperoxyl radical 7 (b) in
water [UTD/B3LYP/6–31Gþ(d,p)/SCRF¼ PCM]


Figure 4. MO schemes for the transitions of the phenylper-
oxyl radical 9 (a) and the benzyloxyl radical 10 (b) in water
[UTD/B3LYP/6–31Gþ(d,p)/SCRF¼ PCM]
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In the case of the alkylthiylperoxyl radicals 14 and 15
(experimental data are only available for 15), the transi-
tion is from the n orbital at sulfur to the peroxyl oxygen,
�1�[n(S)z]! 0�[n(O)z] [Fig. 5(b)]. The absorption,


located only in the UV region (<260 nm),30,31 of the
sulfuranylperoxyl radical 16 has been assigned to a
�2�[�]! 0�[n(O)z] transition.


Alkylperoxyl radicals such as 17 and 18 typically
absorb at longer wavelengths compared with their
precursors, the alkyl radicals such as 19. The latter absorb
far in the UV region, and the transition has been assigned
to a 0�[�]!þ1�[�*] transition. Interestingly, in the
case of the corresponding peroxyl radicals, functional
groups may be involved in the transitions. Whereas the
absorption of the methylperoxyl radical 17 has been
assigned to a �2�[n(O)z]! 0�[n(O)z] transition, the
absorption of 18 is due to a �3�[n(OH)]! 0�[n(O)z]
transition, that is, the OH group is involved in a kind of
charge transfer. This being not very effective, the absorp-
tion remains in the UV region.


For reasons discussed below, sulfuranyl 20 and thiyl 21
radicals attracted our attention, and we therefore also
report the transitions of their longest absorption band.


Figure 5. MO schemes for the transitions of the phenox-
ymethyl radical 13 (a) and the methylthiylperoxyl radical 14
(b) in water [UTD/B3LYP/6–31Gþ(d,p)/SCRF¼ PCM]


Table 5. Calculated [B3LYP/6–31þG(d,p)] reaction enthalpies for the formation of some peroxyl radicals [values in water
(SCRF¼ PCM) in parentheses]


Radical �H (kJ mol�1) Experimental observation


�197 (�207) Irreversible O2 addition to parent radical


�145 Irreversible O2 addition to parent radical


�73 Irreversible O2 addition to parent radical


�66 Irreversible O2 addition to parent radical


�48 Reversible O2 addition to parent radical


�29/�46 Reversible O2 addition to parent radical


�31/�18/�17 Slow and reversible O2 addition
to parent radical


�29 (�30) Reversible O2 addition to parent radical


�9 (�3) Reversible O2 addition to parent radical


þ20/þ31 No O2 addition to parent radical
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The transition of 20 is denoted �1�[n(O)]! 0�[n(O)z].
Thiyl radicals such as 21 are usually difficult to detect in
laser flash photolysis or pulse radiolysis experiments.
The reason for this is the low oscillator strength of the
�2�[�]! 0�[n(S)z] transition, where the � orbital is
orthogonal to the n orbital.


Stability of peroxyl radicals


Usually, the reaction of a carbon-centered radical with
O2 is practically irreversible in aqueous solutions at
room temperature. This also holds for the highly stabi-
lized33–35 peptide radicals.36 However, there are excep-
tions, notably the alkylthiylperoxyl radical9–11 that we
are interested in here and pentadienyl-type peroxyl
radicals. For example, the hydroxycyclohexadienyl
radical (formed upon �OH attack on benzene) undergoes
reversible dioxygen addition both in aqueous solu-
tion37–39 and in the gas phase.40 Electron-withdrawing
substituents retard the rate of O2 addition, and with the
�OH adducts to nitrobenzene, for example, this reaction
is very slow.41 Moreover, the phenoxyl radical does
not react with O2 despite the fact that it has consider-
able spin density at carbon.42 Table 5 gives the bond
dissociation enthalpies (BDE) of various peroxyl radi-
cals calculated in vacuo and to account for potential
solvent effects, for some of them also in aqueous solution.


Around the chemistry of the
alkylthiylperoxyl radical


The reversibility of O2 addition to the alkylthiylperoxyl
radical [reaction (5)] is not the only complexity of the
alkylthiylperoxyl radical plus O2 system.


The latter can rearrange into the alkylsulfonyl radical
which is more stable by 160 kJ mol� 1 [reaction (6)]. In
the presence of O2, the alkylsulfonyl radical is converted
into the corresponding peroxyl radical [reaction (7)], a
reaction that is also reversible.30,31 The data in Table 5
indeed indicate a low BDE. From kinetic and product
studies, it had been concluded that the alkylthiyl radical is
also in equilibrium with the carbon-centered radical
formed upon a 1,2-H shift [reaction (8)], but equilibrium
(8) must be largely on the side of the thiyl radical. We
have now calculated the energy difference between these


two radicals to be 50 kJ mol� 1. This value, considered
accurate to no better than � 10 kJ mol�1, is fairly large,
and evidently the thiyl radical must be the favoured
species. However, any small equilibrium concentration
of the carbon-centered radical will be scavenged irrever-
sibly by O2 [reaction (9)], and this allows the reaction to
proceed in this direction.


A quantum-chemical study on the akylthiyl radical plus
O2 system has already been carried out some time ago,14


but the level of theory at that time was insufficient to
calculate the UV–Vis spectra and the energetics of the
various reactions properly. In fact, the assignment of the
560 nm absorption to the RSOO� species was challenged on
the basis of these calculations.


Photolysis of n-butyl acrylate


In the photolysis of n-butyl acrylate at 222 nm in solution,
a major process is the scission of ester linkage
(�-cleavage):27


CH2
------CH---CðOÞ---O---Bu þ h�


! CH2
------CH---CðOÞ� þ �O---Bu


ð10Þ


In a laser flash experiment in the presence O2, a species
grows in that absorbs near 430 nm. In principle, a double
fragmentation could have occurred, i.e. CO and a vinyl
radical may have been formed [reaction (11)], and this
was confirmed by the observation of ethene and CO
among the products.


CH2
------CH---CðOÞ---O---Bu þ h�


! CH2
------CH� þ CO þ �O---Bu


ð11Þ


For an assignment as vinylperoxyl radical 1, the
observed absorption was somewhat blue shifted com-
pared with that of authentic vinylperoxyl radical. We
therefore calculated the absorption maximum of the
vinylcarbonylperoxyl radical 8. It turns out that it also
has an absorption maximum in the visible region but at
somewhat shorter wavelength than that of 1 (Table 3).


CONCLUSION


The programs that are available to calculate the absorp-
tion spectra of free radicals are now fairly well advanced
so that such calculations can be used to predict the
positions of the absorption maxima. With radicals whose
transitions have charge-transfer character, the dielectric
constant of the medium has to be taken into account.
However, a non-negligible error still persists (note the
marked deviations between experiment and calculations
in the case of the benzyloxyl-type radicals). Nevertheless,
as shown for the radicals formed in the photolysis of
n-butyl acrylate, under certain circumstances the
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calculations can be extremely helpful, relatively easy to
carry out and may be now routinely used to assist
assignments in laser flash and pulse radiolysis studies.
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ABSTRACT: The ready elimination of phenol/phenoxide from the O-phenyl oxime 10E derived from 8-dimethy-
lamino-1-naphthaldehyde, necessarily involving proton transfer from carbon, is catalysed by the neighbouring NMe2


group at pH> 9. However, reaction is faster, rather than slower, at lower pH. It is shown that the step involving proton
transfer is not cleanly rate determining at any pH: the preferred route involves syn/anti isomerization to form the more
reactive Z-isomer. The rate constant for the anti elimination cannot be extracted from the available data, so no reliable
estimate of effective molarity (EM) is possible. Copyright # 2004 John Wiley & Sons, Ltd.
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INTRODUCTION


Intramolecular reactions are typically faster (and cataly-
tic processes more efficient) than their intermolecular
counterparts,1 so they are of interest as simple models for
the reactions which take place when the same functional
groups are brought together in enzyme active sites.
Intramolecular nucleophilic additions—cyclizations—
can be very efficient indeed, with effective molarities
(EM) of the order of 109


M in unstrained systems, and as
high as 1013


M in systems in which ground strain is
relieved in the transition state for cyclization.1


Intramolecular proton transfers are different, typically
showing EMs< 10 M, with the important exception of
systems in which the product, and hence the transition
state leading to it, is stabilized by a strong intramolecular
hydrogen bond.2 These systems are therefore of special
interest.2–4


Proton transfer is the commonest reaction taking place
in enzymes, which generally catalyse reactions in aqueous
solution at more or less constant pH. Simple transfers
between electronegative centres are mostly diffusion
controlled, and unlikely to need catalysis in active sites


in rapid exchange with the local medium. However,
proton transfers can be slow, and therefore in need of
catalysis in biological systems, when concerted with the
making or breaking of bonds between heavy atom centres.
Examples are the general acid-catalysed hydrolysis of
acetals, e.g. 1,3 a simple model for the reaction catalysed
by the glycohydrolases such as lysozyme, and general
base-catalysed elimination reactions 2 (Scheme 1). A
special case of the latter process is enolization, 3, and
enzymes such as mandelate racemase, which catalyse the
most difficult (intrinsically slow) enolizations have been
the focus of much recent attention.5


We have shown that the ketonization of the enol ether 4
is catalysed very efficiently by the neighbouring dimethy-
lammonium group (EM> 60 000).4 So efficient is the
proton transfer to and from carbon that the rate-determin-
ing step is not the proton transfer but the opening of the
intramolecular hydrogen bond of the oxocarbocation
intermediate 5 (the geometry of this hydrogen bond is
patterned on that of proton sponge6).


The logical next step was to examine the enolization of
the acids 6 (R¼H) and their anions, but we could find no
incorporation of deuterium even into the ester 6 (�-CH2,
R¼Et) under forcing conditions.7 The geometry is the
same as in the efficient system 4, so we concluded that
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exchange is not observed because proton return from the
enolate intermediate 7, to regenerate the starting material,
is much faster than the opening of the intramolecular
hydrogen bond needed for exchange of the NH


þ
with


solvent.7


In a further attempt to observe efficient intramolecular
proton transfer using this basic system, we prepared the
vinyl bromide 8 (D¼H, and the labelled form shown),8


designed to support the efficient elimination of HBr.
However, reaction gave not the alkyne but the heterocycle
9. The mechanism probably involves an initial nucleo-
philic addition of the dimethylamino group to form a five-
membered ring: in any event, the target hydron is still
present in the product, so the desired proton transfer has
not occurred.8


We report our first successful attempt to follow an
elimination reaction in a system based on proton sponge.
8-Dimethylamino-1-naphthaldehyde is the common in-
termediate in the synthesis of a number of the compounds
described above, so it was a relatively simple matter to
prepare oxime derivatives (general formula 10*, geome-
try may be Z or E). Of three compounds prepared
(obtained as the E-isomers, no doubt for steric reasons),
the acetate was inconveniently reactive and the methoxy
derivative was hydrolysed faster than it eliminated
methanol. However, the O-phenyl derivative 10E was
converted quantitatively to the nitrile 11 within hours in
aqueous solution at 30 �C (Scheme 2).


RESULTS AND DISCUSSION


The elimination of phenol (or phenoxide) from 10E to
form the nitrile 11 (Scheme 2) was conveniently studied
[in 50% (v/v) acetonitrile–water, for solubility reasons] at
60 �C and ionic strength 0.1 M (KCl). Since system 10
was designed to support an efficient intramolecular gen-
eral base-catalysed proton transfer from carbon, it was
expected to react in the free base form, thus at pHs above
the pKa of the dimethylammonium group. In practice, the
pH–rate profile for the elimination (Fig. 1) shows a
reaction that is slower at high pH. Reaction is slow also
at low pH, as expected if rapid elimination depends on the
presence of the dimethylamino group in its free base
form. However, the dimethylamino group is also (pre-
sumably) protonated in the pH-independent region be-
tween pH 2 and 8: only the higher of the two apparent
pKas (1.26 and 8.61) derived from the pH–rate profile can
reasonably be assigned to the dimethylammonium group
(see below). Hence, the mechanism appears not to be a
simple elimination process.


Scheme 1


Scheme 2


Figure 1. pH–rate profiles for the elimination reactions
of 10E, (filled circles) and d-10E (open circles), to form 11:
in 50% (v/v) acetonitrile–H2O at 60�C and ionic strength
0.1M (KCl). The curves represent calculated fits based
on the mechanism discussed below


102 N. ASAAD ET AL.


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2005; 18: 101–109







Reaction mechanism


Proton transfers to and from carbon typically show
substantial and informative primary deuterium isotope
effects, so we also measured the pH–rate profile for
elimination from the deuterio-compound d-10E (see
Fig. 1 and Table 1). The observed kinetic deuterium
isotope effects tell us that proton transfer is not rate
determining for the elimination reaction of 10E, and
probably not exclusively rate determining for the faster
reaction of the conjugate acid, 10EHþ.


In the high pH region (pH> 9), there is no significant
primary deuterium isotope effect (kH/kD¼ 1.13� 0.04).
For comparison, the most closely analogous reactions,


the eliminations of pivalate9 and benzyloxide10 from the
corresponding (E)-O-acyl (alkyl) oximes of benzalde-
hyde catalysed by DBU, show kH/kD¼ 2.7 and 3.3,
respectively. For the corresponding Z-isomers, which
react 20 000 (36 000) times faster, kH/kD¼ 7.8 and 7.3,
respectively.9,10


In the plateau region between pH 2 and 8, we observe
a substantial deuterium isotope effect (kH/kD¼ 3.08�
0.11). This is consistent with rate-determining elimina-
tion from 10E; however, this is unlikely to be the correct
explanation, because reaction is faster, rather than slower,
than that of the free base form above pH 9. The elimina-
tion step catalysed by the dimethylamino group of the
free base 10E is expected to be faster than that of its con-
jugate acid, but overall elimination is slower at pH> 9,
because the proton transfer step is not rate determining in
this pH region.


The plateau reaction


The O-phenyl oxime 10E has three possible conjugate
acids. Apart from the predominant dimethylammonium


Table 1. Rate data for the conversion of oxime 10E to the nitrile 11, in 50% (v/v) acetonitrile–water at 60 �C and ionic strength
1.0M (data in s�1)


Reaction of 10E Reaction of d-10E


pH Log kobs pH Log kobs pD Log kobs


1.2100 �3.5705 5.8200 �3.1651 1.2800 �3.9593
1.2800 �3.4189 5.8200 �3.2075 1.2800 �3.9494
1.2800 �3.4265 7.4200 �3.2576 2.2000 �3.6926
1.3600 �3.3978 7.4200 �3.2740 2.2000 �3.6854
1.9500 �3.1833 7.4200 �3.2548 4.4500 �3.6598
2.2000 �3.1703 7.9600 �3.3021 4.4500 �3.6708
2.2000 �3.1737 7.9600 �3.2892 3.8200 �3.6861
2.2000 �3.1571 7.9600 �3.2828 3.8200 �3.6702
2.3100 �3.1438 10.730 �4.0150 3.8200 �3.6609
2.6000 �3.1168 10.980 �4.0230 10.920 �4.0462
2.9800 �3.1416 10.980 �4.0118 7.9600 �3.6636
2.9800 �3.1455 10.980 �4.0148 7.9600 �3.6766
2.9800 �3.1233 11.090 �4.0189 7.9600 �3.6655
3.8200 �3.1523 11.110 �4.0112 12.260 �4.0622
3.8200 �3.1352 11.110 �4.0179 13.770 �4.0814
3.8200 �3.1337 11.780 �4.0310 13.770 �4.0866
3.9700 �3.1734 11.950 �4.0198 13.770 �4.0927
3.9700 �3.1591 11.950 �4.0113 13.770 �4.0952
4.4500 �3.1451 11.950 �4.0249 10.400 �4.0735
4.4500 �3.1466 12.260 �4.0243 10.400 �4.0665
4.4500 �3.1417 12.260 �4.0272 10.400 �4.0736
4.4600 �3.1650 12.260 �4.0197 13.770 �4.0814
4.9600 �3.1950 12.920 �4.0046 13.770 �4.0866
5.2500 �3.1653 12.920 �4.0105 13.770 �4.0927
5.2500 �3.1576 12.920 �4.0020 13.770 �4.0952
5.2500 �3.1559 13.460 �4.0101 12.750 �4.0647
5.6100 �3.1639 13.760 �3.9966 12.750 �4.0625
5.6100 �3.1751 13.760 �4.0064 12.750 �4.0519
5.6100 �3.1659 11.530 �4.0526


11.530 �4.0503
5.2300 �3.6638
5.2300 �3.6626
5.2300 �3.6687
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form 10EHþ, the oxime group can be protonated, on
either nitrogen or oxygen (Scheme 3). The N-protonated
form 10E�——NHþ might be expected to be a relatively
strong acid (the pKa of the oxime derived from 9-
formylfluorene is �1.6211) and the O-protonated form
10E �OHþ a very strong acid, with pKa<�7.12 If the
pKa of the major species 10EHþ is 8.61, the equilibrium
constant for the formation of 10E �OHþ will be <10�15,
requiring a first-order rate constant for the elimination of
phenol of the order of 1012 s�1 from a species existing for
only a few vibrations. If not formally impossible, such
a rate constant is highly unlikely (particularly for a
syn-elimination, which might be expected to be signifi-
cantly slower than the corresponding trans-elimination
reaction).


A much more likely initial reaction for the conjugate
acid 10EHþ, consistent with the known behaviour of
peri-disubstituted systems,13 and explaining why it
reacts faster than the basic form, is cyclisation of the N-
protonated oxime 10E�——NHþ. This will generate 12
(Scheme 4), making possible free rotation about what
was the C——N bond of the oxime. Compound 12 can
open either to regenerate 10E�——NHþ or to give the Z-
isomer 10Z of the oxime (via 10Z�——NHþ). This opens
the way to a new, low-energy pathway because trans-
elimination from the Z-isomers of oximes derived from
aromatic aldehydes is known to be much faster than syn-
elimination from the E-isomers, as discussed above.
Hence we consider that the reaction between pH 2 and
8 goes through 12 (Scheme 4). The reaction of the neutral
species 10E is presumed to go by a similar mechanism
via the zwitterionic intermediate 12� . The reaction of
the conjugate acid 10EHþ is faster because the cyclisa-
tion of 10E�——NHþ is faster than that of 10E.


Scheme 4 provides a qualitative framework for the
more quantitative discussion of the mechanism. {Note: A
referee suggests that the path to the nitrile (Scheme 4)
could involve a Lossen-type rearrangement of 12� , with
hydride migration concerted with the departure of phen-
oxide (generating initially the [HN——C—NþMe2] inter-
mediate). We considered8 the corresponding mechanism
for the rearrangement of 8, which involved the departure
of Br�, a much better leaving group, and required the
NMe2 group rather than hydride to migrate. Similar
considerations apply to the rearrangement of 12� , but
the alternative mechanism cannot formally be ruled out.}


Two parameters are of particular interest, the apparent
pKas of 1.26 and 8.61, and the primary kinetic isotope
effects in the two pH-independent regions.


pKas


We have not been able to measure pKas convincingly for
10EHþ: it is rapidly degraded when titrated with base,
and the changes in the UV spectrum with pH are not
simple. (There is no 1H NMR evidence for the formation
of significant amounts of a third species under the
reaction conditions, either for 10E of for the more stable
O-methyl oxime.) The apparent pKas (1.26 and 8.61)
are very different from those expected for the indivi-
dual dimethylamino and oxime groups of 10E, so they
must represent either kinetic pKas or values shifted by
intramolecular interactions between the groups. Such
intermolecular interactions are well known in 1,8-disub-
stituted naphthalenes,14 and anomalous pKas generally
result from the formation of strong hydrogen bonds
between electronegative peri-substituents. In the case of
10EHþ the strongest intramolecular hydrogen bond pos-
sible is between the Me2NHþ group and the oxime N, and
this is observed (not unexpectedly) in the crystal structure


Scheme 3


Scheme 4
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of the tetrafluoroborate salt of the O-methyl oxime
13EHþ [Fig. 2(a)].


The N–H � � �N angle is 164.8� and the N � � �N distance
is 2.628 Å (at 150 K), close to those [160(3)� and 2.571 Å
at 120 K] of the very strong hydrogen bond of the
conjugate acid of proton sponge [1,8-bis(dimethylami-
no)naphthalene].15 However, this is achieved in 13EHþ


only at the expense of significant distortion of the
naphthalene framework: the torsion angle C(1)—
C(9)—C(8)—N(2) is over 20� (the conjugate acid of
proton sponge is almost planar) and the bond angles
C(9)—C(1)—N(1) and C(9)—C(8)—N(2) are ex-
panded to 128.9� and 124.5�, respectively, to accommo-
date the proton. {The N � � �N distance of closest approach
in the relevant conformer of the oxime [Fig. 2(b)] would
be an implausible 1.89 Å.} As a result, the thermody-
namic stability of the H-bond, and hence the effect on the
pKa of 10EHþ, is expected to be reduced.


The O-methyl oxime 13E is considerably more stable
than the O-phenyl derivative 10E, and so offers increas-
ed scope for physical measurements. Unfortunately, it
behaves differently under the conditions: it is not suffi-
ciently soluble in 50% aqueous acetonitrile, so measure-
ments were made in 10% dioxane. However, in this
solvent it did not undergo the elimination of interest:
hydrolysis of the oxime group to the parent aldehyde is
faster. Titration at low pH reveals a pKa of 3.22� 0.07 (in
10% dioxane at room temperature), falling to 2.34� 0.16
in 50% acetonitrile (adding 0.5 equiv. of HCl to a solution
of 13EHþ gave a solution of pH ca 2.6). This is consistent
with a pKa of 1.26 at 60 �C for the O-phenyl derivative.
This evidence suggests that the lower of the two apparent
pKas of 10EHþ is a true pKa; we have no conclusive
evidence that this is the case for the higher pKa at 8.61.


Mechanism of the elimination reaction of 10


A suggested mechanism is outlined in Scheme 4. At high
pH, above the pKa of the dimethylammonium group,


reaction involves rate-determining anti-syn isomerization
of 10E to 10Z, via 12� , followed by the rapid elimina-
tion of phenoxide from the less abundant but far more
reactive neutral isomer 10Z. No significant primary
isotope effect is observed because the C—H bond is
not broken in the rate-determining step. At lower pHs (on
the plateau between pH 2 and 8) cyclization, leading to
the (reversible) isomerization of 10EHþ, is faster, and
rapid elimination from 10Z (k2) competes with its recy-
clization, via 10ZHþ. (Apart from undergoing elimina-
tion much more rapidly 10Z is also expected to be
substantially less basic than 10E because it is unable,
for geometric reasons, to form the intramolecular hydro-
gen bond that we consider responsible for the unusually
high pKa of 10EHþ. We have no direct evidence on this
point.) We suggest that the observed primary kinetic
isotope effect (3.08� 0.11) reflects a larger figure (of
around 7) for the anti elimination of 10Z, reduced by the
negligible isotope effect expected for its (partially rate-
determining) recyclization to 12, which must go at a
comparable rate (via 10ZHþ).


We see no evidence, from 1H NMR measurements in
D2O (at room temperature) under the reaction conditions,
that 12 is formed in significant concentrations in the
plateau region. The parent aldehyde 14 is largely (2:1
mixture observed by 1H NMR) converted to the cyclic
aminal 15 in CDCl3 in the presence of 10% CF3COOD
(Scheme 5);13 as shown by the reduced intensity of the
oxime N——CH singlet, the appearance of a new
(methine) proton signal at � 7.0, and the doubling and
downfield shift of the N-methyl proton signal.


None of these NMR indicators is observed for 10E or
for the O-methyl oxime in the plateau region. The oxime
singlet at � 9.46 does disappear, essentially completely,
in 0.1 M DCl, to be replaced by a broad signal at � 8.13
(and weaker signals at � 5.1–5.3, initially obscured by the
HDO peak). This intriguing result is most likely only
indirectly relevant to the mechanism at higher pH,
although we know that the species present is relatively
unreactive.


The calculated curves shown in Fig. 1 represent the fits
derived on the basis of Scheme 4. The data in the plateau
region (pH 1–9) were fitted to the simplified Eqn (1)
based on Scheme 6, using the steady-state assumption.


We assume that all proton transfers between O and N
centres are fast, and that k1, the opening of the inter-
mediate 12 (Scheme 4) to give the thermodynamically
less stable isomer of the oxime, is the rate-determining


Figure 2. (a) Molecular structure of 13EHþ (crystallized as
the tetrafluoroborate salt) and (b) the parent oxime 14 (free
base form). ORTEP: ellipsoids are drawn at the 30% prob-
ability level and hydrogen atoms are represented as spheres
of radius 0.12 Å. For details, see the Experimental section


Scheme 5
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step for the isomerization process. Then 10E is in rapid
pre-equilibrium with 12 (K12 is the equilibrium constant
for the formation of 12 from 10EHþ), and we can write
(for the plateau reaction):


kobs ¼ k1K12½10EHþ�
� k2½10Z�=ðk�1½10Z � ���� NHþ� þ k2½10Z�Þ


ð1Þ


The pH-independent reaction above pH 9 is allowed for
by the addition of a separate term.


The same procedure gives a good fit for the reaction of
d-10E. The rate and equilibrium constants derived from
the fits of the data for 10E and its deuterated form d-10E
are given in Table 2. The derived rate constants k1, k�1


and k2 give errors larger than the figures quoted and do
not represent unique solutions, although relative values
should be meaningful. The derived ‘pKas’ match closely
the apparent pKas, except that the values for 10E and 10Z
are reversed. The resultant deuterium isotope effects fall
within � 20% of unity for k1, for k� 1 and for the rate
constant k0 at high pH, but for k2, the elimination reaction
of the reactive isomer 10Z kH/kD¼ 7.9. This is the value
expected for this process according to the closest pre-
cedent available (see above).10


CONCLUSIONS


The mechanism of the elimination of phenol from oxime
10E is not characterized down to the last detail, but we
have established (i) that reaction is subject to the ex-
pected catalysis by the neighbouring dimethylamino
group, (ii) that syn elimination from the E-isomer is not
observed (and is therefore slower than the reactions that


are observed), (iii) that the proton transfer step is not
cleanly rate determining at any pH and (iv) that the
preferred route involves isomerisation to the more reac-
tive Z-isomer. The rate constant for the anti elimination
cannot be extracted from the available data, so no reliable
estimate of effective molarity is possible.


EXPERIMENTAL


Syntheses


All solvents were dried by standard procedures and
distilled and all glassware was oven-dried before use.
Potentially moisture-sensitive reactions were carried out
under an atmosphere of argon. Analytical thin-layer
chromatography was performed on precoated 0.25 mm
Merck Kieselgel 60F254 plates. Flash column chromato-
graphy was carried out using Merck Kieselgel 60 (230–
400 mesh). Melting-points were measured on a Stuart
Scientific SMP1 melting-point apparatus and are uncor-
rected.


NMR spectra were recorded on Bruker DPX400,
DRX400 and DRX500 FT spectrometers at probe tem-
peratures of 27 �C unless stated otherwise. The solvent
signal was used as internal deuterium lock. Chemical
shifts are quoted downfield from � (tetramethylsila-
ne)¼ 0 ppm for 1H and 13C NMR. The multiplicity of
first-order signals is indicated by standard notation.
Broadband proton decoupling was used for 13C NMR.
Infrared spectra were recorded on Perkin-Elmer 1600 FT-
IR and Spectrum One FT-IR spectrometers. Mass spectra
were recorded on Kratos MS890 (EI), Kratos FAB
MS890 (FAB), MSI Concept IH (EI and LSIMS), Bruker
Bio-apex II FT-ICR (ESI, LSIMS and EI) and ESI
Micromass Q-TOF (þES) mass spectrometers.


[10-D]-8-N,N-Dimethylamino-1-naphthaldehyde. N,N- Di
methylamino-1-naphthylamine (14, 3.0 g, 17.5 mmol)
was dissolved in diethyl ether (180 cm3) and cooled to
�78 �C. n-Butyllithium (15 cm3, 2.3 M solution in hex-
ane, 2 equiv.) was added dropwise and the mixture stirred
for 30 h, warming to room temperature. A white precipi-
tate formed from the yellow solution. The mixture was
again cooled to �78 �C and a solution of [1-D]-dimethyl-
formamide (1.5 cm3, 1.1 equiv.), was cannulated in at
�78 �C. Stirring was continued for a further 3 h. Metha-
nol (20 cm3) was added and the mixture allowed to warm


Scheme 6


Table 2. Derived rate and equilibrium constants for the
elimination reactions of 10E and its deuterated form in
50% (v/v) acetonitrile–water at 60 �C


Parameter 10E d-10E kH/kD


k1K12 6540 6900 0.95
k2 4440 562 7.9
k� 1 0.0546 0.0556 0.79
pKa (EHþ) 1.26� 0.04 1.25� 0.04 0.98
pKa (ZHþ) 8.61 8.25 0.44
k0 (pH> 9) (9.66� 0.15)� 10�5 (8.43� 0.10)� 10�5 1.14
R 0.997 0.996
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to room temperature. Distilled water (80 cm3) was added
and the solution basified (KOH). The layers were shaken
and separated, then the aqueous layer extracted with
hexane (2� 50 cm3). The combined organic layers were
washed (brine), dried (MgSO4) and evaporated to near
dryness. A small volume of toluene was added and
the crude product was stored in a freezer to yield the
aldehyde as transparent pale-yellow plates (1.21 g). The
mother liquor was chromatographed (SiO2, Et2O–hex-
ane, 1:3) to yield further aldehyde as a yellow powder
(0.98 g, 62% overall), m.p. 80–82 �C; RF (Et2O–hexane,
1:3) 0.13; NMR, � H (CDCl3) 8.22 (1 H, d, J 7, ArH), 7.89
(1 H, dd, J 8 and 1, ArH), 7.63 (1 H, dd, J 8 and 1, ArH),
7.54 (1 H, dd, J 7 and 1, ArH), 7.51–7.45 (1H, m, ArH),
7.31 (1 H, dd, J 7 and 1, ArH) and 2.68 (6H, s, NMe2);
� C (CDCl3) 191.4 (t, J 29, C——O), 150.3, 137.2, 135.0,
130.9 (CH), 129.3, 126.7 (CH), 125.9 (CH), 125.0 (CH),
124.7 (CH), 118.2 (CH), 44.9 (NMe2); IR (Nujol),
�max 1649 (C——O); MS, m/z (þES) 201.11310
(C13H12DNO �Hþ requires 201.11302).


O-Phenyl-8-N,N-dimethylamino-1-naphthaldoxime (10E).
N,N-Dimethylamino-1-naphthaldehyde (48.8 mg, 0.24
mmol), O-phenylhydroxylamine hydrochloride (64 mg,
2 equiv.) and sodium acetate (75 mg, 4 equiv.) were
dissolved in methanol (15 cm3) and the mixture was
stirred at room temperature for 15 min. The reaction
mixture was extracted with hexane (3� 30 cm3) and the
combined hexane layers were washed with brine
(30 cm3), dried (MgSO4) and evaporated under vacuum,
maintaining the temperature below 40 �C. The crude
product was chromatographed (SiO2, Et2O-hexane, 1:3)
and freeze-drying yielded the oxime ether as pale-yellow
needles (54.1 mg, 76%), RF (Et2O–hexane, 1:3) 0.35;
which decomposed on heating. NMR, � H (CDCl3) 9.56
(1 H, s, CH——N), 7.88 (1 H, dd, J 8.0 and 1, ArH), 7.73
(1 H, dt, J 7 and 1, ArH), 7.58 (1 H, dd, J 7 and 1, ArH),
7.46 (1 H, t, J 7, ArH), 7.42 (1 H, t, J 7, ArH), 7.37–7.28
(4 H, m, ArH), 7.25 (1 H, m, ArH), 7.04 (1 H, tt, J 7 and 1,
ArH), 2.72 (6H, s, NMe2); � C (CDCl3) 160.3 (CPh—O),
155.4 (C——N), 151.6 (CAr—N), 136.1 (CArC——N), 130.9
(CH), 129.7 (CPh—H), 128.9, 128.7, 127.9 (CH), 126.6
(CH), 126.0 (CH), 124.8 (CH), 122.2 (CH), 117.6 (CH),
115.0 (CPh—H) and 45.6 (CH3—N); IR (Nujol), �max


1605, 1583; MS, m/z (þEI) 290.1416 (C19H18N2O re-
quires 290.1419).


[10-D]-O-Phenyl-8-N,N-dimethylamino-1-naphthaldoxime
(d-10E). This was prepared by the above method using
[10-D]-N,N-dimethylamino-1-naphthaldehyde (49.1 mg,
24.4 mmol) to yield the oxime ether as pale-yellow
needles (61.7 mg, 87%); NMR, � H (CDCl3) 7.87 (1 H,
dd, J 8.0 and 1, ArH), 7.75 (1 H, dt, J 7 and 1, ArH), 7.58
(1 H, dd, J 7 and 1, ArH), 7.48 (1 H, t, J 7, ArH), 7.43 (1
H, t, J 7, ArH), 7.38–7.29 (4 H, m, ArH), 7.25 (1 H, m,
ArH), 7.04 (1 H, m, ArH), 2.72 (6H, s, NMe2); � C


(CDCl3) 160.3 (CPh—O), 151.6 (CAr—N), 136.8


(CArC——N), 131.0, 129.7 (CPh—H), 128.9, 128.7,
127.9 (CH), 126.6 (CH), 126.0 (CH), 124.8 (CH), 122.2
(CH), 117.6 (CH), 115.0 (CPh—H), 45.6 (CH3—N).


O-Methyl-8-N,N-dimethylamino-1-naphthaldoxime (13E).
N,N-Dimethylamino-1-naphthaldehyde (292 mg, 1.46 mmol),
O-methylhydroxylamine hydrochloride (240 mg, 2 equiv.)
and sodium acetate (480 mg, 4 equiv.) were dissolved in
methanol (20 cm3) and the mixture was stirred at room
temperature for 1 h. Brine (5 cm3) and distilled water
(10 cm3) were added and the mixture was extracted with
hexane (3� 30 cm3). The combined organic extracts were
washed with brine (30 cm3), dried (MgSO4) and evaporated
under vacuum. The crude product was chromatographed
(SiO2, Et2O–hexane, 1:3) and freeze-drying yielded the
oxime ether as pale-yellow needles (290 mg, 87%), RF


(Et2O–hexane, 1:3) 0.29, which decomposed on heating.
NMR, � H (CDCl3) 9.21 (1 H, s, CH——N), 7.81(1 H, dd,
J 7 and 1, ArH), 7.64 (1 H, dd, J 7 and 1, ArH), 7.56 (1 H,
dd, J 8 and 1, ArH), 7.43 (1 H, t, J 8, ArH), 7.40 (1 H, t,
J 8, ArH), 7.20 (1 H, dd, J 8 and 1, ArH), 4.00 (3 H, s,
OMe) and 2.68 (6H, s, NMe2); � C (CDCl3) 150.8 (C——
N), 150.1 (CAr—N), 134.6 (C—C——N), 128.9 (CH),
127.8, 127.0, 125.7 (CH), 124.8 (CH), 124.3 (CH), 123.0
(CH), 115.6 (CH), 60.4 (CH3—O) and 43.8 (CH3—N);
IR (Nujol), �max 1597, 1577; MS, m/z (þEI) 228.1264
(C14H16N2O requires 228.1263).


Tetrafluoroborate salt of O-methyl-8-N,N-dimethylamino-
1-naphthaldoxime (13EHþ). O-Methyl-8-N,N-dimethyla-
mino-1-naphthaldoxime (20 mg) was dissolved in diethyl
ether (1 cm3). Hydrogen tetrafluoroborate [�0.1 cm3,
54% (w/w) in diethyl ether] was added dropwise until
precipitation ceased. The liquid was decanted off and the
white precipitate dissolved in methanol (�0.2 cm3). A
layer of diethyl ether (�1 cm3) was carefully deposited
on top of the methanol layer and the solution allowed to
crystallize as colourless plates. The compound decom-
posed on heating.


8-Cyano-N,N-dimethylamino-1-naphthylamine (11). 8-N,N-
Dimethylamino-1-naphthylaldoxime (60 mg, 0.28 mmol)
was dissolved in dichloromethane (2 cm3). Pyridine
(0.1 cm3, 5 equiv.) and freshly distilled acetic anhydride
(0.5 cm3, 5 equiv.) were added and the mixture was
heated at 50 �C for 2 h. The reaction mixture was washed
with dilute hydrochloric acid (3� 5 cm3) and saturated
sodium hydrogencarbonate solution (3� 5 cm3) and
dried (MgSO4). The solvent was removed under vacuum
to yield the nitrile as a yellow solid (47 mg, 85%), m.p.
75–76 �C.16 NMR, � H (CDCl3) 8.01 (1 H, d, J 8, ArH),
7.96 (1 H, d, J 7, ArH), 7.60 (1 H, d, J 8, ArH), 7.52–7.45
(2 H, m, ArH), 7.33 (1 H, d, J 7, ArH) and 2.82 (6H, s,
NMe2); � C (CDCl3) 151.4, 137.0 (CH), 136.1, 134.3
(CH), 130.1, 128.3 (CH), 126.0 (CH), 125.4 (CH),
121.5, 119.8 (CH), 109.1 (C—N) and 46.6 (NMe2); IR,
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�max (CH2Cl2) 1612, 1590, 1574; MS, m/z (EI) 196.0999
(C13H12N2 requires 196.1000).


Kinetic measurements


All buffer reagents were of analytical-reagent grade.
Deionized water was doubly distilled in all-glass appa-
ratus and degassed with argon. KOH and HCl stock
solutions (2 mol dm�3) were made by dilution of BDH
Convol concentrates. Buffer solutions were made by
appropriate dilution in grade A volumetric flasks: the
appropriate quantity of KCl was added to adjust the ionic
strength to 0.10 M. Dioxane was freshly distilled from
NaBH4 prior to use; the cosolvent content is quoted as
percentage (v/v). The reaction was followed at 60 �C in
50% aqueous MeCN using HCl, KOH and formate,
acetate, phosphate, Tris and carbonate buffers. The pH
of each buffer solution was recorded at the temperature
used in the kinetic investigation, using a Radiometer
PHM82 pH meter fitted with a Russell CTWL electrode
calibrated to standard buffer solutions. Rate data are
given in Table 1.


UV–visible spectroscopic data were recorded using a
Varian Cary 3 spectrometer fitted with a thermostated cell
holder maintained at the temperature stated. Stock solu-
tions (�5� 10�3 mol dm�3) of kinetic substrates were
prepared in acetonitrile. The stock solution (10ml) was
added to preheated buffer solution (2 cm3) in a quartz


cuvette (1.0 cm pathlength) for each kinetic run. Repeti-
tive wavelength scans were carried out for each kinetic
substrate in a series of buffer solutions to determine
whether the reaction exhibited one or more isosbestic
points and to allow the selection of an appropriate
wavelength at which to record absorbance–time data.
Experimental data were fitted to the first-order rate law
equation using Kaleidagraph v. 3.08 (Synergy Software),
assuming that the observed change in absorbance was the
result of conversion of reactant to product; accuracies
quoted are � 1 standard deviation. No buffer catalysis
was observed in this work. Multi-parameter curve fitting
for the plateau region data was based on Eqn (1) and used
the Kaleidagraph implementation of the Levenberg–
Marquardt algorithm.


Crystal structure determinations


Selected bond lengths and angles, relevant to the inter-
acting peri-substituent groups, are given in Tables 3 and 4.


Crystal data for 13Hþ. C14H17BF4N2O, M¼ 316.11,
triclinic, space group P-1 (No. 2), a¼ 7.5686(6),
b¼ 8.1133(6), c¼ 12.2631(6) Å, �¼ 98.757(5), �¼
92.343(4), �¼ 99.341(3)�, U¼ 732.72(9) Å3, Z¼ 2,
�(Mo K�)¼ 0.124 mm�1, 6082 reflections measured at
180(2) K using an Oxford Cryosystems Cryostream
cooling apparatus, 2509 unique (Rint¼ 0.043); R1¼
0.059, wR2¼ 0.151 [I> 2_(I)]; goodness-of-fit on F2,


Table 3. Selected bond lengths and angles for 13Hþ [Fig. 2(a)]


Bond lengths (Å)
O(1)—N(1) 1.401(3) N(2)—C(13) 1.497(3) C(1)—C(11) 1.469(3)
O(1)—C(12) 1.433(3) N(2)—C(14) 1.500(3) C(7)—C(8) 1.371(4)
N(1)—C(11) 1.274(3) C(1)—C(2) 1.389(3) C(8)—C(9) 1.432(3)
N(2)—C(8) 1.475(3) C(1)—C(9) 1.450(3) C(9)—C(10) 1.435(3)
Bond angles (�)
N(1)—O(1)—C(12) 108.3(2) C(2)—C(1)—C(9) 118.7(2) C(9)—C(8)—N(2) 119.7(2)
C(11)—N(1)—O(1) 112.5(2) C(2)—C(1)—C(11) 111.6(2) C(8)—C(9)—C(10) 115.1(2)
C(8)—N(2)—C(13) 115.7(2) C(9)—C(1)—C(11) 128.9(2) C(8)—C(9)—C(1) 128.3(2)
C(8)—N(2)—C(14) 111.2(2) C(7)—C(8)—C(9) 122.3(2) C(10)—C(9)—C(1) 116.6(2)
C(13)—N(2)—C(14) 111.0(2) C(7)—C(8)—N(2) 117.6(2) N(1)—C(11)—C(1) 124.5(2)


Table 4. Selected bond lengths and angles for 14 [Fig. 2(b)]


Bond lengths (Å)
O(1)—N(1) 1.422(3) N(2)—C(12) 1.464(4) C(6)—C(11) 1.428(4)
N(1)—C(1) 1.275(4) C(1)—C(2) 1.477(4) C(9)—C(10) 1.373(5)
N(2)—C(10) 1.419(4) C(2)—C(3) 1.374(4) C(10)—C(11) 1.443(5)
N(2)—C(13) 1.450(4) C(2)—C(11) 1.439(4)
Bond angles (�)
C(1)—N(1)—O(1) 110.8(2) C(3)—C(2)—C(11) 119.1(3) N(2)—C(10)—C(11) 118.5(3)
C(10)—N(2)—C(13) 115.7(3) C(3)—C(2)—C(1) 116.2(3) C(6)—C(11)—C(2) 117.5(3)
C(10)—N(2)—C(12) 113.1(3) C(11)—C(2)—C(1) 124.5(3) C(6)—C(11)—C(10) 117.6(3)
C(13)—N(2)—C(12) 111.9(3) C(9)—C(10)—N(2) 121.8(3) C(2)—C(11)—C(10) 124.9(3)
N(1)—C(1)—C(2) 117.4(3) C(9)—C(10)—C(11) 119.7(3)
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S¼ 1.039. The structure was solved with SHELXS-9717


and refined with SHELXL-9717 (CCDB 226253).


Crystal data for 14. C13H14N2O, M¼ 214.26, tetragonal,
space group P41 (No. 76), a¼ b¼ 12.305(2), c¼
7.506(6), U¼ 1136.5(9) Å3, Z¼ 4, �(Cu K�)¼
0.643 mm�1, 1558 reflections measured at 180(2) K using
an Oxford Cryosystems Cryostream cooling apparatus,
1422 unique (Rint¼ 0.046); R1¼ 0.046, wR2¼ 0.116
[I> 2_(I)]; goodness-of-fit on F2, S¼ 1.059. The struc-
ture was solved with SHELXS17 and refined with
SHELXL17 (CCDB 226236).
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ABSTRACT: Di(methoxy-p-tert-butyl)calix[4]arenediquinone (2) was prepared from di(methoxy-p-tert-butyl)ca-
lix[4]arene. Reduction of 2 led to its calix[4]arenedihydroquinone analog 3. Partial reduction of 2 by 0.5 equiv. of a
reducing agent led to the calix[4]arenequinhydrone charge-transfer complex 4, which exhibits an intense solvato-
chromic absorption band in the visible region. Thus, �max varies from 627 nm in CHCl3 to 677 nm in Et2O. The
association between two moieties of calix[4]arenequinonehydroquinone disodium salt was evidenced by matrix-
assisted laser desorption/ionization time-of-flight mass spectrometry. The optical absorptions of 4 and a quinhydrone-
containing polymer were compared. A calix[4]arenequinonecyclohexadienone derivative was also obtained and
characterized by X-ray diffraction. Copyright # 2005 John Wiley & Sons, Ltd.


KEYWORDS: calixarene; quinone; quinhydrone; self-organization; charge-transfer complex; solvatochromism


INTRODUCTION


The control of self-organization of supramolecular net-
works is currently of much interest in chemistry and
materials science.1,2 Intermolecular hydrogen bonding
and �–� stacking stabilize numerous molecular networks
of organic, organometallic or biological nature.3–8 A very
simple and interesting example is the well-known quin-
hydrone that is a molecular complex between p-benzo-
quinone (BQ) and hydroquinone (H2Q) (Fig. 1). Its
crystal structure reveals the formation of regular alternate
donor/acceptor stacks,9,10 while infinite molecular chains
form through hydrogen bonds between the hydroxyl and
the carbonyl groups. Recently, the quinhydrone role was
evidenced in biological systems: the quinone reductase
activity of the inner-membrane protein DsbB, which is
present in Escherichia coli, involves a quinhydrone-type
charge-transfer complex.11 The family of calixarenes
occupies an important place in host–guest chemistry,12–


14 but only a few examples of calixarenes are known to
accommodate neutral entities.15–20


In order to obtain calixarene self-organized solids,
we planned to synthesize calixarenequinhydrone-type
charge-transfer complexes. By tuning the size and the
number of arenes constituting the calixarene and also
the number of acceptor (and donor) groups, various kinds
of architecture would be expected. Following this con-
cept, it appears that a calix[4]arene possessing both one
acceptor group and one donor group would lead to linear
arrangements or cyclic structures (Fig. 2). An equimolar
mixture of calix[4]arenediquinone and calix[4]arenedi-
hydroquinone would behave in the same way. Further-
more, a two-dimensional honeycomb structure could be
reached starting from calix[6]arenes bearing three accep-
tor or donor groups.


In addition to its glue role, the formation of quinhy-
drone-type complexes induces particular optical proper-
ties. The presence of a charge-transfer band, of strong
intensity and sensitive to the environment, would make it
possible to carry out optical detection of the molecules
that would interact with calixarenes. This could be
applied to build up new molecular material-based
sensors.21


The first example of molecular sensors using calixar-
enes was reported at the end of the 1980s.22 Even though
most of the studies on calixarene-based sensors concern
ions,23,24 some neutral species sensors have been also
prepared.25,26 These are based on the partial inclusion of
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CNRS-UMR 7071, 4 place Jussieu, Case courrier 42, 75252 Paris
cedex 05, France.
E-mail: marcel.bouvet@espci.fr
Contract/grant sponsor: ESPCI.







the molecules within the cavity associated with weak
intermolecular interactions. The size of the cavity and its
hydrophilic or hydrophobic character allow discrimina-
tion between molecules. Classical transducers are used,
namely quartz-coated nanobalance26,27 and surface
acoustic wave (SAW) based sensors.28,29


The choice of intermolecular charge-transfer com-
plexes allows one simultaneously to organize materials
in a particular way and also to provide a simple tool of
detection. Indeed, it is well known that charge-transfer
complexes are solvatochromic materials.30 Hence the
complexation of a particular guest molecule into such
calixarenes should be easily detected by the shift of
the charge-transfer band observed in the visible region
of the absorption spectrum. Different types of chromo-
genic calixarenes have been synthesized, which are based
on donor–acceptor moieties, namely azophenol,31–33


pyridylphenol34 and indoaniline.35 However, to our
knowledge, all reported compounds give rise to intramo-
lecular charge-transfer interactions. Our target molecules


are the 5,17-di-tert-butyl-26,28-dimethoxycalix[4]arene-
25,27- diquinone 2 (X4Me2Q2) and the 5,17-di-tert-butyl-
26,28-dimethoxycalix[4]arene-25,27-dihydroquinone 3
[X4Me2(H2Q)2] (Fig. 3).


Classically, p-benzoquinone is prepared by oxidation
of hydroquinone.36 Calixquinones have been known for
about 15 years, with the synthesis of calix[4]quinone,
which is a tetraquinone molecule. Three different path-
ways were described to reach this molecule from ca-
lix[4]arene.37,38 One of them starts from an azo
compound, which is reduced to its tetraamino analog,
the last step consisting in its oxidation by FeCl3 and
K2CrO4 in acetic acid. An alternative to that oxidation
step is the use of ClO2 in aqueous acetone.39 In addition,
the preparation of two calix[4]arenediquinones by oxida-
tion of phenol rings by Tl(NO3)3 has also been reported.40


In that case, two out of the four arenes have to be
previously O-alkylated. The same procedure was ex-
tended to trimethoxytri-p-tert-butylcalix[6]arene, leading
to trimethoxytri-p-tert-butylcalix[6]arenetriquinone.41


Gutsche and co-workers preferred thallium(III) trifluor-
oacetate to prepare X4Me2Q2.39,42 We applied this
method, the advantage of which is that it can be used
directly on the p-tert-butylcalixarenes. It is worth noting
that a few dialkylcalix[4]arenequinones have also been
obtained by electrochemical oxidation of the correspond-
ing p-tert-butylphenols.43,44


Calixarenehydroquinone analogs can be obtained by
reduction of calixarenequinones with sodium borohy-
dride in ethanol45 or Na2S2O4.37 Thus, the synthesis of
X4Me2(H2Q)2 (3) has been reported.39 In this paper, we
describe the preparation of calixarenequinhydrone 4 with
NaH as reducing agent in various solvents and the solvent
effects on its absorption properties, in solution and thin
films.


RESULTS AND DISCUSSION


Synthesis


Using the methodology developed by McKillop et al.46


and applied to various calixarenes,47 we synthesized 2 as
described by Gutsche’s group.39 Crystals of 2 were
obtained by slow evaporation of a CH2Cl2 solution.
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Figure 1. Schematic view of quinhydrone charge-transfer
complex from dihydroquinone and p-benzoquinone
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Figure 2. Examples of one- and two-dimensional arrange-
ments possibly obtained with calix[4]arenes and calix[6]ar-
enes bearing donor (D) and acceptor (A) groups
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dimethoxycalix[4]arene-dihydroquinone X4Me2(H2Q)2 3
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During its purification by chromatography on silica, a
product was eluted before 2 and isolated as 5,17-di-tert-
butyl-26,28-dimethoxycalix[4]-27-quinone-23-[(10-methyl-
10-trifluoroacetate)ethyl]-23-ol-25-cyclohexadienone (5)
(Fig. 6). Cyclohexadienones had been proposed as inter-
mediates in the oxidation of p-tert-butylphenol into p-
quinone.46 However, surprisingly, in our case, the tri-
fluoroacetate moiety is not connected to the ring on the
carbon bearing the tert-butyl group, but at the site of one
of the methyl groups. This compound was characterized
by 1H NMR spectroscopy. Crystals of 5 were obtained by
slow evaporation from a CH2Cl2–ethanol solution. On
reduction of diquinone 2 by NaBH4 we synthesized the
corresponding dihydroquinone 3 as reported for a ca-
lix[4]arene monoquinone.45 Infrared spectra showed the
disappearance of vibrations characteristic of C——O in
quinone 2 at 1653 (strong), 1629 and 1612 cm�1.


Quinhydrone is classically prepared as purple needles
from aqueous solutions (0.1 M) of p-benzoquinone and
1,4-dihydroquinone. It was not possible to prepare calix-
arenequinhydrone by simply mixing calixarenequinone 2


and calixarenedihydroquinone 3 owing to the lack of
solubility of 3. We tried unsuccessfully to generate
calixarenequinhydrone from equimolar mixtures of 2
and 3 in sealed tubes heated to 150 �C, both in water
and ethanol. We choose to prepare calixarenequinhy-
drone 4 directly from 2 upon reduction by 0.5 equiv. of
reducing agent, leading to the sodium salt of 4 as shown
by matrix-assisted laser desorption/ionization time of
flight (MALDI-TOF) mass spectrometry. The blue pre-
cipitate exhibits a sharp C——O vibration at 1658 cm�1,
shifted by 5 cm�1 compared with the starting quinone.
For this step, reduction by NaH was preferred to ensure
better control of the stoichiometry and to avoid the
presence of boron species derived from NaBH4 in the
final product. It is worth noting that the disodium salt of
quinhydrone (BQ-Na2Q) has been known for a long time
as a deep blue precipitate.48


NMR analysis


The 1H NMR spectrum of 3 recorded in DMSO-d6


showed two singlets at �7.72 and 8.46 ppm, assigned to
hydroxyl protons of hydroquinone. Indeed, on addition of


Figure 4. Absorption spectrum of calix[4]arenequinhy-
drone 4 in CH2Cl2 and those of calix[4]arenediquinone 2
(dashed line) and calix[4]arenedihydroquinone 3 (solid line)
(inset)


Figure 5. Absorption spectrum of a film of hydroquinone
dispersed in PMMA (25%, w/w) prepared from acetonitrile
solution with (dashed line) and without (solid line) benzo-
quinone


Figure 6. X-ray crystal structure of 5 (hydrogen atoms have
been omitted for clarity) and the corresponding numbering
scheme
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D2O to the NMR sample tube of 3, disappearance of the
signals was observed. At this point in our studies we were
not able to distinguish between the hydroxyl groups
involved in intramolecular hydrogen bonding with meth-
oxy groups. It is worth noting that the NMR signals are as
sharp for 3 as for 1. In contrast, signals are broader for 2,
indicating that the disappearance of intramolecular hy-
drogen bonds allows faster interconversion between cone
and partial cone isomers as seen for other calixqui-
nones.47 At 380 K, in deuterated 1,1,2,2-tetrachlor-
oethane, signals become thinner, except for the inter-
ring CH2 protons. This temperature corresponds to the
coalescence between the axial and equatorial protons. In
3, methylene protons appear as two doublets, one of
which is masked by the water signal at 3.31 ppm, but
appears at 3.26 ppm when a drop of D2O is intentionally
added. The 1H NMR spectrum of 5 recorded in CDCl3
showed eight singlets in the aromatic region, which
indicate the absence of symmetry elements. Two singlets
(nine H each) can be attributed to tert-butyl groups,
which are very close of each other (�1.33 and
1.35 ppm). A third singlet at 1.01 ppm integrates for
only six H. This was attributed to a dimethyl moiety on
the cyclohexadienone ring, as confirmed by X-ray ana-
lysis. One singlet (four H) at 2.68 ppm and four doublets
(one H each) were attributed to the methylene reso-
nances. The 19F NMR spectrum of 5 confirms the pre-
sence of a trifluoroacetate moiety.


X-ray analysis


Compound 2 crystallized in a monoclinic system (space
group C2/m), a¼ 15.703, b¼ 14.764, c¼ 16.257 Å,
�¼ �¼ 90�, �¼ 117.40�, Z¼ 4. These parameters are
very close to those reported by Beer et al.47 (space group
C2/m): a¼ 15.619, b¼ 14.652, c¼ 16.206 Å, �¼ �¼
90�, �¼ 117.65�.


Compound 5 crystallized as yellow crystals (0.07�
0.09� 0.11 mm) in a monoclinic system (space group P21/
c), a¼ 13.12405(9), b¼ 18.9229(12), c¼ 16.9078(11) Å,
�¼ �¼ 90�, �¼ 97.634(5)�, V¼ 4161.7(5) Å,3 Z¼ 4.
Of the 30 730 reflections collected at 250 K, 3468 were
used; 458 parameters were refined on F to give the final R
indices (R1¼ 0.111 and wR2¼ 0.123). The compound
exists in a partial cone conformation in the solid state
(Fig. 6). Compound 5 is composed of two p-tert-butyla-
nisole moieties and one quinone ring. The fourth ring is a
cyclohexadienone ring, with two short C—C distances,
namely C(1)—C(24)¼ 1.343(10) Å and C(21)—C(22)¼
1.342(10) Å. One hydroxyl group and one trifluoroacetate
isopropyl moiety are connected to the tetrahedral carbon
of the ring. This means that one methyl fragment of the
tert-butyl group was substituted by a trifluoroacetate
moiety. The distance between the hydroxyl group and
the cyclohexadienone ring is given by C(23)—O(8)¼
1.573(11) Å. The distance O(8)—O(6)¼ 2.901 Å is com-


patible with the existence of a hydrogen bond between
the hydroxyl group and the singly bound oxygen atom of
the trifluoroacetate moiety. The cyclohexadienone ring is
almost parallel to the quinone ring and perpendicular to
the mean plane of the two benzene rings.


Mass spectrometric analysis


X4Me2(H2Q)2 (3) is characterized by the pseudomolecu-
lar ion signal MNaþ at m/z 619.19 in the MALDI-TOF
mass spectrum, with no signal corresponding to the initial
quinone X4Me2Q2. The MALDI-TOF mass spectrum of
calixquinhydrone 4 obtained from a suspension in Et2O–
pentane shows two series of signals, starting from m/z
615.31 and 1277.73, respectively. The signal at m/z
1277.73 was assigned to the association of two moieties
of calixarenequinonehydroquinone disodium salt,
[X4Me2Q(Na2Q)]2Hþ. Theoretically, it could correspond
also to one calixarenediquinone X4Me2Q2 associated
with the tetrasodium salt of the calixarenedihydroqui-
none, X4Me2(Na2Q)2. A signal at m/z 1299.64 corre-
sponds to the association of the non-protonated dimer
with one sodium ion [X4Me2Q(Na2Q)]2Naþ. It is worth
noting that these signals assigned to dimers are absent on
the spectra of X4Me2Q2 and X4Me2(H2Q)2. This indi-
cates that the signal at m/z 1277.73 does not correspond to
a non-specific dimer but clearly to the calixarenequinhy-
drone complex. A second series of signals appears in the
spectrum of 4 in the m/z range 600–700. The signal at m/z
639.25 was assigned to [X4Me2Q(Na2Q)]Hþ, which is
the protonated disodium salt of calix[4]arenequinonehy-
droquinone. The signal at m/z 617.31 was assigned to
[X4Me2Q(H2Q)]Naþ and the signal at m/z 615.31 to
[X4Me2Q2]Naþ, whereas [X4Me2(H2Q)2]Naþ was also
present (m/z 619.31).


The conclusion of these mass spectrometric studies is
that the main product of the partial reduction of the
calix[4]arenediquinone 2 is the calix[4]arenequinonehy-
droquinone disodium salt and that a specific dimer of this
compound is visible in the MALDI-TOF mass spectrum.
The calix[4]arenequinonehydroquinone disodium salt
X4Me2Q(Na2Q) contains both acceptor and donor moi-
eties, which allow the formation of self-assemblies as
shown in Fig. 2.


Film preparation


A few drops of a suspension of 4 were deposited on a
glass substrate and covered with a second glass slide.
Then films were characterized by visible absorption. In
order to compare the optical properties of calixarene-
quinhydrone with those of quinhydrone, we also prepared
films of quinhydrone. This was not possible directly
from solutions since needles formed, leading to non-
homogeneous films. We chose to prepare quinhydrone dis-
persed in a polymer, namely poly(methyl methacrylate)
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(PMMA, Mw¼ 84 000 g mol�1; polydispersity¼ 2.0 as
determined by GPC). To a solution of PMMA (1.7 mg)
in acetonitrile (10 ml), 5 mg of H2Q were added. H2Q–
PMMA (75:25, w/w) films were obtained on glass slides
from one drop of the solution, by spin coating or by
spontaneous evaporation. Then a drop of BQ solution
(5 mg in 10 ml of CH3CN) was added, leading after
spontaneous drying to a colored film. At lower PMMA
percentages in the film crystallites appeared, which led to
darker films associated with stronger absorption in the
visible region.


Ultraviolet–visible spectroscopic investigations


The absorption spectrum of 4 prepared in CH2Cl2 shows a
strong absorption band at 632 nm, absent in the spectrum
of calix[4]arenediquinone 2 and calix[4]arene dihydro-
quinone 3 (Fig. 4). The existence of the calix[4]arene-
quinonehydroquinone disodium salt X4Me2Q(Na2Q) that
contains both acceptor and donor moieties, as deduced
from MALDI-TOF mass spectrometric analyses, explains
the existence of that charge-transfer band. Films prepared
from that solution exhibit a strong blue coloration asso-
ciated with the existence of a charge-transfer complex.
By way of comparison, films of quinhydrone in PMMA
prepared from acetonitrile solutions show a maximum
wavelength at 580 nm (Fig. 5).


When the synthesis of 4 was carried out in different
solvents, the �max of the charge-transfer band was greatly
shifted, up to 677 nm in diethyl ether and down to 580 nm
in CH3CN (Table 1). The absorption spectra of films also
depend on the solvent used to prepare 4, as indicated in


Table 1. The solvatochromism of that absorption band
confirms its charge-transfer nature. Indeed, it is well
known that a transition between two states with different
charge distributions depends on the polarity of the solvent
in which it is determined; increasing the polarity of a
solvent increases the stability of the most polar state.30


CONCLUSION


This paper illustrates the possibility of generating quin-
hydrone-type charge-transfer complexes from calix[4]ar-
enediquinone. These complexes exhibit a strong
solvatochromic behavior. The preparation of other calix-
arenequinhydrone derivatives is in progress. This work
represents a first step towards new self-organized ca-
lix[4]arenes but also to molecular material-based sensors.


EXPERIMENTAL


All experimental manipulations were carried out under
argon using Schlenk tube techniques. Acetonitrile
and dichloromethane were distilled from over CaH2


under argon. Diethyl ether was distilled from over
sodium–benzophenone under argon. Trifluoroacetic acid
and thallium(III) trifluoroacetate were purchase from
Strem Chemicals and Alfa-Aesar, respectively, and
used as received. NaBH4 (Acros) and NaH were used
as received.


Compound 1 was prepared according to the litera-
ture.40 Chromatographic separations were performed on
silica gel 60 (SiO2, Merck, particle size 40–63 mm). Gel
permeation chromatography of PMMA was carried out
with an Ultrastyragel column with THF as solvent, at
40 �C and 1 ml min�1. The detectors used were an R410
refractometer and an experimental differential viscosi-
meter. MALDI-TOF mass analysis was performed on a
PerSeptive Biosystems (Framingham, MA, USA)Voya-
ger Elite TOF mass spectrometer equipped with a nitro-
gen laser (�¼ 337 nm). It was operated at 20 kV in the
reflectron delayed extraction mode. The best spectra were
recorded in the absence of matrix. 1H and 19F NMR
spectra were recorded on a Bruker AC-300 spectrometer
and UV–visible spectra on a Shimadzu UV-2101PC
spectrometer.


Synthesis of 5,17-di-tert-butyl-26,28-dimethoxycalix[4]-
arene-25,27-diquinone (2) and 5,17-di-tert-butyl-26,28-
dimethoxycalix[4]-27-quinone-23-[(10-methyl-10-trifluor-
oacetate)ethyl]-23-ol-25-cyclohexadienone (5). To a
solution of Tl(OCOCF3)3 (4.84 g; 8.9 mmol) in trifluor-
oacetic acid (8 ml), 1.00 g (1.48 mmol) of 1 was added
and stirred for 2 h in the dark and under argon. The
trifluoroacetic acid was then removed in vacuum and the
residue poured into ice–water (30 mL). The product was
extracted with chloroform. The organic layer was then


Table 1. UV–visible absorption of calix[4]arene derivatives
2, 3 and 4 compared with that of quinone, hydroquinone
and quinhydrone in solutions and films


�max (nm) in solution
Molecule (solvent) (�max for film)


BQ (CH3CN) 243 (log "¼ 4.4)
291 (log "¼ 2.6)


H2Q (CH3CN) 225 (log "¼ 3.7)
293 (log "¼ 3.6)


X4Me2Q2 2 (CH3CN) 228 (log "¼ 4.3)
256 (log "¼ 4.4)
339 (log "¼ 3.3)


X4Me2(H2Q)2 3 (CH3CN) 229 (log "¼ 4.4)
299 (log "¼ 4.0)


Quinhydrone (H2O) 440 (log "¼ 2.9)
(in 0.05 M HCl)46


530 shoulder
(0.1 M in water)a


(580 in PMMA)
Calix[4]arenequinhydrone 4 (CH2Cl2) 632 (630)
4 (CHCl3) 627
4 (CH3CN) (580)
4 (Et2O) 677


aMost of the quinhydrone crystallized as needles.
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washed with water, dried over MgSO4, filtered and
evaporated. The residue was purified by chromatography
on silica gel plates with CH2Cl2–acetone (95:5) as eluent
and the product 2 isolated as a yellow powder (0.59 g,
67%).


Compound 2: MALDI-TOF MS: m/z 615.24 (MþNaþ)
IR (KBr): 1653(s) (C——O), 1629, 1612, 1468, 1297,
1205, 1115, 1008, 925, 884 cm�1 UV–visible: �max


(CH3CN) 228 nm (log "¼ 4.3), 256 nm (log "¼ 4.4),
339 nm (log "¼ 3.3) 1H NMR (300 MHz, 380 K,
C2D2Cl4): �(ppm) 1.33 [s, 18H, C(CH3)3, 3.12 (s, 6H,
OCH3), 3.53 (br s, 8H, ArCH2Ar), 6.26 (s, 4H, QuH),
7.18 (s, 4H, ArH). Anal. Calcd for X4Me2Q2�H2O: C,
74.73; H, 6.93. Found: C, 74.70; H, 6.86%.


During its purification by chromatography on silica,
another product (5) was eluted before 2 and isolated as a
yellow powder (0.10 g, 10%).


Compound 5: 1H NMR (300 MHz, CDCl3): �(ppm)
1.01 [s, 6H, C(CH3)2, 1.33 [s, 9H, C(CH3)3, 1.35 [s, 9H,
C(CH3)3, 2.68 (s, 4H, ArCH2Ar), 3.22 (d, J¼ 13 Hz,
1H, ArCH2Ar), 3.42 (d, J¼ 13 Hz, 1H, ArCH2Ar), 3.74
(s, 6H, OCH3), 3.92 (d, J¼ 13 Hz, 1H, ArCH2Ar), 4.15
(d, J¼ 13 Hz, 1H, ArCH2Ar), 5.89, 6.38, 6.42, 6.98,
7.05, 7.15, 7.25, 7.35 (8 s, 8H, ArH, QuH and cyclohex-
adienone). 19F NMR (282 MHz, C2D2Cl4): �� 76.50
(s, CF3CO2).


Synthesis of 5,17-di-tert-butyl-26,28-dimethoxycalix[4]-
arene-25,27-dihydroquinone (3). To a solution of 2
(230 mg; 0.388 mmol) in 10 ml of ethanol were added
67 mg (1.78 mmol) NaBH4. The reaction mixture was
stirred, at room temperature, until the yellow solution
turned colorless. After addition of 0.2 M HCl (7 ml), the
product was extracted with CH2Cl2 (50 ml). The organic
phase was washed with 10% aqueous NaHCO3 solution,
dried over Na2SO4, filtered and evaporated to dryness to
give 3 as a white powder (178 mg, 77%).


Compound 3: MALDI-TOF MS: m/z 619.19 (MþNaþ)
IR (KBr) 1484, 1462, 1238, 1208, 988, 854 cm�1 UV–
visible: �max (CH3CN) 229 nm (log "¼ 4.4), 299 nm (log
"¼ 4.0) 1H NMR (300 MHz, DMSO-d6): �(ppm) 1.16 [s,
18H, C(CH3)3], 3.26 (d, J¼ 12 Hz, 4H, ArCH2Ar, visible
only on addition of one drop of D2O), 3.91 (s, 6H, OCH3),
4.18 (d, J¼ 12 Hz, 4H, ArCH2Ar), 6.47 (s, 4H, ArH),
7.09 (s, 4H, ArH), 7.72 (s, 2H, OH), 8.46 (s, 2H, OH).
Anal. Calcd for C38H44O6�3H2O: C, 70.13; H, 7.74.
Found: C, 69.66; H, 7.45%.


Synthesis of 5,17-di-tert-butyl-26,28-dimethoxycalix[4]-
arenequinhydrone (4). To a solution of 2 (25 mg;
42mmol) in 4 ml of dried CH2Cl2 were added 2.5 mg
(100mmol) of NaH. The reaction mixture was stirred,
at room temperature and in the dark for 3 h. The solution,
initially yellow, turned to light bluish green after
30 min, parrot green after 1 h and finally to a deep blue
suspension.


Compound 4: IR (KBr): 1658(s) cm�1 (C——O).
UV–visible: �max (CH2Cl2) 632 nm. MALDI-TOF MS:
m/z 1277.73 [X4Me2Q(Na2Q)]2Hþ.


Supplementary material


Tables listing detailed crystallographic data, atomic posi-
tions, parameters and bond lengths and angles for com-
pound 5 are available free of charge from the Cambridge
Data Center via the Internet at http://www.ccdc.cam.
ac.uk/data_request/cif (CCDC 265637).
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characteristics of merocyanine derivatives of
1-phenyl-2-[2-(3-X-4-hydroxy-5-R-phenyl)ethenyl]-3,
3-dimethyl-3H-indolium cation
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ABSTRACT: The fundamental energetic parameters (intercepts and slopes of straight lines approximating energetic
levels) of solvatochromic betaines generated by deprotonation of 2-(4-hydroxystyryl)-3H-indolium salts were
determined from solvatochromic data in one-component solvents. It was demonstrated that the solvatochromism
of the investigated dyes can be described by the VBHB (vinylogous amide–betaine–hydrogen-bonded betaine)
physical model. In comparison with similar dyes, the ability to form hydrogen-bonded solvates is weaker owing to the
higher acidity of the dye precursor used. The type of observed solvatochromism was determined. Copyright # 2004
John Wiley & Sons, Ltd.


KEYWORDS: solvatochromic dyes; VBHB model of solvatochromism; 3H-indoliummerocyanines


INTRODUCTION


Observable changes in the shape and position of absorp-
tion bands result from energy differences between the
ground and excited states of the chromogene.1 They are
caused by one or more types of intermolecular interac-
tions.2 The interactions between the dissolved substance
(solute) and the solvent and their intensity are determined
by the polarity of the solvent, which can be expressed in
terms of various scales, depending on the type of phe-
nomena considered.2–6 So far, the most often used is the
ET(30) solvent scale proposed by Dimroth and Reich-
ardt.7,8 ET(30) polarity values have been determined for
more than 360 single solvents.9


Absence of linearity in the plots of the position of the
maximum absorption band versus solvent polarity has
been observed for many types of solvatochromic dyes
and especially for 7H-indolo[1,2-a]quinolinium oxymer-
ocyanines.10–12 The phenomenon was explained by the
Sorokas’ physical VBHB (vinylogous amide–betaine–
hydrogen-bonded betaine) model of solvatochromism.13


This well-working model assumed that solvated mero-
cyanines exist in the two or three electronic ground states
whereas there is only one lowest electronic excited state,


common to those ground states. Theoretically, in solution
these structures exist in equilibrium, but in fact one is
dominant. Both structures are observed only at intersec-
tion points of terms (energetic levels, see Fig. 1). The
solvatochromism is taken into account in the model as the
dependence of the equilibria between these ground states
on the solvent polarity.


EXPERIMENTAL


Instruments and laboratory equipment


A Specord M40 computer-controlled spectrophotometer
(Carl Zeiss, Jena, Germany) modified by Medson Elec-
tronics (Poznań-Paczkowo, Poland), Bruker DPX400
NMR spectrometer (400 MHz, 1H; 100.58 MHz, 13C), a
Corning Checkmate deluxe pH-meter, 1 cm gas-tight
quartz cells, automatic 250, 500 and 2000ml pipettes
from Plastomed and a liquid 10ml syringe from Hamilton
(Bonaduz, Switzerland) were used.


Software


The Medson M48 set of programs for spectra processing
(Medson Electronics) and home-written software (Turbo
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Basic) for data processing according to the VBHB model
were used.


Chemicals


The following were used: distilled water, Merck Uvasol
grade solvents for spectroscopy or spectrofluorimetry
(see Table 1), dimethyl sulfoxide for spectroscopy
(Merck Uvasol), pure anhydrous potassium carbonate
(POCh, Gliwice, Poland) and precursors a of solvato-
chromic dyes b (Scheme 1), 1-phenyl-2-[2-(3-R1-
4-hydroxy-5-R2-phenyl)ethenyl]-3,3-dimethyl-3H-indo-
lium perchlorates (prepared in our laboratory15). All new
compounds had the expected NMR spectra and satisfac-
tory elemental analyses.


Dye a1: C25H23NClBrO6¼ 548.82; %C calc./exp.
54.71/54.65; %H calc./exp. 4.22/4.29; m.p. 216–219 �C;
pKa 4.47. 1H NMR (CDCl3/TMS; �, ppm; J, Hz): 2.02
(s, 6H, CH3), 3.94 (s, 3H, R2:CH3), 6.72 (d, 1H,
J¼ 16.05, H8), 6.99 (d, 1H, J¼ 7.95, H4), 7.31 (s, 1H,
H600), 7.37 (s, 1H, H200), 7.46 (t, 1H, J¼ 7.64, H6), 7.58
(t, 1H, J¼ 7.41, H5), 7.62 (d, 1H, J¼ 6.01, H7), 7.62–
7.85 (m, 5H, H20–H60), 8.26 (d, 1H, J¼ 16.08, H9). 13C
NMR (�, ppm): 26.87, 52.83, 56.87, 109.69, 110.28,
113.42, 114.93, 122.97, 126.42, 126.45, 128.16, 129.43,
129.78, 131.33, 132.22, 132.89, 142.31, 142.69, 148.5,
150.98, 155.98, 183.32.


Dye a2: C26H25NClBrO6¼ 562.84; %C calc./exp.
55.48/55.51; %H calc./exp. 4.48/4.50; m.p. 236–238 �C;
pKa 4.55. 1H NMR (CDCl3/TMS; �, ppm; J, Hz): 1.46 (t,
3H, J¼ 6.57, R2:CH3), 2.02 (s, 6H, CH3), 4.17 (q, 2H,
J¼ 6.25, R2:CH2), 6.71 (d, 1H, J¼ 16.01, H8), 7.01
(d, 1H, J¼ 7.89, H4), 7.42 (s, 1H, H600), 7.48 (t, 1H,
J¼ 7.19, H6), 7.49 (t, 1H, J¼ 7.58, H5), 7.57–7.85
(m, 5H, H20–H60), 7.61 (s, 1H, H200), 7.7 (d, 1H,
J¼ 7.3, H7), 8.25 (d, 1H, J¼ 15.97, H9). 13C NMR
(�, ppm) 14.54, 26.85, 52.71, 65.51, 109.48, 110.39,
113.84, 114.90, 122.95, 126.31, 126.35, 128.44, 129.45,
129.76, 131.30, 132.21, 132.83, 142.27, 142.53, 147.81,
151.38, 155.90, 183.10.


Dye a3: C25H23NCl2O6¼ 504.37; %C calc./exp.
59.54/59.44; %H calc./exp. 4.60/4.66; m.p. 210–212 �C.
pKa 4.22. 1H NMR (CDCl3/TMS; �, ppm; J, Hz): 2.01
(s, 6H, CH3), 3.94 (s, 3H, R2:CH3), 6.73 (d, 1H,
J¼ 16.11, H8), 6.99 (d, 1H, J¼ 8.01, H4), 7.19 (d,
1H, J¼ 1.66, H600), 7.31 (d, 1H, J¼ 1.69, H200), 7.45
(t, 1H, J¼ 7.45, H6), 7.57 (t, 1H, J¼ 7.42, H5), 7.61


Table 1. Locations of maximum of the solvatochromic bands of merocyanine dyes obtained in selected solvents


���max (1000 cm�1)
Polarity (ET(30))


Solvent (kJ mol�1) b1 b2 b3 b4 b5 b6


n-Hexane 129.5 19.931 20.024 20.146 20.110 —b —b


Cyclohexane 130.8 19.891 19.838 19.966 19.937 18.124 18.197
Carbon tetrachloride 136.2 19.490 19.449 19.544 19.524 17.838 17.847
Benzene 144.5 19.196 19.188 19.206 19.257 17.503 17.542
Anisole 155.8 18.075 18.130 18.793 18.790 17.230 17.234
Dichloromethane 172.2 17.611 17.623 17.634 17.630 17.151 17.137
Acetone 176.8 17.959 17.954 18.003 18.001 17.457 17.453
N,N-Dimethylformamide 183.5 17.662 17.644 17.676 17.663 17.329 17.318
Acetonitrile 192.8 17.744 17.733 17.757 17.751 17.421 17.400
2-Propanol 203.7 17.499 17.513 17.492 17.513 17.463 17.412
1-Propanol 212.5 17.364 17.371 17.351 17.362 17.455 17.425
Ethanol (95%) 224.8a 17.365 17.364 17.348 17.354 17.538 17.500
Di(ethylene glycol) 225.4 17.427 17.437 17.421 17.428 17.380 17.357
Methanol 232.6 17.415 17.398 17.400 17.383 17.728 17.681
Ethylene glycol 235.9 17.255 17.231 17.240 17.218 17.676 17.622
3-Hydroxypropionitrile 249.5 17.330 17.296 17.315 17.284 17.787 17.746
Water-d2 262.9 17.772 17.738 17.756 17.733 18.650 18.618
2,2,2-Trifluoroethanol 263.6a 17.742 17.378 17.717 17.694 18.410 18.349
Water 264.74 17.753 17.724 17.748 17.719 18.533 18.483
1,1,1,3,3,3-Hexafluoro-2-propanol 273.4 18.649 18.595 18.651 18.660 19.357 19.336


a Experimental value.
b Insufficient solubility.


Scheme 1
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(d, 1H, J¼ 7.09, H7), 7.63–7.84 (m, 5H, H20–H60), 8.27
(d, 1H, J¼ 16.12, H9). 13C NMR (�, ppm): 26.84, 52.89,
56.91, 109.89, 113.13, 114.94, 121.33, 122.96, 124.82,
125.86, 126.43, 129.40, 129.78, 131.32, 132.19, 132.90,
142.30, 142.77, 148.70, 149.64, 156.17, 183.46.


Dye a4: C26H25NCl2O6¼ 518.39; %C calc./exp.
60.24/60.21; %H calc./exp. 4.86/4.88; m.p. 242–243 �C;
pKa 4.36. 1H NMR (CDCl3/TMS; �, ppm; J, Hz): 1.45 (t,
3H, J¼ 6.78, R2:CH3), 2.01 (s, 6H, CH3), 4.19 (q, 2H,
J¼ 6.7, R2:CH2), 6.72 (d, 1H, J¼ 16.08, H8), 7.0 (d, 1H,
J¼ 7.95, H4), 7.23 (s, 1H, H600), 7.27 (s, 1H, H200), 7.47
(t, 1H, J¼ 7.75, H6), 7.58 (t, 1H, J¼ 7.48, H5), 7.61 (d,
1H, J¼ 6.06, H7), 7.62–7.85 (m, 5H, H20–H60), 8.26
(d, 1H, J¼ 16.11, H9). 13C NMR (�, ppm): 14.60, 26.87,
52.83, 65.62, 109.72, 113.82, 114.95, 121.50, 122.98,
124.93, 125.76, 126.39, 129.45, 129.81, 131.34, 132.23,
132.88, 142.29, 142.67, 148.07, 150.05, 156.16, 183.31.


Dye a5: C25H23N2ClO8¼ 514.92; %C calc./exp.
58.31/58.37; %H calc./exp. 4.50/4.55; m.p. 204–207 �C;
pKa 3.61. 1H NMR (CDCl3/TMS; �, ppm; J, Hz): 2.04 (s,
6H, CH3), 3.94 (s, 3H, R2:CH3), 6.84 (d, 1H, J¼ 16.36,
H8), 7.08 (d, 1H, J¼ 7.75, H4), 7.44 (d, 1H, J¼ 1.55,
H600), 7.54 (t, 1H, J¼ 7.65, H6), 7.66 (t, 1H, J¼
7.26, H5), 7.67–7.87 (m, 5H, H20–H60), 7.78 (d, 1H,
J¼ 7.49, H7), 8.10 (d, 1H, J¼ 1.61, H200), 8.47
(d, 1H, J¼ 16.24, H9). 13C NMR (�, ppm): 25.56,
52.12, 56.11, 110.44, 114.46, 120.54, 122.18, 123.57,
124.07, 125.52, 128.69, 129.28, 130.35, 131.47, 131.89,
135.35, 141.51, 141.96, 148.91, 149.79, 153.79, 182.57.


Dye a6: C26H25N2ClO8¼ 528.95; %C calc./exp.
59.04/58.98; %H calc./exp. 4.76/4.82; m.p. 223–225 �C;
pKa 3.52. 1H NMR (CDCl3/TMS; �, ppm; J, Hz): 1.43 (t,
3H, J¼ 6.91, R2:CH3), 2.0 (s, 6H, CH3), 4.13 (q, 2H,
J¼ 6.9, R2:CH2), 6.8 (d, 1H, J¼ 16.32, H8), 7.03 (d, 1H,
J¼ 8.05, H4), 7.43 (d, 1H, J¼ 1.45, H600), 7.49 (t, 1H,
J¼ 7.71, H6), 7.61 (t, 1H, J¼ 8.35, H5), 7.64 (d, 1H,
J¼ 6.19, 7), 7.69–7.83 (m, 5H, H20–H60), 7.99 (d, 1H,
J¼ 1.54, H200), 8.36 (d, 1H, J¼ 16.32, H9). 13C NMR (�,
ppm): 14.43, 26.41, 53.12, 65.82, 111.79, 115.38, 116.99,
120.42, 123.03, 124.79, 126.32, 129.55, 130.26, 131.22,
132.35, 132.69, 135.52, 142.26, 142.88, 149.82, 149.96,
154.52, 183.63.


Measurement procedure


The solutions were prepared directly in spectrophoto-
metric cells by adding 4 ml of liquid concentrate of dye
(10% by weight in anhydrous DMSO) to 2 ml of solvent.
The betaine form of dye b was generated in situ by
alkalizing solution of dye a with anhydrous potassium
carbonate. Spectra were recorded in range 12 000–
27 000 cm�1 at 25� 1 �C using 20 solvents of polarities
from 129.5 to 273.4 kJ mol�1 according to the Dimroth–
Reichard ET(30) scale. Values of pKa were determined in
aqueous solution at 20 �C, according to our previously
described procedure.11


RESULTS AND DISCUSSION


VBHB model


Solvatochromism described by VBHB model is illu-
strated in Fig. 1.


The physical VBHB model of solvatochromism13 leads
to a mathematical equation describing relation between
the position of the maximum of the absorption band ���i
(cm�1) and the solvent polarity � (kJ mol�1) as follows:


���i ¼
f1�1 exp �E21


kT


� �
þ f2�2 þ f3�3 exp �E23


kT


� �


�1 exp �E21


kT


� �
þ �2 þ �3 exp �E23


kT


� � ð1Þ


where


f1¼ a1þ b1�
f2¼ a1� a02þ (b1� b02)�
f3¼ a1� a03þ (b1� b03)�


�E21¼ [a02� a01þ (b02� b01)�]hc
�E23¼ [a02� a03þ (b02� b03)�]hc


a1, a01, a02, a03 are intercepts (see Fig. 1, E1, E01, E02,
E03) expressed in cm�1 and b1, b01, b02, b03 are slopes (E1,
E01, E02, E03), expressed in mol cm�1 (kJ)�1. �i ¼ "i=�


2
i


is a band shape parameter, in which "i denotes the
decimal coefficient of molar extinction (l mol�1 cm�1)
and �i is the band half-width (cm�1).


Owing to the mathematical properties of the VBHB
model equation [Eqn (1)] �i can be expressed as their
relative values �i, i.e. �


0


i ¼ �i=�1 or �i=
P


�i, which
means that values of dye concentrations are unnecessary.


The type of solvatochromism can be defined with
theoretical curves generated by Eqn (1). It is possible to
find 32 types of solvatochromism. Nine of them are the
most common (Fig. 2).14,15


If N, P and Z denote negative, positive or no (zero)
solvatochromism, the most common can be named N, P,
PP, PPN, PNN, NN, PZN, PZ and ZN. Positive solvato-


Figure 1. Illustration of fundamental assumption in the
VBHB model of merocyanine solvation
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chromism (type P) is exhibited by dyes for which the low-
energy absorption band shifts towards longer wave-
lengths (batochromic or red shift) with increase in solvent
polarity. In type N solvatochromism, the trend of changes
is the opposite (hypsochromic or blue shift). A stable
location of the last absorption band during solvent polar-
ity changes means zero solvatochromism (type Z).


Determination of energetic parameters of 3H-
indoliummerocyanines


In order to determine fundamental energetic parameters
describing series of merocyanine-like dyes, investiga-
tions in one-component solvents were carried out using
the theoretical VBHB approach. As a dye, 1-phenyl-2-[2-
(3-X-5-R-phenolates-4)ethenyl]-3,3-dimethyl-3H-indo-
lium, generated by deprotonation of corresponding
hydroxyhemicyanines, was used.


The spectrum shape and location of long-wavelength
absorption band changes of merocyanine/betaine dye b1
in solvents with different polarity are presented in Fig. 3.


Figure 2. Common types of solvatochromism illustrated by
location of the last absorption band, expressed as wave-
number ��� versus solvent polarity �


Figure 3. Influence of solvent polarity on UV–visable
absorption spectra of betaine b1. Solvents used: 3-hydro-
xypropionitrile (249.5 kJ mol�1), water-d2 (262.9 kJ mol�1),
2,2,2-trifluoroethanol (263.6 kJ mol�1) and 1,1,1,3,3,3-
hexafluoro-2-propanol (273.4 kJ mol�1) (see key) T
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Subtraction of background absorption (spectrophoto-
metric cell and solvent used) from the spectrum of the
dye solution and precise location of the absorption max-
imum were executed using Medson M48 software. Loca-


tions of the maximum of the solvatochromic bands (���max)
obtained in this way are given in Table 1.


The numerical values in Table 1 were then processed
according to the VBHB theoretical model using home-
written software. First the VBHB non-linear equation
[Eqn(1)], describing the ���–solvent polarity relationship
was fitted to the experimental data. In this equation,
intercepts and slopes of terms are expressed as fitted
parameters. Arbitrarily, intercept a01 and slope b01 of the
betaine term were taken as zero.


Comparison of the experimental data (circles) with the
theoretical curve fitted with the VBHB model (curves) is
shown in Fig. 4.


Evaluated by the non-linear least-squares method,
regression coefficients of the theoretical VBHB equation
applied in the figures are given in Table 2. The set of data
for each dye consists of 20 experimental points, which
means that 14 degrees of freedom giving credible statis-
tical characteristics are saved.


High values of the correlation coefficients and very low
standard deviations with relatively high number of
degrees of freedom indicate that the experimental data
comply with the VBHB model. Dyes b5 and b6 represent
solvatochromism of the PNN type. In this case, when the
aprotic solvent polarity increases, a bathochromic shift is
observed. This means that the electronic excited state of
dye is more strongly solvated than the ground state.


In protic solvents of high polarity or medium polarity
aprotic solvents a hypsochromic shift is observed. In this
case a dye in its electronic ground state is more strongly
solvated and better stabilized than in the excited state.


In contrast, dyes b1–b4 exhibit solvatochromism of the
PPN type. This means that in the region of medium
polarities an increase in polarity makes the solvation of
the excited-state dye more effective.


With the use of the most polar solvent (higher than
water), 1,1,1,3,3,3-hexafluoro-2-propanol, it was demon-
strated that it complies with the same mechanism of
solvatochromism as described for earlier derivatives of


Figure 4. Changes in locations of the longwave length
absorption bands of betaines b1, b3 and b5 as a function
of solvent polarity, expressed on the ET(30) scale. Solvents
used are presented in Table 1


Scheme 2
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the system.13 Three structures of merocyanines are
presented on Scheme 2.


Because 3H-indoliummerocyanine precursors are
about 100 times more acidic than the corresponding
7H-indolo[1,2-a]quinolinium compounds,11 the ability
to undergo hydrogen bond formation is limited in this
former case. The result is that the betaine form (B) is
stable over wide range of solvent polarity, so that the third
structure (HB) appears only in highly polar solvents.
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ABSTRACT: The kinetics of the gas-phase elimination of 3-hydroxy-3-methyl-2-butanone was investigated in a
static system, seasoned with allyl bromide, and in the presence of the free chain radical inhibitor toluene. The working
temperature and pressure range were 439.6–489.3 �C and 81–201.5 Torr (1 Torr¼ 133.3 Pa), respectively. The
reaction was found to be homogeneous, unimolecular and to follow a first-order rate law. The products of elimination
are acetone and acetaldehyde. The temperature dependence of the rate coefficients is expressed by the following
equation: log [k1(s�1)]¼ (13.05� 0.53)� (229.7� 5.3) kJ mol�1 (2.303RT)�1. Theoretical estimations of the me-
chanism of this elimination suggest a molecular mechanism of a concerted non-synchronous four-membered cyclic
transition-state process. An analysis of bond order and natural bond orbital charges suggests that the bond polarization
of C(OH)—C(——O)—, in the sense of C(OH)�þ� � �C(——O)��, is rate limiting in the elimination reaction. The rate
coefficients obtained experimentally are in reasonably good agreement with the theoretical calculations. The
mechanism of 3-hydroxy-3-methyl-2-butanone elimination is described. Copyright # 2005 John Wiley & Sons, Ltd.


KEYWORDS: kinetics; elimination; pyrolysis; RHF/6–31G*; MP2/6–31G*; DFT B3LYP/6–31G*; 3-hydroxy-3-methyl-


2-butanone


INTRODUCTION


The gas-phase elimination kinetics of primary, secondary
and tertiary 2-hydroxy ketones have been examined and
reported [reaction (1)].1,2 The kinetic data for these retro-
Aldol type of decomposition give increased rates from
primary to tertiary carbon bearing the hydroxyl substi-
tuent. In other words, methyl substitution at the hydroxyl
carbon caused a significant increase in rates, which
means that bond breaking from primary to tertiary—
C(OH)—, in the sense of R2C(OH)�þ� � �CH2COCH3


��


bond polarization, is a determining factor [reaction (1)].


ð1Þ


It would be obvious that if the hydroxy substituent of
hydroxy ketones is at the �-position with respect to the
C——O bond, a different mechanistic pathway in the
elimination process may occur. Therefore, the present
work was aimed at examining the kinetics of elimination
of primary, secondary and tertiary 1-hydroxy ketones in
the gas phase, together with theoretical studies for a
reasonable mechanistic interpretation. The theoretical
calculations aimed to procure the kinetic parameters
and the characterization of the potential energy surface
(PES) as a means to understand the nature of the
molecular mechanism of this reaction. Consequently,
the kinetics for the gas-phase elimination reaction of 3-
hydroxy-3-methyl-2-butanone into acetone and acetalde-
hyde was studied using ab initio RHF, MP2 and DFT/
B3LYP methods with 6–31G, 6–31G* and 6–31G**
basis sets as implemented in Gaussian 98W.3 Calcula-
tions with MP2/6–31G** were carried out specifying 6–
31G** for the hydrogen being transferred in the reaction;
for all other atoms 6–31G* was used. The Berny analy-
tical gradient optimization routines were used for opti-
mization. The nature of stationary points was established
by calculating and diagonalizing the force constant ma-
trix to determine the number of imaginary frequencies.
Intrinsic reaction coordinate (IRC) calculations were
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performed to verify transition-state structures. The tran-
sition-state structures were characterized by means of a
normal-mode analysis.


The unique imaginary frequency associated with the
transition vector (TV) was characterized. Frequency cal-
culations provided thermodynamic quantities such as
zero point vibrational energy (ZPVE), temperature cor-
rections and absolute entropies, and consequently the rate
coefficient can be estimated assuming that the transmis-
sion coefficient is equal to 1. Temperature corrections and
absolute entropies were obtained assuming ideal gas
behavior, from the harmonic frequencies and moments
of inertia by standard methods4 at average temperature
and pressure values within the experimental range
(737.15 K and 0.197 atm). Scaling factors for frequencies
and zero point energies for the HF, DFT/B3LYP and MP2
methods used were taken from the literature.5


The first-order rate coefficient k(T) was calculated
using the TST6 and assuming that the transmission
coefficient is equal to 1, as expressed in the following
relation:


kðTÞ ¼ ðKT=hÞexpð��Gz=RTÞ


where �Gz is the Gibbs free energy change between the
reactant and the transition state and K and h are the
Boltzmann and Planck constants, respectively.
�Gz was calculated using the following relations:


�Gz ¼ �Hz � T�Sz


and


�Hz ¼ Vz þ�ZPVE þ�EðTÞ þ PV


where Vz is the potential energy barrier and �ZPVE and
�E(T) are the differences in ZPVE and temperature
corrections between the transition state (TS) and the
reactant, respectively.


RESULTS AND DISCUSSION


Attempts to examine the gas-phase elimination kinetics
of hydroxyacetone (acetol, HOCH2COCH3) and 3-hy-
droxy-2-butanone [acetoin, CH3CH(OH)COCH3] were
difficult owing to the hydroscopic nature of the former
(92.4% purity), and crystallization to a dimer of the latter
(95.2% purity). For kinetic determinations it is essential
to have organic substrates above 97.5% purity.


The pyrolysis products of 3-hydroxy-3-methyl-2-buta-
none described in reaction (2), a twofold increase in the
final pressure, Pf, is required, i.e. Pf¼ 2P0:


ð2Þ


where P0 is the initial pressure. The average experimental
Pf/P0 values at four temperatures and after 10 half-lives is
2.19 (Table 1). The observed Pf/P0> 2 was found to be
due to a small degree of decomposition of the acetone
product. Additional verification of stoichiometry (2) was
made by comparing, up to 55% decomposition, the
pressure measurements with the results of quantitative
analyses of the product acetone (Table 2).


The effect of the addition of different proportions of
toluene inhibitor is shown in Table 3. The pyrolysis
experiments on hydroxybutanone were always carried
out in seasoned vessels and in the presence of at least
twice the amount of toluene in order to prevent any
possible radical chain reaction. No induction period
was observed and the rates were reproducible with a
relative standard deviation not greater than 5% at a given
temperature.


To examine the effect of the surface on the rate of
elimination, several runs in the presence of at least a
twofold amount of toluene inhibitor were carried out in a
vessel with a surface-to-volume ratio of six times greater
than that of the normal vessel. The rate of elimination of
the hydroxybutanone was unaffected in a packed and an
unpacked seasoned Pyrex vessel, whereas a significant
heterogeneous effect was observed in the clean packed
and unpacked Pyrex vessels (Table 4).


Table 1. Temperature and pressure data for pyrolysis
reaction for 3-hydroxy-3-methyl-2-butanone


Temperature ( �C) P0 (Torr) Pf (Torr) Pf/P0 Average


439.6 104.5 217 2.08 2.19
450.2 129 294.5 2.28
460.2 139 279.5 2.18
468.2 125 275 2.20


Table 2. Stoichiometry of the elimination reaction for 3-
hydroxy-3-methyl-2-butanone at 460.5 �C


Parameter Value


Time (min) 6 10 13 17 24
Reaction (%) (pressure) 16.90 30.15 36.75 45.25 53.85
Acetone (%) (GC) 17.80 31.08 35.72 44.38 51.81


Table 3. Effect of the inhibitor toluene on rates for 3-
hydroxy-3-methyl-2-butanone at 469.0 �Ca


Ps (Torr) Pi (Torr) Pi/Ps 104 k1 (s�1)


114 — — 9.43
168.5 90.5 0.5 8.97
106 113 1.1 8.43
123 155 1.3 7.84
121.5 282 2.3 7.25
81 280 3.4 7.43


a Ps¼ pressure of the substrate; Pi¼ pressure of the inhibitor. Vessel
seasoned with allyl bromide.
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The first-order rate coefficients of this substrate de-
scribed from k1¼ (2.303/t)logP0/(2P0�Pt) were inde-
pendent to initial pressures (Table 5). A plot of
log(2P0�Pt) against time t gave a good straight line up
to 55% reaction. The variation of the first-order rate
coefficient with temperature and the corresponding
Arrhenius equation are described in Table 6, which gives
rate coefficients at the 90% confidence level obtained
from a least-squares procedure.


According to the results in Table 6, and to describe
the most probable mechanism for the elimination of
3-hydroxy-3-methyl-2-butanone in the gas phase, a the-
oretical study was carried out.


THEORETICAL RESULTS


The substrate 3-hydroxy-3-methyl-2-butanone exists
mainly in two conformations; C-1 and C-2 (Fig. 1). In
conformer C-1, the hydroxyl group is anti to the carbonyl
whereas in conformer C-2 these groups are eclipsed and
an additional stabilization of 11.17 kJ mol�1 (MP2/
6–31G*, 737.15 K and 0.197 atm) is obtained owing to
an intramolecular hydrogen bond (Fig. 1).


Transition-state geometries were obtained using quad-
ratic synchronous transit protocols QST2 and QST3 as


implemented in Gaussian 98W. Calculations at the aver-
age experimental temperature and pressure were carried
out for both substrate conformers C-1 and C-2. Starting
from these two conformers of 3-hydroxy-3-methyl-2-
butanone, two possible four-membered ring transition
states, TS-1 and TS-2, were obtained from MP2/6–
31G* calculations (Fig. 2).


Table 5. Variation of rate coefficients with initial pressure
for 3-hydroxy-3-methyl-2-butanone at 468.2 �Ca,b


Parameter Value


P0 (Torr) 81 121.5 131 154.5 201.5
104 k1 (s�1) 7.46 7.25 7.28 7.02 7.42


a Vessel seasoned with allyl bromide.
b In the presence of the inhibitor toluene.


Table 6. Temperature dependence of the rate coefficients
for 3-hydroxy-3-methyl-2-butanone


Parameter Value


Temperature 439.6 450.2 460.5 468.2 479.0 489.3
( �C)
104 k1 (s�1) 1.59 3.03 5.01 7.38 12.32 20.60


Rate equation: log[k1 (s�1)]¼ (13.05� 0.53)� (229.7� 5.3)kJ mol�1


(2.303RT)�1; r¼ 0.9996.


Figure 1. Transition-state structures found by RHF/6–31G*
and B3LYP are virtually identical. Product formation involves
the transfer of hydrogen from C-6 to C-1, to give acetalde-
hyde and the enol form of acetone. Activation parameters
for RHF deviate from the experimental values (Table 7);
B3LYP values are better than RHF but still show some
departure from experimental


Table 4. Homogeneity of the reaction for 3-hydroxy-3-
methyl-2-butanone at 460.5 �C


S/V (cm�1)a 104 k1 (s�1)b 104 k1 (s�1)c


1 10.12 5.01
6 18.75 5.06


a S¼ surface area (cm2); V¼ volume (cm3).
b Clean Pyrex vessel.
c Vessel seasoned with allyl bromide.


Figure 2. Conformations of the reactant 3-hydroxy-3-
methyl-2-butanone C-1 and C-2 and their corresponding
transition-state structures, TS-1 and TS-2, from MP2/6–
31G* calculations. Activation parameters for TS-2 are best
when compared with experimental values (Table 7). This TS
structure is late in the sense of C-1—C-2 bond breaking
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Even though theoretical calculations of transition-state
structures have been a useful tool for reasonable mechan-
istic interpretations of organic reactions, the results have
usually been limited to enthalpy of activation, and con-
sequently to energy of activation. Frequently the entro-
pies of activation are far from experimental. It is our
experience in gas-phase reactions that the difference in
values between experimental energy of activation (Eexp


a )
and the free energy of activation (�Gzexp) gives an idea of
the magnitude of the entropy of activation.


In view of the above considerations, entropy values
were estimated according to Chuchani–Cordova,7 con-
sidering a factor Cexp. This factor is intended to rationa-
lize the limitations of the theoretical methods since they
do not consider the collisional entropy. Therefore,


�Hzexp ffi �Hztheo


and consequently


Eexp
a ffi Etheo


a


We expect that


�Gzexp ffi �Gztheo


and therefore


�Gzexp � Eexp
a ¼ Cexp


hence we obtain


�Gztheo ¼ Etheo
a þ Cexp


where the superscripts exp and theo refer to experimental
and theoretical values, respectively, and the parameter
Cexp is given by


Cexp ¼ nRT � T�Szexp ðn ¼ 1 unimolecular reactionÞ


Cexp includes the contribution of colisional entropy,
which has not been considered in frequency calculations
(isolated molecules).


Using


�Gztheo ¼ �Hztheo � T�Sztheo


�Sztheo was obtained. From �Sztheo and Etheo
a , logA and


the rate coefficients can be calculated.
Transition states from RHF and B3LYP/6–31G* are


very similar in structure (Fig. 1), being very late with
regard to C-1—C-2 bond breaking. Polarization of the
C-1—C-2 bond in both TS structures occurs in the sense
C(OH)�þ� � �C(——O)��, that is, C-2 becomes more posi-
tive and C-1 less positive in charge. The TS is a twisted
four-membered ring structure including atoms C-1, C-2,
C-6 and H-7. There is a hydrogen transfer from C-6 (one
of the methyl groups in C2) to C-1, whereas C-2—C-6
has double bond character in the transition state (1.407 Å,
Table 8), leading to the formation of acetaldehyde and the
enol form of acetone. Activation parameters for RHF/6–
31G* (Table 7) are too high compared with the experi-
mental values, whereas the B3LYP/6–31G* values are
better but still show some departure from the experi-
mental data.


MP2 results vary depending on the conformation of the
substrate. For conformer C-1 transition state TS-1 was
found and for conformation C-2 TS-2 (Fig. 2). Activation
parameters for TS-2 are in good agreement with the
experimental values, whereas for TS-1 they are too
high (Table 7). This result suggest that TS-2 is the most
likely transition-state structure for this reaction. The
structure of the transition state TS-2 is a twisted four-
membered ring, compressing atoms C-1, C-2, O-3 and H-
4, where a hydrogen atom is being transferred from the
hydroxyl group to C-1 to give acetaldehyde and acetone.
TS-2 is late in the sense of C-1—C-2 bond breaking and
there is some double bond character in the C-2—C-6
bond in the transition state (Table 9). NBO charges reveal
a strong polarization for the C-1—C-2 bond in the sense
C(OH)�þ� � �C(——O)��, as found in the previous calcula-
tions (RHF and B3LYP described above).


Electronic structure calculation results suggest that the
thermal decomposition of 3-methyl-3-hydroxy-2-buta-
none may occur through TS-2 (MP2/6–31G* from con-
formation C-2), leading to acetaldehyde and acetone. An
alternative pathway is possible through TS-1 (B3LYP/6–
31G*) to give acetaldehyde and the enol form of acetone.


Table 7. Activation parameters calculated at the RHF, B3LYP and MP2 levels of theory for the thermal decomposition of 3-
methyl-3-hydroxy-2-butanone at 737.15K and 0.917 atm


Level �Hz (kJ mol�1) Ea (kJ mol�1) �Gz (kJ mol�1) �Sz (J mol�1 K�1) Log [A (s�1)] k1 (s�1)


RHF/6–31G* 341.8 347.9 349.7 �10.72 13.06 2.55� 10�12


B3LYP/6–31G* 242.8 248.9 250.7 �10.72 13.06 2.64� 10�5


MP2/6–31G*TS-1 353.0 359.1 360.9 �10.72 13.06 4.07� 10�13


MP2/6–31G*TS-2 226.4 232.5 234.3 �10.72 13.06 7.62� 10�4


MP2/6–31G**/TS-2 228.6 234.8 236.6 �10.76 13.07 2.69� 10�4


Experimental 223.6 229.7 231.5 �10.77 13.05 5.89� 10�4
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Both transition-state structures are twisted four-mem-
bered rings. This is in accord to the experimental pre-
exponential factor A as suggested by Benson and
O’Neal.8 This means that the experimental logA¼ 13.05
13.05 suggests a four-membered cyclic transition state
rather than a radical process. The latter type of decom-
position commonly gives logA¼ 8–10.


Rate coefficients and Arrhenius pre-exponential factors
were determined and compared with experimental va-
lues. The results show very good agreement for TS-2 for
MP2/6–31G* and MP2/6–31G** calculations (Table 7),
within 1.25, 1.22, 1.21 and 0.46% error for �Hz, Ea, �Gz


and �Sz, respectively, MP2/6–31G* and 2.23, 2.22, 2.20


and 0.09% for MP2/6–31G**. The first-order rate coeffi-
cient for TS-2 is of the same order of magnitude as the
experimental value (29% error). Values for TS-1 are far
from the experimental data, therefore TS-2 is the most
reasonable transition state for the reaction path of the
gas-phase elimination reaction of 3-hydroxy-3-methyl-2-
butanone.


Bond order analysis


To investigate further the nature of the TS along the
reaction pathway, bond order calculations were


Table 8. Structural parameters for reactant and transition states for RHF/6–31G* and B3LYP/6–31G* calculationsa


Structure C-1—C-2 C-2—O-3 O-3—H-4 C-1—O-5 H-7—C-1 C-2—C-6


Reactant RHF 1.550 1.410 0.940 1.210 2.710 1.536
TS RHF 3.200 1.280 1.012 1.200 1.690 1.407
Reactant B3LYP 1.544 1.410 0.970 1.220 2.730 1.544
TS B3LYP 3.157 1.310 1.070 1.210 1.600 1.413


C-2—O-3—H-4 C-1—C-2—O-3 C-2—C-1—O-5 O-3—C-2—C-1—O-5


TS RHF 107.14 61.58 104.59 95.11
TS B3LYP 104.89 61.250 129.973 76.260


a Atom distances are in Å and dihedral angles in degrees.


Mülliken atomic charges for reactant and transition states from RHF/6–31G* and B3LYP/6–31G* levels of theory


Structure C-1 C-2 O-3 H-4 O-5 H-7 C-6


Reactant RHF 0.516 0.238 �0.773 0.473 �0.551 0.178 �0.488
TS RHF 0.115 0.533 �0.664 0.488 �0.520 0.216 �0.680
Reactant B3LYP 0.438 0.250 �0.658 0.407 �0.460 0.157 �0.453
TS B3LYP 0.120 0.422 �0.555 0.383 �0.372 0.147 �0.537


Table 9. Structural parameters for reactant conformations C-1 and C-2 and transition states TS-1 and TS-2


Structures C-1—C-2 C-2—O-3 O-3—H-4 C-1—O-5 C-1—H-4 C-2—C-6


C-1 1.545 1.430 0.960 1.210 4.300 1.530
TS-1 2.911 1.330 0.990 1.220 1.082 1.430
C-2 1.550 1.410 0.940 1.210 2.229 1.530
TS-2 3.020 1.300 1.030 1.210 1.100 1.430
Products 3.320 1.220 2.379 1.220 1.100 1.510


C-2—O-3—H-4 C-1—C-2—O-3 C-2—C-1—O-5 O-3—C-2—C-1—O-5


TS-1 102.11 77.090 67.834 �178.922
TS-2 104.89 61.250 129.973 76.260


a Atom distances are in Å and dihedral angles in degrees (MP2/6–31G*).


Atomic charges from NBO analysis for C-2, TS-2 and products (MP2/6–31G* level of theory)


Structure C-1 C-2 O-3 H-4 O-5 C-6


C-2 0.626 0.226 �0.790 0.493 �0.614 �0.486
TS-2 0.157 0.715 �0.702 0.477 �0.640 �0.654
Products 0.454 0.661 �0.655 0.200 �0.627 �0.592
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performed9–11 using the TS-2 structure. Wiberg bond
indexes12 were computed using the natural bond orbital
(NBO) program13 as implemented in Gaussian 98W.
Bond-breaking and -making process involved in the
reaction mechanism can be monitored by means of the
synchronicity (Sy) concept proposed by Moyano et al.,14


defined by the expression


Sy ¼ 1 �
�Xn


i¼1


j�Bi � �Bavj=�Bav


��
2n� 2


where n is the number of bonds directly involved in the
reaction and the relative variation of the bond index is
obtained from


�Bi ¼
�
BTS
i � BR


i �
��
BP
i � BR


i


�


where the superscripts R, TS and P represent reactant,
transition state and product, respectively.


The evolution in bond change is calculated as


%Ev ¼ �Bi � 100


The average value is calculated from


�Bav ¼ 1


�
n
Xn
i¼1


�Bi


Bonds indexes were calculated for those bonds suffer-
ing major modifications during the reaction, i.e. C-1—C-
2 (B12), C-2—O-3 (B23), O-3—H-4 (B34) and H-4—C-
1(B41). The results are given in Table 10. The greatest
progress in the reaction coordinate is the breaking of the
C-1—C-2 bond.


The synchronicity parameter Sy¼ 0.65 reveals a con-
certed non-completely synchronic mechanism, where the
polarization of the C-1—C-2 bond plays an important
role. This is supported by the changes in charges at the C-
1 and C-2 atoms as the reaction progress from the
reactant to the transition state as described above. Transi-
tion state TS-2 gives the observed products showing more
progress in the C-1—C-2 bond breaking than in the
transfer of the hydrogen from the hydroxyl to C-1,


resulting in a polarized TS. The partial charge on the
hydrogen being transferred is positive in the TS. The TS
can be described as late in the sense of C-1—C-2 bond
breaking but early in the sense of hydrogen transfer. The
polarization of the transition state in which C-1—C-2 is
almost broken supports a polar molecular mechanism
instead of a free radical pathway. These estimations are in
accord with the experimental values since this reaction is
not affected by radical inhibitors (Table 3).


CONCLUSIONS


Theoretical calculations suggest that the reaction pro-
ceeds by a concerted non-synchronous mechanism,
through a twisted four-membered transition-state struc-
ture. Calculations gave the best results at the MP2/6–
31G* and MP2/6–31G** levels of theory. The activation
parameters are in agreement with experimental values for
the MP2/6–31G* and MP2/6–31G** levels of theory and
the first-order reaction rate coefficient is of the same
order of magnitude. The suggested transition state, TS-2,
is late in the sense of C-1—C-2 bond breaking. Structural
parameters, natural charges and NBO analysis of the
proposed TS suggest that the polarization of the C-1—
C-2 bond in the sense CO��� � �C�(OH)�þ is the deter-
mining factor in the decomposition process. The syn-
chronicity parameter Sy¼ 0.65 is in accord with a
molecular concerted polar non-synchronic mechanism.


It was demonstrated experimentally that this reaction is
molecular in nature, therefore restricted wavefunctions
were used for all calculations (RHF, RB3LYP, RMP2).
Consequently, calculation problems may arise in this
approach if radicals are involved. This was not observed.
Moreover, it is known that MP2 tends to stabilize radi-
cals. Even though the best results for activation para-
meters were obtained with MP2, an alternative
mechanism suggested from B3LYP results cannot be
ignored.


EXPERIMENTAL


3-Hydroxy-3-methyl-2-butanone. This substrate (Aldrich)
of 98.1% purity as determined by GLC (dinonyl phtha-
late–5% Chromosorb G AW DMCS, 80–100 mesh). The
product acetone (Merck ) was quantitatively analyzed in
the same column. The verification of the identities of
substrate and products was carried out by GC–MS
(Saturn 2000, Varian) using a DB-5MS capillary column
(30� 0.25 mm i.d., 0.25 mm film thickness).


Kinetic studies. The kinetic experiments were carried out
in a static reaction system reported previously15–17 with
an Omega DP41-TC/DP41-RTD high-temperature perfor-
mance digital temperature indicator. The reaction vessels
were seasoned at all times with allyl bromide and the


Table 10. NBO analysis for MP2/6–31G* calculationsa


C-1—C-2 C-2—O-3 O-3—H-4 H-4—C-1


BR
i 0.964 0.671 0.496 0.005


BTS
i �0.051 0.927 0.293 0.178


%Ev 105.1 38.6 40.9 22.0
dBav 0.517
Sy 0.655


a Wiberg bond indexes (Bi), % evolution through the reaction coordinate
(%Ev), average bond index variation (dBav) and synchronicity parameter
(Sy) for reaction mechanism (2) are shown.
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process of decomposition was carried out in the presence
of the free radical inhibitor toluene. The rate coefficients
were determined by quantitative chromatographic analy-
sis of the product acetone. The temperature was con-
trolled by a Shinko DC-PS resistance thermometer
controller and an Omega Model SSR280A55 solid-state
relay maintained within� 0.2 �C and measured with a
calibrated platinum–platinum–13% rhodium thermocou-
ple. No temperature gradient was detected along the
reaction vessel. The substrate was injected (0.05–0.1 ml)
directly into the reaction vessel with a syringe through a
silicone-rubber septum.
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Molecular geometry as a source of chemical information.
Part 2—An attempt to estimate the H-bond strength:
the case of p-nitrophenol complexes with basesyz
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ABSTRACT: B3LYP/6–311þG** optimizations were carried out for p-nitrophenol interacting with the flouride with
the only constraints for O � � �F distance in the range 4.0–2.601 Å (for 19 computational data points) with an
assumption of planarity of the system and linearity of OH � � �F. The monotonic dependences of interaction energies on
C—O bond lengths led us to propose the C—O bond length as an approximate parameter to measure the H-bond
strength. Experimental geometries showed that the C—O bond length is very sensitive, and also that it is the most
variable structural parameter in these complexes. Copyright # 2004 John Wiley & Sons, Ltd.
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INTRODUCTION


Hydrogen bonding is among the most important non-
covalent chemical interactions. It appears in a wide range
phenomena being a subject of scientific and practical
interest.1–4 On the basis of ISI data (Institute for Scien-
tific Information, Philadelphia (1981–99); retrieved in
February 2000) it is known5 that in the last two decades a
paper dealing with H-bonding has statistically been
published every half hour! Despite such huge efforts in
research, it is not an easy task to estimate the energy of H-
bonding. General definition and rules are well known,2,3,6


but practical applications are accessible mostly to a set of
relatively simple cases or, in other words, for a limited
number of systems.3,7 Hence despite the enormous devel-
opment of theory3 and computational facilities, there is
still a place for empirical approaches.


The energy of the H-bond or, a much more frequently
used although less precise term, its strength, is often
estimated from some physicochemical properties. Appli-
cations of various spectroscopic methods are most often
encountered8 but almost equally often the geometry
parameters of H-bond are in use.7,9–11


Almost half a century ago, Lippincott and Schroeder12


introduced a geometry-based potential for OH � � �O
bonds allowing one to estimate their energy. Refinement


and extension of this approach to other kinds of H-
bonded systems then followed.13 Simpler geometry-
based approaches, based on Pauling’s bond number14


combined with a relation between the bond number and
bond energy,15 led to a fairly effective estimation of the
energy of —H � � �B (base) interactions.7,16–18 Some spec-
ulations on H-bonding strength were based directly on
the geometry patterns.19–21 Geometry-based analysis was
one of the most important developments for the concept
of resonance-assisted hydrogen bonds (RAHB).22,23


To our knowledge, apart from the Gilli approach,22,23


the geometry patterns of more distant parts of a molecule
involved in H-bond complexes have not been taken into
systematic consideration. The aim of this work was to
apply the changes in geometry to estimate the H-bond
strength of p-nitrophenol–base complexes.


THEORETICAL


The motivation (of the title problem)


In the case of para-substituted phenols in which X is an
electron-accepting group, the charge transfer from the
hydroxyl group to the substituent X is essential as it
results from a simple Hammett-like reasoning.24 The
nitro group is strongly electron accepting, particularly
when interacting with electron-donating counter sub-
stituents. The appropriate substituent constants for the
NO2 group, para to OH, �p¼ 0.78,25 para to O�,
�p
�¼ 1.27; assuming a strong positive charge on the


nitrogen of the NO2 group in the para position, for OH
�p
þ¼�0.92 and for O� �p


þ¼�2.3.26
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Upon H-bond formation, the electron-donating ability
of the hydroxyl group increases, because the process of
proton removal from the oxygen atom correlates with an
increase in negative charge at the oxygen atom. In con-
sequence, an increase of a quinoid-like structure follows,
as shown in Fig 1.


Obviously, the stronger the H-bonding, the more the
proton is shifted towards the base, B, and the more
negative charge appears on the oxygen atom. In conse-
quence, an increase in quinoid structure weight is ob-
served, caused by the intramolecular charge transfer. This
obviously results in changes in geometry: the C—O bond
becomes shorter, a-bonds become longer and the ipso
angle � becomes sharper. These parameters are mutually
related and this kind of observation was found for a very
small set of H-bonded complexes between pentachlo-
rophenol and various bases.27 It has recently been sup-
ported as general relationships for 635 H-bonding
complexes of differently substituted phenol derivatives
interacting with different bases.28 The most directly
involved and experimentally easily accessible structural


parameter of the H-bond donor is the C—O bond length,
but two other parameters are also involved in the process
of structural changes due to the H-bond formation.


Modelling and computational procedures


Table 1 presents geometric data for 13 p-nitrophenol
complexes with different bases retrieved from the
CSD.29 It should be mentioned that in almost all these
cases, apart from the main interactions being the H-
bonding of the hydroxyl group with the bases, there are
numerous additional interactions in the crystal lattice.
Most often these are the interactions in which oxygen
atoms either in the hydroxyl group or in the nitro group
are involved in some weak H-bonding with H-donors of
the neighbouring molecules. Such interactions clearly
obscure the picture of the H-bonding that is the subject
of our study.


It is shown that the values of all structural parameters
mentioned above vary over a wide range. The most closely
related structural parameter involved in H-bonding is the
C—O bond length. This parameter varies most, as is seen
in the values of variance (Table 1), and therefore it was
chosen for further study. To relate these data to the energy
of the H-bond, the following simplified model process
was set up in which the approach of fluoride along the
OH bond direction in p-nitrophenol (the constraint) was
followed by an optimization procedure (Fig. 2).


The Becke-style three-parameter density functional
theory using the Lee–Yang–Parr correlation functional
and the 6–311þG** basis set (B3LYP/6–311þG**) were
used to optimize the geometries of the molecules and
complexes and to calculate vibrational frequencies. Only


Figure 1. Labelling of geometric parameters and the
scheme of the process leading to the intramolecular charge
transfer described by the canonical structures on the right


Table 1. Geometric parameters (for labelling, see Fig. 1; bond lengths in the ring are taken as the mean values, �aa, �bb, �cc),
statistical descriptors of the distributions, CSD29 reference codes and names of the H-bond complexes of p-nitrophenol with
different bases (H-donors are in bold face)


Compound name RefCode dCO (Å) �aa (Å) �bb (Å) �aa� �bb (Å) � (�)


4-Nitrophenol 4-methylpyridine30 CAXNOE 1.344 1.387 1.375 0.012 119.5
1,4,10,13-Tetraoxa-7,16-diazacyclooctadecane GOBYOL 1.345 1.381 1.371 0.010 119.5
bis(p-nitrophenyl) clathrate31


4-Nitropyridine N-oxide 4-nitrophenol32 JUDNAX 1.347 1.391 1.370 0.021 119.9
Pyridine N-oxide 4-nitrophenol33 NILZOX 1.336 1.396 1.370 0.026 119.5
4-Nitrophenol34 NITPOL02 1.349 1.404 1.387 0.017 120.2
4-Nitrophenol34 NITPOL03 1.359 1.410 1.392 0.018 120.3
2-(N,N-Diethylamino)methyl-4-nitrophenol NUDLON 1.330 1.404 1.381 0.023 119.1
4-nitrophenol35


1,5,7-Triazabicyclo[4.4.0]dec-5-ene OFECAD 1.292 1.416 1.371 0.045 117.4
bis(4-nitrophenol)36


cis, trans-Diacetamide 4-nitrophenol clathrate37 VIVYUU 1.351 1.391 1.380 0.011 120.4
N-Butyrylbenzamide 4-nitrophenol clathrate37 VIVZAB 1.355 1.394 1.383 0.011 120.5
2-Picoline N-oxide 4-nitrophenol38 WIRWID 1.363 1.381 1.386 �0.005 120.7
2-Pyridone 4-nitrophenol39 OFUGUR 1.348 1.389 1.368 0.021 119.6
Piperazinediium bis(4-nitrophenolate) dihydrate40 XUTCAQ 1.310 1.409 1.368 0.041 117.1


Variance 4.0� 10�4 1.3� 10�4 0.7� 10�4 1.7� 10�4 1.240
ESD 0.020 0.011 0.008 0.013 1.1


ESD: estimated standard deviation.
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one negative frequency was found, indicating the proper
route of proton on the path realized by H-bonding of the
system under consideration.


Partial geometry optimization was performed in all
cases of complexes of p-nitrophenol with fluoride; all the
dihedral angles (a planar structure was assumed) and the
distance between the oxygen atom in the hydroxyl group
and fluoride (for each step within the range 4.0–2.601 Å)
were frozen. Moreover, the angle between fluoride and
the hydroxyl group was kept equal to 180.0�.


With respect to the calculations of the energies of
the molecules and complexes, in order to estimate the
p-nitrophenol–fluoride interactions, the use of the coun-
terpoise correction method eliminated basis set super-
position errors. Two energy terms were calculated: (a)
the interaction energy Eint between p-nitrophenol and
fluoride that was calculated according to Eqn (1); (b) the
deformation energy Edef that is due to the geometry
change of the p-nitrophenol molecule caused by the
interactions with fluoride was calculated according to
Eqn (2). All calculations were performed using the
Gaussian 98 series of programs.41


Eint ¼ EAB basisAB; optABð Þ � EA basisAB; optABð Þ
� EB basisAB; optABð Þ


ð1Þ


Edef ¼ EA basisA; optABð Þ � EA basisA; optAð Þ ð2Þ


where A is p-nitrophenol and B is F�. EA(basisA; optAB)
means that the energy of molecule A, EA, was calculated
using internal coordinates of the A molecule, basisA,
and for the geometry obtained during optimization of
complex A–B, optAB. The other terms in Eqns (1) and (2)
should be understood in the same way.


The total interaction energy Etot int was calculated
as the difference between the electronic energy of the
p-nitrophenol–fluoride complex and the energies of p-
nitrophenol and fluoride.


RESULTS AND DISCUSSION


Following the procedure described above, it was found
that the geometry and energy patterns for the full range of


O � � �F distances shows two kinds of interactions. First,
the hydroxyl group undergoes a deformation, character-
ized by elongation of the O—H bond. At an O � � �F
distance of 2.601 Å, the proton transfers to fluoride and
the HF molecule is formed. We still have the H-bonding
but at this geometry we have another kind of interaction.
The HF molecule interacts with the phenolate anion
(see Fig. 3). Only the first kind of interaction is the
subject of our further consideration. Table 2 presents
the data for the above-presented model calculations.


Figures 4 and 5 present the dependence of the interac-
tion energy Etot int and Eint, respectively, on the C—O
bond length. In most cases of the experimentally studied
H-bonds in p-nitrophenol complexes, the base is a neutral
molecule. The triangles in Fig. 4 represent the ex-
perimental values of C—O bond lengths realized in
H-bonding complexes (Table 1). However, some experi-
mental data (for dCO> 1.346 Å) are outside the range
of the model curve. These deviations from the model
curve are due to the simplified character of the model.
However, the nature of interactions is much more com-
plex. In addition to the electrostatic component of the
interaction energy, which dominates in our model, in the
real system substantial contributions from other forces
are also present.


In the case of the dependence presented in Fig. 4, the
distribution of the data points follows approximately an
exponential curve [see Eqn (3)] based on Pauling’s bond
number14 combined with a relation between the bond
number and bond energy:15


Etot int ¼ D0 e
d1�dCO


0:37 � 1
� �1


c ð3Þ


where D0, d1 and c are �100.876, 1.3479 and 3.7320,
respectively, and lead to a correlation coefficient R¼ 0.9998.
This analysis follows the ideas presented by Bürgi and
Dunitz.42


Since the interaction energy described by Eqn (1) does
not fit an exponential relationship with the C—O bond
length, a polynomial approximation was used.


For stronger H-bonds, the deformation energy [Eqn (2)]
increases faster than the interaction energy decreases.
Therefore, there is a more complex dependence of the
interaction energy on C—O bond lengths, because Edef


[Eqn (2)] is a component of the total interaction energy


Figure 2. Structural scheme of the computational model.
The geometry optimization was carried out for various O � � �F
distances within the range 4.0–2.601 Å


Figure 3. Scheme of the change in the type of H-bond at an
O � � �F distance of 2.601 Å
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(Etot int). Figure 6 shows this very clearly. It is immedi-
ately clear from both the experimental data in Table 1 and
computational data in Table 2 that a great variation of
structural parameters is observed. It is given by variances,
but for easier viewing estimated standard deviations are
also given (which are in the same units as the observa-
bles). Computational data presented in Figs 4 and 5
clearly show that the changes in dCO may be related
to the energy of interactions. This result allows us to
suggest C—O bond length changes as a reliable measure
of H-bonding strength. Unfortunately, the curves in Figs 4
and 5 cannot be used as the calibration equations, since
the modelling presented in this paper refers to the special


and very simplified case of the H-bond systems. In our
model, the H-bond acceptor is the anion and hence the
calculated energies consist of too large a contribution of
the electrostatic component of the interaction energy.
If the experimental C—O bond lengths are used to
estimate the energy of interactions, the values obtained
are too high, as shown in Table 3, in the range 20–
55 kcal mol�1 (1 kcal¼ 4.184 kJ). These results are much
larger than the interaction energy for p-nitrophenol with,
for example, ammonia (11.03 kcal mol�1), obtained at
similar level of theory.43 This is the most reasonable
explanation for why so many experimental C—O bond
lengths are situated outside the range of C—O variations
estimated by the computational model (Fig. 4). Table 3
presents some estimations from the experimental data.


Figure 4. Calculated values of total interaction energy
(Etot int) as a function of dCO (circles); the triangles represent
experimental C—O bond lengths (Table 1). Approximation
was made by use of Eqn (3). The data outside the range of
the model curve are put on the line of Etot ind¼0


Figure 5. Calculated values of interaction energy [Eint,
Eqn (1)] as a function of C—O bond lengths (circles) with
polynomial approximation curve


Table 2. Geometric parameters, energies and statistical descriptors of p-nitrophenol complexes with F� for constrained
distances O � � �F


Fixed O � � �F OH Etot int Eint Edef


distance (Å) distance (Å) (kcal mol�1) (kcal mol�1) (kcal mol�1) dCO (Å) �aa (Å) �bb (Å) �aa� �bb (Å) � (�)


4.000 0.980 �24.12 �23.66 0.92 1.346 1.406 1.384 0.022 120.4
3.800 0.984 �26.91 �26.74 1.21 1.345 1.406 1.383 0.023 120.4
3.600 0.989 �30.19 �30.41 1.60 1.343 1.407 1.383 0.024 120.4
3.400 0.996 �34.01 �34.73 2.10 1.341 1.408 1.383 0.026 120.4
3.200 1.005 �38.43 �39.61 2.56 1.338 1.409 1.382 0.027 120.3
3.000 1.020 �43.44 �45.31 3.26 1.333 1.411 1.381 0.030 120.0
2.800 1.048 �49.11 �52.75 5.03 1.325 1.414 1.381 0.034 119.5
2.750 1.058 �50.64 �55.12 5.87 1.322 1.415 1.380 0.035 119.3
2.700 1.072 �52.22 �57.98 7.16 1.319 1.417 1.380 0.037 119.1
2.650 1.094 �53.87 �61.78 9.31 1.315 1.418 1.379 0.039 118.8
2.640 1.100 �54.21 �62.78 9.96 1.314 1.419 1.379 0.040 118.8
2.630 1.108 �54.57 �63.94 10.77 1.313 1.419 1.379 0.040 118.7
2.620 1.117 �54.92 �65.32 11.80 1.312 1.420 1.379 0.041 118.6
2.610 1.131 �55.29 �67.31 13.42 1.310 1.421 1.379 0.042 118.5
2.609 1.131 �55.32 �67.37 13.44 1.310 1.421 1.379 0.042 118.5
2.607 1.131 �55.40 �67.49 13.48 1.310 1.421 1.379 0.042 118.5
2.605 1.146 �55.48 �69.30 15.21 1.308 1.421 1.378 0.043 118.4
2.603 1.146 �55.56 �69.43 15.27 1.308 1.421 1.378 0.043 118.4
2.601 1.620 — — — 1.271 1.443 1.373 0.070 115.8
Variance 0.004 122.49 250.61 27.03 20.0� 10�5 3.0� 10�5 0.3� 10�5 6.0� 10�5 0.7
ESD 0.061 11.07 15.83 5.20 0.014 0.006 0.002 0.008 0.8
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Because both dependences of the energy of interac-
tions (Eint and Etot int) on the C—O bond lengths are
nicely monotonic, we suggest that the C—O bond length
can be used as a qualitative measure of the strength of
—OH � � �B interactions. In this way, easily accessible
experimental data may serve for a qualitative estimation
of H-bond strength. The general conclusion is that the
shorter the C—O bond, the stronger is the OH � � �B
interaction.
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GOBYOL 1.345 1.23 �27.41 �27.60
JUDNAX 1.347 0.60 �22.73 �20.25
NILZOX 1.336 2.93 �42.57 �40.36
NUDLON 1.330 3.74 �48.94 �45.11
XUTCAQ 1.310 13.39 �67.60 �55.55


Figure 6. Calculated values of Eint [Eqn (1)], Edef [Eqn (2)]
and the sum of these terms vs C—O bond lengths for the
variation of O � � �F
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ABSTRACT: The reaction of ethyl (2-cyanoacetyl)carbamate (1) with ethyl orthoformate in the presence of acetic
anhydride is highly stereoselective and only E-ethyl (2-cyano-3-ethoxyacryloyl)carbamate (E-2) is isolated. The
reaction is thermodynamically controlled and the product distribution depends on the relative stability between E-2
and Z-2. Both the resonance stabilization of 1.47 kcal mol�1 and the steric hindrance of 2.28 kcal mol�1 in favour of
E-2 contribute to the relative stability (3.75 kcal mol�1) between Z-2 and E-2, which is calculated from four isodesmic
reactions, and this is the reason why the reaction of compound 1 with ethyl orthoformate is highly stereoselective.
The electron-withdrawing ability of some substituents was evaluated. The sequence of �-accepting ability is
C(O)NHC(O)OEt>C(O)NH2>CN and the sequence of �-accepting ability is CN>C(O)NHC(O)OEt>C(O)NH2.
Copyright # 2005 John Wiley & Sons, Ltd.
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INTRODUCTION


One of the popular methods of preparing vinyl ethers is to
treat active methylene compounds with ethyl orthofor-
mate1 [Eqn (1)]. Some of the reactions of this type are
highly stereoselective but it was not until 1973 that Ceder
and Stenhede figured out the configuration of the highly
stereoselective product by NMR studies using a chemi-
cal-shift reagent Eu(fod)3-d27.2 However, none of the
literature reports on why this type of reaction is highly
stereoselective.


CH2 CHOC2H5HC(OC2H5)3+ + 2 C2H5OH


Y


X
X


Y


ð1Þ


To prepare an intermediate to uracil derivatives, ethyl
(2-cyanoacetyl)carbamate (1) was treated with ethyl
orthoformate in the presence of acetic anhydride in our
laboratory and only E-ethyl (2-cyano-3-ethoxyacryloyl)-
carbamate (E-2) was found [Eqn (2)]. This reaction is a


good model to study why this type of reaction is highly
stereoselective.


HC(OC2H5)3+


N
H


O


O O


N


C(O)NHC(O)OEt


N


HO


C(O)NHC(O)OEt


N


OH


hν


acetic anhydride


1


E-2 Z-2


ð2Þ


COMPUTATION


All the calculations reported here were performed with
the Gaussian 98 program.3 Geometry optimizations of
compounds Z-2, Z-2a, E-2, E-2a, Z-3, E-3, Z-4, E-4, Z-5,
E-5, Z-6, E-6, E-7, 8, 9 and 10 at the B3LYP/6-31þG*
level and geometry optimizations of compounds 11a–11d
and 12a–12d at the HF/6-31þG* level were carried out
without any symmetry restriction. Optimized structures
of compounds Z-2, Z-2a, E-2, E-2a, Z-3, E-3, Z-4, E-4,
Z-5, E-5, Z-6, E-6, E-7, 8, 9 and 10 at the B3LYP/
6-31þG* level are shown in Figs 1 and 2. After all the
geometry optimizations had been performed, analytical
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vibration frequencies were calculated at the same level to
determine the nature of the located stationary points.
Thus, all the stationary points found were characterized
properly by evaluation of the harmonic frequencies.
The single-point energies of the optimized structures of
Z-2 and E-2 were calculated at the B3LYP/6-31þG*,
HF/6-311þþG(3df,3pd) or B3LYP/6-311þþG(3df,3pd)
level with scale zero-point vibration energies included.
The single-point energies of the optimized structures of
11a–11d and 12a–12d were calculated at the MP2/6-
31þG* level with scale zero-point vibration energies
included. The scale factor of 0.9804 for zero-point
vibration energies is used according to the literature.4


Calculated energies of all the above structures are shown
in Table 1.


RESULTS AND DISCUSSION


Reaction of compound 1 with ethyl orthoformate in the
presence of acetic anhydride in chloroform was carried
out under reflux for 2 h and only E-2 was isolated in 75%


yield. No trace of Z-2 has been found. In E-2, the 3J
coupling constant between the vinyl proton and the nitrile
carbon is 11 Hz whereas that between the vinyl proton
and amide carbon is 2 Hz, indicating that the vinyl proton
is trans to the nitrile group.5 The configuration assign-
ment for E-2 is consistent with that made by Ceder and
Stenhede.2


After 2 h of ultraviolet irradiation at �¼ 254 nm, 40%
of E-2 was isomerized to Z-2. Two days after stopping the
irradiation, most of the Z-2 was isomerized back to E-2
at room temperature. The E-2 cannot be isomerized to
Z-2 thermally but it can photochemically whereas Z-2 can
be isomerized back to E-2 thermally. This implies that the
reaction of compound 1 with ethyl orthoformate in the
presence of acetic anhydride is very likely to be under
thermodynamic control.


Whether the �-ketoester part of E-2 stays as the keto or
enol form is important for the configuration assignment.
On applying NMR of 1H–15N HSQC an off-diagonal
cross-peak shows a correlation between hydrogen at �
9.20 and urethane nitrogen at � 138.6 by means of their
spin–spin coupling, indicating that E-2 stays as the keto


Figure. 1. Optimized structures of compounds Z-3, E-3, Z-4, E-4, Z-5, E-5, Z-6, E-6, E-7, 8, 9 and 10 at the B3LYP/6-31þG*
level
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form. The results have been found with solvents such as
acetone-d6, acetonitrile-d3 and CDCl3. Based on the
NMR results, Z/E-isomers of 2 were optimized at the
B3LYP/6-31þG* level and at least two interesting con-
formers were located for each of the geometric isomers
(Fig. 2). Conformers Z-2 and Z-2a were located for the Z-
isomer of 2, and Z-2 is 0.60 kcal mol�1 (1 kcal¼ 4.184 kJ)
more stable than Z-2a. Conformers E-2 and E-2a were
located for the E-isomer of 2, and E-2 is 7.36 kcal mol�1


more stable than E-2a. The backbones of Z-2, Z-2a and
E-2 stay in the same plane whereas the C(O)NHC(O)OEt
group is twisted away from the plane of the rest of
the structure in E-2a. The major structure difference
of the conformers is the dihedral angle of C——C—C——O.
The more stable conformers (Z-2 and E-2) have the s-cis
conformation of C——C—C——O, so they can pull the
bulky C(O)NHC(O)OEt group away from the vinyl
hydrogen or ethoxy group to avoid steric hindrance.


Figure 2. Optimized structures of compounds Z-2, Z-2a, E-2 and E-2a at the B3LYP/6-31þG* level


Table 1. Calculated energies E (hartrees) of compounds Z-2, Z-2a, E-2, E-2a, Z-3, E-3, Z-4, E-4, Z-5, E-5, Z-6, E-6, E-7, 8, 9, 10,
11a–11d and 12a–12d


Compound E Compound E Compound E Compound E


Z-2 �760.39510a Z-2a �760.39415a E-2 �760.40220a E-2a 760.39047a


(�¼ 3.61 D)a (�¼ 11.46 D)a (�¼ 3.11 D)a (�¼ 10.32 D)a


�756.20947b �756.21758b


(�¼ 4.05 D)b (�¼ 3.50 D)b


�760.64792c �760.65472c


(�¼ 3.52 D)c (�¼ 3.12 D)c


Z-3 �324.58158a E-3 �324.58279a Z-4 �668.14732a E�4 �668.15450a


Z-5 �288.65880a E-5 �288.65914a Z-6 �632.22523a E-6 �632.22920a


E-7 �401.02284a 8 �325.78183a 9 �669.35125a 10 �402.22028a


11a �327.96330d 11b �419.98200d 11c �496.19390d 11d �762.54350d


12a �328.32998d 12b �420.32998d 12c �496.55515d 12d �762.90122d


a B3LYP/6-31þG*//B3LYP/6-31þG*. At this level, E(Z-2)�E(E-2)¼ 4.5 kcal mol�1 (1 kcal¼ 4.184 KJ).
b HF/6-311þþG(3df,3pd)//B3LYP/6-31þG*. At this level, E(Z-2)�E(E-2)¼ 5.1 kcal mol�1.
c B3LYP/6-311þþG(3df,3pd)//B3LYP/6-31þG*. At this level, E(Z-2)�E(E-2)¼ 4.3 kcal mol�1.
d MP2/6-31þG*//HF/6-31þG*.


STEREOSELECTIVE REACTION OF ETHYL (2-CYANOACETYL)CARBAMATE WITH ETHYL ORTHOFORMATE 1185


Copyright # 2005 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2005; 18: 1183–1189







The less stable conformers (Z-2a and E-2a) have the s-
trans conformation of C——C—C——O, causing significant
steric hindrance between the bulky C(O)NHC(O)OEt
group and the vinyl hydrogen or ethoxy group. To reduce
the steric hindrance, E-2a twists C(O)NHC(O)OEt away
from the C——C plane (dihedral angle of C——C—C——
O¼ 145.4�) but loses resonance stabilization along the
ethoxy, C——C and C(O)NHC(O)OEt groups, which
makes it 2.31, 2.91 and 7.36 kcal mol� less stable than
Z-2a, Z-2 and E-2, respectively, implying that there is
intramolecular hydrogen bonding between the N—H
group and the oxygen of the ethoxy group in Z-2a. In
Z-2a, the C(O)NHC(O)OEt group stays in the same plane
as the moiety of ethyl vinyl ether in spite of steric hind-
rance between the C(O)NHC(O)OEt and ethoxy groups,
and the distance between the hydrogen of the N—H
group and the oxygen of the ethoxy group is 1.97 Å,
indicating that it has intramolecular hydrogen bonding,
which means that Z-2a is only 0.6 kcal mol�1 less stable
than Z-2.


Calculated thermodynamic data of the conformational
isomerization for Z/E isomers of compound 2 are
shown in Table 2. According to the relationship �G¼
�RT(lnK),6 a �G(298 K) value of �1.77 kcal mol�1


indicates that around 95% of the Z-isomer of 2 stays as
Z-2, and around 99.99% of the E-isomer of 2 stays as E-2
due to a �G(298 K) value of �6.67 kcal mol�1. Accord-
ing to experimental results, isomerization of 2 from the Z-
isomer to the E-isomer is spontaneous at room tempera-
ture but calculated free energies of Z/E isomerization
from Z-2 to E-2a or from Z-2a to E-2a are 3.24 and
1.47 kcal mol�1, respectively, indicating that these two
processes are not thermodynamically favourable and E-
2a is much less stable than Z-2 and Z-2a. On the other
hand, calculated free energies of Z/E isomerization
from Z-2 to E-2 or from Z-2a to E-2 are �3.43 and
�5.19 kcal mol�1, respectively, which are consistent with
experimental results and much more negative than
�0.62 kcal mol�1 for Z/E isomerization of 2-butene.7


Because around 95% of the Z-isomer of 2 stays as Z-2,
the process from Z-2 to E-2 is considered. Negative
entropy is not favourable for this isomerization from Z-
2 to E-2 but favourable enthalpy dominates this isomer-
ization. Therefore, to answer the question of why the


reaction of 1 with ethyl orthoformate is highly stereo-
selective, one needs to look further into the relative
stability between Z-2 and E-2.


Single point energies of B3LYP/6-31þG*-optimized
structures of Z-2 and E-2 at three different levels are
shown in Table 1. Why is E-2 4.3–5.1 kcal mol�1 more
stable than Z-2?. The relative stability of geometric
isomers may be controlled by several factors such as
intramolecular hydrogen bonding, dipole moment, steric
hindrance, and electron delocalization, which will be
discussed in order to explain the relative stability between
Z-2 and E-2.


Based on the optimized structure of Z-2, it is unlikely
that Z-2 has intramolecular hydrogen bonding. On the
other hand, Z-2a does form intramolecular hydrogen
bonding, but this stabilization effect is offset by steric
hindrance between C(O)NHC(O)OEt and ethoxy groups,
making Z-2a 0.6 kcal mol�1 less stable than Z-2. In E-2,
the distance between the vinyl hydrogen and the oxygen
of the amide moiety is 2.40 Å and the electronegativity of
the vinyl carbon is not strong enough, so it is unlikely that
E-2 has intramolecular hydrogen bonding. Thus intramo-
lecular hydrogen bonding is not important in explaining
why E-2 is much more stable than Z-2.


As shown in Table 1, the dipole moments of Z-2 and E-
2 are 3.52 and 3.12 D, respectively, at the B3LYP/6-
311þþG(3df,3pd)//B3LYP/6-31þG* level. Dipole mo-
ments of chloroform and acetonitrile are 1.04 and
3.92 D,8 and their dielectric constants are 4.81 and 36.6,
respectively.8 Chloroform is a non-polar aprotic solvent
whereas acetonitrile is a dipolar aprotic solvent. Based on
the useful rule of thumb of ‘like dissolves like’,9 chloro-
form may stabilize E-2 better than Z-2 whereas acetoni-
trile may stabilize Z-2 better than E-2. However, the
reaction of 1 with ethyl orthoformate is highly stereo-
selective in both chloroform and acetonitrile, indicating
that the dipole moment is not a major factor in making E-
2 much more stable than Z-2.


To investigate the contribution of resonance effects and
steric hindrance to the stability of both E-2 and Z-2, E-2 is
divided into two systems (Z-3 and E-4) and Z-2 is divided
into another two systems (E-3 and Z-4). The isodesmic
reactions of Eqns (3)–(6) were designed to predict reso-
nance stabilization in Z-3, E-4, E-3 and Z-4, respectively.
The isodesmic reaction in which the total number of each
type of bond is identical in the reactants and products4b


successfully predicts the heat of formation4b and sub-
stituent effects on the stability of functional groups.10 To
consider steric hindrance in Z-2, E-2, Z-3 and Z-4, the n-
propyl group replaces the ethoxy substituent and Z-5, E-
5, Z-6 and E-6 were designed for a significant reduction
in the resonance effect along two substituents across C——
C. Thus, the steric hindrance in Z-3 is close to that in Z-5,
which is 0.21 kcal mol�1 according to Eqn (7), and the
resonance stabilization in Z-3 is �10.69 kcal mol�1


(¼ 10.48þ 0.21) based on Eqn (3). Similarly, the steric
hindrance in Z-4 is close to that in Z-6, which is equal to


Table 2. Calculated energies �E (kcalmol�1), enthalpies
(kcalmol�1), entropies (calmol�1 K�1) and free energies
(kcalmol�1) of Z/E and conformational isomerization of
compound 2 at the B3LYP/6-31þG*//HF/6-31þG* level


�E �H(298 K) �S(298 K) �G(298 K)


Z-2!E-2 �4.46 �4.29 �2.87 �3.43
Z-2!E-2a þ 2.91 þ 2.88 �1.22 þ 3.24
Z-2a!E-2 �5.05 �5.05 0.49 �5.19
Z-2a!E-2a þ 2.31 þ 2.11 þ 2.14 þ 1.47
Z-2aÐ Z-2 �0.60 �0.77 þ 3.36 �1.77
E-2aÐE-2 �7.36 �7.16 �1.65 �6.67
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2.49 kcal mol�1 based on Eqn (8), and the resonance
stabilization in Z-4 is �10.66 kcal mol�1 (¼ 2.49þ
8.17) according to Eqn (6).


ð3Þ


Z-3: steric hindrance �0.21 kcal mol�1; resonance stabi-
lization �10.69 kcal mol�1


ð4Þ


E-4: steric hindrance �0.0 kcal mol�1; resonance stabi-
lization �12.68 kcal mol�1


ð5Þ


E-3: steric hindrance �0.0 kcal mol�1; resonance stabi-
lization �11.24 kcal mol�1


ð6Þ


Z-4: steric hindrance �2.49 kcal mol�1; resonance stabi-
lization �10.66 kcal mol�1


The contribution of resonance stabilization and steric
hindrance in E-2 can be estimated to be the sum of
stabilization energies in Eqns (3) and (4), which is
23.16 kcal mol�1. Similarly, the contribution of reso-
nance stabilization and steric hindrance in Z-2 presum-
ably equals the sum of stabilization energies in Eqns (5)
and (6), which is 19.41 kcal mol�1. Thus, the energy
difference between E-2 and Z-2, which is calculated
from these four isodesmic reactions, is 3.75 kcal mol�1


which is close to the energy difference (4.5 kcal mol�1) of
these two molecules calculated at the B3LYP/6-31þG*
level.


ð7Þ


Z-5: steric hindrance �0.21 kcal mol�1


ð8Þ


Z-6: steric hindrance �2.49 kcal mol�1;


ð9Þ


E-7: steric hindrance �0.0 kcal mol�1; resonance stabi-
lization �12.24 kcal mol�1


To investigate the contribution of resonance effects and
steric hindrance to the stability of E-2 and Z-2, the
isodesmic reactions of Eqns (3)–(8) are considered.
Equations (7) and (8) show a small steric interaction
(0.21 kcal mol�1) with the cyano group cis to an n-propyl
group, whereas there is a significant steric interaction of
2.49 kcal mol�1 with the C(O)NHC(O)OEt group cis to
an n-propyl group. The difference (2.28 kcal mol�1) is
taken as the steric contribution to the energy difference
between E-2 and Z-2. The total energy difference be-
tween E-2 and Z-2 may be estimated as the stabilization
energy difference of Eqn (3)þEqn (4)�Eqn (5)�Eqn
(6)¼ 3.75 kcal mol�1, so the resonance stabilization for
E-2 relative to Z-2 is estimated as 3.75�2.28¼
1.47 kcal mol�1.


The trans delocalization energy from the ethoxy to the
C(O)NHC(O)OEt group in E-4 is 12.68 kcal mol�1 based
on Eqn (4), whereas the trans delocalization energy from
the ethoxy to the nitrile group in E-3 is 11.24 kcal mol�1


according to Eqn (5), indicating that the C(O)NH-
C(O)OEt group is a better �-acceptor than the nitrile
group by 1.44 kcal mol�1. Based on Eqn (9) the trans
delocalization energy from the ethoxy to the C(O)NH2


group in E-7 is 12.24 kcal mol�1, indicating that the
C(O)NH2 group is a better �-acceptor than the nitrile
group by 1.00 kcal mol�1 but a worse �-acceptor than the
C(O)NHC(O)OEt group by 0.44 kcal mol�1. However,
reported resonance substituent constants R (or �R) of
nitrile and C(O)NH2 are 0.15 and 0.10 by Hansch et al.11a


and 0.08 and 0.08 by Charton,11b indicating that the
resonance substituent constants vary with different mod-
els or solvents.


�-accepting ability: CðOÞNHCðOÞOEt > CðOÞNH2 > CN


�-accepting ðinductiveÞ ability: CN > CðOÞNHCðOÞOEt > CðOÞNH2


We successfully obtained field substituent constants
from relative deprotonation Gibbs free energies of 4-
substituted quinuclidinium ions 11 [Eqn (10)] by ab initio
calculations at the CBS-4M level.11 The relative depro-
tonation Gibbs free energies were rescaled by a factor of
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�1/17.53 to become �F
G,12 which is well correlated with


Taft’s �F and Charton’s �I.
11 Now we obtain the field sub-


stituent constants of CN, C(O)NH2, and C(O)NHC(O)OEt
in the same way at the MP2/6-31þG*//HF/6-31þG*
level. As shown in Table 3, both the CBS-4M and
MP2/6-31þG*//HF/6-31þG* calculation levels give si-
milar and coherent results. The �F


G of CN, C(O)NH2 and
C(O)NHC(O)OEt is 0.66, 0.27, and 0.35, respectively,
indicating that the sequence of the inductive effect is
CN>C(O)NHC(O)OEt>C(O)NH2. It was reported that
acetonitrile is three orders of magnitude more acidic than
N,N-dimethylacetamide,6 indicating that more of the
acidity of acetonitrile is dominated by the inductive effect
because the amide group is a better �-acceptor than the
nitrile group.


ð10Þ


11a,12a: R¼H; 11b,12b:R¼CN; 11c,12c: R¼C(O)NH2;
11d,12d: R¼C(O)NHC(O)OEt


CONCLUSION


The highly stereoselective reaction of 1 with ethyl ortho-
formate in the presence of acetic anhydride produces E-2
only. The E-2 cannot be isomerized to Z-2 thermally but it
can photochemically, whereas Z-2 can be isomerized
back to E-2 thermally, indicating that the reaction of 1
with ethyl orthoformate is thermodynamically controlled.
The calculated free energy of Z/E isomerization from Z-2
to E-2 is �3.43 kcal mol�1, which is thermodynamically
favourable and consistent with the experimental results.
Negative entropy is not favourable for this isomerization,
but favourable enthalpy dominates. Both the resonance
stabilization of 1.47 kcal mol�1 and the steric hindrance
of 2.28 kcal mol�1 in favor of E-2 contribute to the energy
difference (3.75 kcal mol�1) between Z-2 and E-2 calcu-
lated from the four isodesmic reactions of Eqns (3)–(6),
which causes the reaction of 1 with ethyl orthoformate
to be highly stereoselective. The nitrile group is a better


�-acceptor than the C(O)NHC(O)OEt group, whereas the
C(O)NHC(O)OEt group is a better �-acceptor than the
nitrile group.


EXPERIMENTAL


General. Unless stated otherwise reagents were obtained
from commercial suppliers and used as received. Ethyl
(2-cyanoacetyl)carbamate (1), was prepared according to
the literature method.13


E-Ethyl (2-cyano-3-ethoxyacryloyl)carbamate (E-2). To a
solution of 1 (0.156 g, 1 mmol) and acetic anhydride
(1 ml) in 2ml of chloroform, ethyl orthoformate (0.296 g,
2 mmol) was added. The mixture was refluxed at 80 �C
under a nitrogen atmosphere for 2 h. After the reaction
was complete, the reaction mixture was cooled down and
concentrated by rotary evaporator. Ether was poured into
the reaction mixture and the mixture stayed in the fridge
for 12 h. After filtration of the mixture, a white powder
was collected and recrystallized in chloroform–ether.
Yield: 75%; 1H NMR (CD3CN), � 1.23 (3H, t, CH3),
1.34 (3H, t, CH3), 4.12 (2H, q, CH2), 4.39 (2H, q, CH2),
8.17 (1H, s, CH), 9.12 (1H, s, NH); 13C NMR (CDCl3), �
14.80, 15.87, 63.13, 75.69, 89.30, 114.69, 152.22,
162.01, 175.13; IR (thin film), 2227 (CN), 1774, 1689
(C——O) cm� 1; MS (EI) m/z 212 (4, Mþ ), 118 (100), 88
(32), 74 (24), 57 (28); HRMS (EI), m/z calc. for
C9H12N2O4 212.0797, found 212.0801.
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ABSTRACT: The C—H bond dissociation energies (BDEs) of the methyl groups attached to a large number of
heterocyclic compounds are calculated using a carefully calibrated B3LYP method. These C—H bond dissociation
energies are important for evaluating the metabolic stability of the methyl groups in heterocyclic compounds that may
be used as drug candidates. It is found that the C—H BDEs of the methyl groups attached to diverse heterocycles can
dramatically vary from ca 80 to ca 100 kcal mol�1 (1 kcal¼ 4.184 kJ). Therefore, the benzylic positions of different
heterocycles may have remarkably different metabolic stabilities varying by �1012-fold. The heteroatoms in the
aromatic rings vary the benzylic BDEs either by delocalizing the spin or by changing the charge carried by the radical
center. N-Methyl groups have systematically higher C—H BDEs than C-methyl groups. NH, O and S groups have
similar effects on the benzylic C—H BDEs. A methyl group at the �-position relative to the NH, O and S groups
usually has a lower BDE than that at the �-position. On the other hand, the N group has a different effect on the
benzylic C—H BDEs. A methyl group at the �-position relative to N has a lower C—H BDE than that at the �-
position. There is a special aromatization effect associated with 1-methyl-2H-isoindole, 1-methylisobenzofuran, 1-
methylbenzo[c]thiophene and related compounds. This aromatization effect dramatically decreases the benzylic C—
H BDEs. Finally, an interesting QSAR model has been developed. This model not only can successfully predict the
benzylic C—H BDEs of diverse heterocyclic compounds, but also can clearly and quantitatively reveal the
mechanisms for the variation of the C—H BDEs. Copyright # 2004 John Wiley & Sons, Ltd.
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INTRODUCTION


Heterocyclic compounds are widely utilized in medicinal
chemistry for several reasons:1 (1) they have a specific
chemical reactivity, e.g. epoxides, aziridines and �-lac-
tams; (2) they resemble essential metabolites and can
provide false synthons in biosynthetic processes, e.g.
anti-metabolites used in the treatment of cancer and viral
diseases; (3) they fit biological receptors and block their
normal working; (4) they provide convenient building
blocks to which biologically active substituents can be
attached; (5) the introduction of heterocyclic groups into
drugs may affect their physical properties, e.g. the dis-
sociation constants of sulfonamide drugs, or modify their
pattern of absorption, metabolism or toxicity.


Recent advances in synthetic chemistry, especially
combinatorial methodology, have increased the number


of heterocyclic compounds considered as early drug
candidates by several orders of magnitude.2 However,
most of the drug candidates evolved from these technol-
ogies possess inappropriate pharmacokinetic properties,
such as undesirable metabolic stability, and therefore fail
during pre-clinical and clinical trials. In order to make
better promotion-to-development decisions, pharmaceu-
tical researchers have learned to utilize ADMET (absorp-
tion, distribution, metabolism, excretion and toxicity)
screening early in the drug discovery process to minimize
undesirable properties, and allow only candidates that
pass such tests to be developed further.3 There is also
increasing interest in the potential utility of computa-
tional models for the prediction of ADMET drug proper-
ties before a compound is ever synthesized.4


In the present study, we utilized the computational
approach to study the metabolic stability of the methyl
groups adjacent to aromatic rings in various heterocyclic
compounds. We consider this as an important subject
because methyl groups adjacent to aromatic rings are
known to undergo metabolic oxidations in many cases.
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Some examples of methyl oxidation of common drugs are
shown in Fig. 1.5 These methyl oxidation reactions have
been demonstrated by experiments to occur in phase I
(oxidative) metabolism where cytochrome P450 is parti-
cipant (Fig. 2).6 Experiments have also established that
the ease of these cytochrome P450 oxidation reactions
parallels the C—H bond dissociation energies (BDEs).7


Therefore, in order to understand the metabolic stabilities
of the methyl groups in heterocyclic compounds, we first
need to obtain accurate C—H BDEs.


There were two major purposes of the present study.
First, we wished to obtain reliable C—H BDEs of the
methyl groups in diverse heterocyclic compounds. Since
there has been very little work on these BDEs in the past,
we hope to provide systematic, comprehensive and high-
quality data that can help pharmaceutical researchers
evaluate the metabolic stability of candidate compounds.


Second, the structure–activity relationships (SARs) for
radical systems remain a challenging subject that has not
been fully elucidated.8 Systematic data for the C—H
BDEs of the methyl groups in heterocyclic compounds
present a unique opportunity to study the SARs of the
methyl radicals attached to diverse aromatic rings. The
present work is the first in our long-term series of studies
on the applications of modern quantum chemistry methods
to the chemoinformatics of biologically active molecules.


METHOD


All the quantum chemistry calculations were performed
using the Gaussian 03 program.9 Geometry optimization
was conducted using the UB3LYP/6–31G(d) method
without any constraint. Each optimized structure was
confirmed by frequency calculation to be the real mini-
mum without any imaginary vibrational frequency. The
enthalpy of each species was calculated using the follow-
ing equation:


H298 ¼ E þ ZPE þ Htrans þ Hrot þ Hvib ð1Þ


where ZPE is the zero point energy and Htrans, Hrot and
Hvib are the standard temperature correction terms calcu-
lated using equilibrium statistical mechanics with har-
monic oscillator and rigid rotor approximations.


RESULTS AND DISCUSSION


BDEs of five- and six-membered ring systems


Bond dissociation energy is defined as the gas-phase
enthalpy change of the following reaction at 298 K:10


A��� B ðgÞ ! A�ðgÞ þ B�ðgÞ ð2Þ


We have demonstrated recently using a large number of
experimental data that composite ab initio methods
including G3, CBS-Q and G3B3 can predict reliable
BDE values accurate to ca 1 kcal mol�1 (1 kcal¼
4.184 kJ).11 We have also shown that most current density
functional theory methods significantly underestimate the
BDEs by 4–5 kcal mol�1.11 Here we calculate the C—H
BDEs of the methyl groups attached to diverse five- and
six-membered heterocycles using both the G3B3 and
UB3LYP/6–311þ þG(2df,2p)//UB3LYP/6–31G(d) (ab-
breviated to B3LYP below) methods. The results are
given in Table 1.


Very few experimental or theoretical data can be found
to assess our theoretical results in Table 1. In fact, after a
careful literature research we only found the benzylic
C—H BDE of PhCH3, which is 89.6� 1.0 kcal mol�1


according to the most recent experimental measure-
ment.12 G3B3 provides a prediction of 91.1 kcal mol�1,
which is 1.5 kcal mol�1 higher than the experimental


Figure 1. Experimentally confirmed methyl oxidation of
common drugs


Figure 2. Proposed mechanism for the cytochrome P450-
Catalyzed oxidation of the methyl groups attached to aro-
matic rings
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Table 1. C—H BDEs of the methyl groups attached to diverse five- and six-membered heterocycles (kcalmol�1)


G3B3 Charge Charge BDE from
Parent molecule Structure Bond (recommended) B3LYPa (CH3)b (CH�


2)c Spind Eqn (5)


Pyrrole N1—CH2—H 93.6 89.9 0.255 0.197 0.813 94.3
C2—CH2—H 87.2 82.9 0.031 �0.020 0.638 89.0


C3—CH2—H 90.2 86.7 0.033 0.015 0.740 90.9
Furan C2—CH2—H 87.4 82.9 0.037 0.010 0.599 89.4


C3—CH2—H 90.9 87.3 0.042 0.040 0.720 91.8


Thiophene C2—CH2—H 87.8 82.9 0.048 0.035 0.590 88.9
C3—CH2—H 90.5 86.8 0.046 0.052 0.700 91.1


Imidazole N1—CH2—H 94.7 91.4 0.260 0.215 0.822 95.2
C2—CH2—H 90.4 85.7 0.039 0.018 0.649 90.6
C4—CH2—H 91.3 87.6 0.036 0.042 0.738 92.4
C5—CH2—H 88.7 84.3 0.037 �0.002 0.659 90.0


Oxazole C2—CH2—H 91.3 86.2 0.048 0.061 0.615 90.9
C4—CH2—H 91.6 87.9 0.048 0.066 0.719 93.3
C5—CH2—H 88.9 84.2 0.044 0.033 0.619 90.3


Thiazole C2—CH2—H 90.0 85.0 0.053 0.073 0.577 90.5
C4—CH2—H 91.5 87.5 0.052 0.080 0.693 92.7
C5—CH2—H 89.2 84.2 0.053 0.059 0.607 89.8


Pyrazole N1—CH2—H 94.9 91.3 0.269 0.232 0.799 95.8
C3—CH2—H 92.5 88.7 0.040 0.063 0.748 92.4
C4—CH2—H 91.6 87.7 0.040 0.038 0.767 91.8
C5—CH2—H 90.3 85.8 0.044 0.030 0.682 90.0


Isoxazole C3—CH2—H 94.1 90.2 0.058 0.108 0.738 93.3
C4—CH2—H 92.5 88.4 0.053 0.060 0.739 92.7
C5—CH2—H 90.9 86.1 0.053 0.073 0.640 90.3


Isothiazole C3—CH2—H 92.2 88.4 0.052 0.097 0.707 92.7
C4—CH2—H 91.5 87.4 0.053 0.072 0.714 92.1
C5—CH2—H 89.8 85.0 0.055 0.081 0.623 89.8


1,2,3-Triazole N1—CH2—H 96.5 92.3 0.279 0.266 0.804 96.8
C4—CH2—H 93.7 89.4 0.048 0.067 0.756 93.4
C5—CH2—H 91.7 86.8 0.053 0.052 0.692 90.9


1,2,3-Oxadiazole C4—CH2—H 93.9 88.7 0.058 0.080 0.731 94.6
C5—CH2—H 92.4 87.6 0.063 0.087 0.632 92.0


1,2,3-Thiadiazole C4—CH2—H 93.9 88.6 0.060 0.095 0.697 94.2
C5—CH2—H 91.0 85.6 0.066 0.107 0.623 91.6


1,2,4-Triazole N1—CH2—H 95.7 92.1 0.276 0.268 0.804 96.8
C3—CH2—H 93.7 89.9 0.049 0.093 0.750 94.0
C5—CH2—H 92.8 88.3 0.033 0.085 0.702 91.5


Continues
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Table 1. Continued


G3B3 Charge Charge BDE from
Parent molecule Structure Bond (recommended) B3LYPa (CH3)b (CH2


�)c Spind Eqn (5)


1,2,4-Oxadiazole C3—CH2—H 94.8 91.2 0.067 0.134 0.721 94.9
C5—CH2—H 94.4 89.5 0.065 0.127 0.686 91.9


1,2,4-Thiadiazole C3—CH2—H 93.3 89.5 0.062 0.129 0.704 94.3
C5—CH2—H 91.6 86.8 0.064 0.124 0.632 91.4


2H-1,2,3-Triazole N2—CH2—H 95.3 91.1 0.287 0.278 0.764 97.4
C4—CH2—H 93.3 89.2 0.049 0.077 0.747 93.4


1,2,5-Oxadiazole C3—CH2—H 94.6 90.1 0.068 0.119 0.712 94.3


1,2,5-Thiadiazole C3—CH2—H 92.5 88.0 0.061 0.106 0.691 93.6


4H-1,2,4-Triazole N4—CH2—H 95.9 92.4 0.269 0.236 0.836 96.2
C3—CH2—H 92.9 88.2 0.050 0.059 0.691 91.5


1,3,4-Oxadiazole C2—CH2—H 93.6 88.7 0.060 0.093 0.666 91.9


1,3,4-Thiadiazole C2—CH2—H 92.8 87.4 0.064 0.114 0.641 91.4


2H-Tetrazole N2—CH2—H 96.9 92.5 0.298 0.312 0.761 98.3
C5—CH2—H 95.4 90.8 0.060 0.109 0.760 94.9


1,2,3,5-Oxatriazole C4—CH2—H 95.6 90.3 0.076 0.138 0.698 95.8


1,2,3,5-Thiatriazole C4—CH2—H 94.8 89.4 0.070 0.138 0.674 95.2


Benzene C1—CH2—H 91.1 86.6 0.039 0.069 0.700 90.9


Pyridine C2—CH2—H 92.9 88.1 0.042 0.113 0.705 92.4
C3—CH2—H 91.9 86.9 0.045 0.082 0.702 91.8
C4—CH2—H 92.6 87.8 0.047 0.108 0.722 91.4


Continues
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value. B3LYP provides a prediction of 86.6 kcal mol�1,
which is 3.0 kcal mol�1 lower than the experimental
value. This is in agreement with our previous finding
that G3B3 is superior to B3LYP in predicting BDEs.


Further analysis of Table 1 reveals that all the B3LYP
BDE values are lower than the G3B3 data. The average
difference between them is 4.6 kcal mol�1, indicating that
the B3LYP method significantly underestimate the BDEs.
Nonetheless, the underestimation by the B3LYP method
is largely systematic because the B3LYP BDEs correlate
well with the G3B3 BDEs. The correlation equation is


BDEðG3B3Þ ¼ 10:2 þ 0:936BDEðB3LYPÞ ð3Þ


The correlation coefficient (r) is 0.938 and the standard
deviation of the correlation is 0.8 kcal mol�1 for 69 BDE
values (see Fig. 3). Therefore, we can still use the
relatively cheap B3LYP method to calculate the BDEs
by using Eqn (3).


BDEs of bicyclic systems


In addition to monocyclic heterocycles, bicyclic hetero-
cyclic compounds are also widely utilized in pharmaceu-


tical chemistry. Hence it is important to know the C—H
BDEs of the methyl groups attached to these systems.
Unfortunately, because these systems contain more than
nine non-hydrogen atoms, the G3B3 method cannot be
used to handle them. We can only use the B3LYP method
to calculate the BDEs. By using Eqn (3), we correct
the B3LYP data to the ‘recommended’ BDEs as shown
in Table 2. Adding the error of the G3B3 method


Table 1. Continued


G3B3 Charge Charge BDE from
Parent molecule Structure Bond (recommended) B3LYPa (CH3)b (CH�


2)c Spind Eqn (5)


Pyridazine C3—CH2—H 94.8 88.8 0.052 0.125 0.723 93.4
C4—CH2—H 93.3 87.5 0.055 0.124 0.701 92.3


Pyrimidine C2—CH2—H 94.3 89.5 0.049 0.150 0.722 94.0
C4—CH2—H 94.1 89.2 0.051 0.143 0.727 93.0
C5—CH2—H 92.6 87.4 0.052 0.099 0.709 92.7


Pyrazine C2—CH2—H 93.4 87.9 0.048 0.120 0.691 93.4


1,3,5-Triazine C2—CH2—H 95.5 90.5 0.060 0.182 0.742 94.5


1,2,4-Triazine C3—CH2—H 96.2 89.8 0.059 0.161 0.720 94.9
C5—CH2—H 94.8 88.6 0.060 0.164 0.692 93.9
C6—CH2—H 95.1 88.7 0.059 0.141 0.705 94.3


1,2,3-Triazine C4—CH2—H 95.9 89.2 0.062 0.162 0.711 93.9
C5—CH2—H 94.0 87.5 0.064 0.145 0.684 93.3


a B3LYP means the UB3LYP/6–311þ þG(2df,2p)//UB3LYP/6–31G(d) method.
b NPA charge carried by the CH3 group before homolysis.
c NPA charge by the CH�


2 group after homolysis.
d Spin carried by CH�


2. NPA charges and spins were obtained using the UB3LYP/6–311þþG(2df,2p)//UB3LYP/6–31G(d) method.


Figure 3. The correlation between the G3B3 and B3LYP
BDEs for the C—H bond on the methyl group attached to
five- and six-membered heterocycles
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Table 2. C—H BDEs of the methyl groups attached to diverse bicyclic heterocycles (kcalmol�1)


Name of the parent Recommended Charge Charge BDE from
molecule Structure Bond BDEa B3LYPb (CH3)c (CH�


2)d Spine Eqn (5)


Thieno[2,3-b]furan C2—CH2—H 87.0 82.1 0.041 0.010 0.546 88.1
C3—CH2—H 91.2 86.5 0.049 0.047 0.680 90.0
C4—CH2—H 90.2 85.5 0.051 0.057 0.646 89.6
C5—CH2—H 87.0 82.1 0.045 0.022 0.556 87.8


Imidazo[2,1-b]thiazole C2—CH2—H 88.7 83.9 0.057 0.041 0.582 88.8
C3—CH2—H 89.1 84.3 0.061 0.033 0.563 88.7
C5—CH2—H 88.2 83.3 0.041 �0.012 0.639 88.2
C6—CH2—H 91.6 87.0 0.042 0.048 0.680 91.2


1H-Pyrazolo[4,3-d]oxazole N1—CH2—H 95.4 91.0 0.278 0.233 0.807 96.2
C3—CH2—H 92.8 88.2 0.055 0.091 0.709 91.8
C5—CH2—H 88.8 84.0 0.054 0.053 0.532 90.1


4H-Imidazo[4,5-d]thiazole C2—CH2—H 86.2 81.2 0.053 0.045 0.464 89.8
N4—CH2—H 96.0 91.7 0.274 0.235 0.819 94.4
C5—CH2—H 88.4 83.5 0.049 0.025 0.539 89.9


1H-Indole N1—CH2—H 93.4 88.9 0.251 0.175 0.795 92.9
C2—CH2—H 87.9 83.0 0.038 0.001 0.559 88.1
C3—CH2—H 90.0 85.3 0.032 0.008 0.690 89.5
C4—CH2—H 89.8 85.1 0.033 0.049 0.641 89.2
C5—CH2—H 91.0 86.3 0.032 0.043 0.707 90.0
C6—CH2—H 89.9 85.2 0.033 0.042 0.674 89.7
C7—CH2—H 90.2 85.5 0.029 0.022 0.642 89.8


Benzofuran C2—CH2—H 87.6 82.7 0.044 0.027 0.535 88.4
C3—CH2—H 91.1 86.4 0.042 0.039 0.677 90.0
C4—CH2—H 90.2 85.5 0.037 0.061 0.656 89.3
C5—CH2—H 91.4 86.8 0.037 0.057 0.717 90.4
C6—CH2—H 90.2 85.5 0.039 0.061 0.673 89.5
C7—CH2—H 91.1 86.4 0.048 0.075 0.677 90.6


Benzo[b]thiophene C2—CH2—H 88.1 83.2 0.049 0.050 0.559 88.0
C3—CH2—H 90.4 85.7 0.048 0.047 0.646 89.7
C4—CH2—H 90.4 85.7 0.037 0.065 0.636 89.1
C5—CH2—H 91.4 86.7 0.039 0.063 0.694 90.1
C6—CH2—H 90.3 85.6 0.040 0.064 0.672 89.3
C7—CH2—H 91.2 86.5 0.046 0.072 0.663 90.0


2H-Isoindole N2—CH2—H 94.6 90.2 0.262 0.233 0.787 93.3
C1—CH2—H 82.4 77.2 0.029 �0.050 0.461 82.5
C4—CH2—H 88.1 83.2 0.029 0.027 0.542 89.2
C5—CH2—H 89.3 84.5 0.031 0.032 0.612 90.4


Isobenzofuran C1—CH2—H 80.3 74.9 0.038 �0.008 0.359 82.9
C4—CH2—H 87.4 82.5 0.036 0.047 0.496 89.3
C5—CH2—H 88.6 83.8 0.037 0.052 0.566 90.4


Benzo[c]thiophene C1—CH2—H 81.8 76.5 0.045 0.028 0.371 82.4
C4—CH2—H 88.0 83.1 0.034 0.049 0.515 89.1
C5—CH2—H 88.8 84.0 0.038 0.058 0.584 90.1


Continues
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Table 2. Continued


Name of the parent Recommended Charge Charge BDE from
molecule Structure Bond BDEa B3LYPb (CH3)c (CH�


2)d Spine Eqn (5)


Indolizine C1—CH2—H 88.4 83.5 0.034 �0.007 0.639 89.5
C2—CH2—H 91.6 87.0 0.039 0.047 0.715 90.3
C3—CH2—H 86.3 81.3 0.030 �0.041 0.553 87.6
C5—CH2—H 87.0 82.1 0.043 0.000 0.446 87.9
C6—CH2—H 90.5 85.8 0.044 0.038 0.652 89.9
C7—CH2—H 87.6 82.7 0.039 0.027 0.559 89.3
C8—CH2—H 89.0 84.2 0.048 0.058 0.553 89.8


Pyrazolo[1,5-a]pyridine C2—CH2—H 93.2 88.7 0.047 0.080 0.738 91.5
C3—CH2—H 90.1 85.4 0.041 0.014 0.692 90.4
C4—CH2—H 89.4 84.6 0.052 0.070 0.587 90.3
C5—CH2—H 89.7 84.9 0.045 0.063 0.621 89.8
C6—CH2—H 91.0 86.4 0.048 0.056 0.691 90.5
C7—CH2—H 89.1 84.3 0.067 0.083 0.525 88.8


Imidazo[1,2-a]pyridine C2—CH2—H 92.6 88.0 0.042 0.068 0.704 91.5
C3—CH2—H 88.3 83.4 0.037 �0.024 0.600 89.0
C5—CH2—H 88.4 83.6 0.049 0.033 0.519 88.5
C6—CH2—H 91.4 86.7 0.048 0.059 0.690 90.4
C7—CH2—H 89.5 84.7 0.045 0.060 0.618 89.9
C8—CH2—H 89.8 85.0 0.064 0.111 0.590 90.7


1H-Indazole N1—CH2—H 94.0 89.6 0.264 0.209 0.783 94.4
C3—CH2—H 91.4 86.8 0.044 0.060 0.658 91.0
C4—CH2—H 89.9 85.2 0.040 0.072 0.633 89.7
C5—CH2—H 91.2 86.5 0.038 0.052 0.699 90.4
C6—CH2—H 90.7 86.0 0.040 0.070 0.674 89.8
C7—CH2—H 90.1 85.4 0.039 0.049 0.633 90.3


Benzo[d]isoxazole C3—CH2—H 93.4 88.9 0.063 0.109 0.682 91.9
C4—CH2—H 90.3 85.6 0.048 0.089 0.647 89.8
C5—CH2—H 91.7 87.1 0.043 0.069 0.708 90.8
C6—CH2—H 91.0 86.3 0.047 0.090 0.673 89.9
C7—CH2—H 91.1 86.4 0.059 0.101 0.660 91.2


Benzo[d]isothiazole C3—CH2—H 91.7 87.1 0.053 0.096 0.652 91.3
C4—CH2—H 90.5 85.8 0.043 0.077 0.623 89.7
C5—CH2—H 91.4 86.8 0.043 0.070 0.701 90.5
C6—CH2—H 91.0 86.3 0.046 0.087 0.660 89.7
C7—CH2—H 91.2 86.6 0.051 0.082 0.643 90.6


2H-Indazole N2—CH2—H 94.9 90.5 0.277 0.271 0.747 94.9
C3—CH2—H 85.6 80.6 0.046 0.001 0.521 83.5
C4—CH2—H 88.6 83.8 0.036 0.053 0.573 89.7
C5—CH2—H 89.9 85.2 0.035 0.052 0.642 90.4
C6—CH2—H 90.2 85.5 0.037 0.063 0.650 90.5
C7—CH2—H 88.7 83.9 0.047 0.083 0.569 90.1


Benzo[c]isoxazole C3—CH2—H 84.0 78.9 0.056 0.041 0.404 83.8
C4—CH2—H 87.8 82.9 0.046 0.078 0.514 89.8
C5—CH2—H 89.0 84.2 0.043 0.073 0.588 90.8
C6—CH2—H 89.8 85.0 0.046 0.089 0.601 90.9
C7—CH2—H 87.9 83.0 0.056 0.111 0.513 90.2


Benzo[c]isothiazole C3—CH2—H 84.5 79.4 0.054 0.063 0.415 83.3
C4—CH2—H 88.4 83.6 0.038 0.066 0.537 89.7
C5—CH2—H 89.5 84.7 0.042 0.078 0.593 90.5
C6—CH2—H 89.6 84.8 0.044 0.085 0.599 90.6
C7—CH2—H 88.4 83.6 0.053 0.110 0.531 90.1


1H-Benzoimidazole N1—CH2—H 95.3 90.9 0.257 0.201 0.812 93.8
C2—CH2—H 91.1 86.4 0.047 0.050 0.615 89.6
C4—CH2—H 90.4 85.7 0.050 0.093 0.657 90.1
C5—CH2—H 91.4 86.7 0.036 0.055 0.706 89.8
C6—CH2—H 90.5 85.8 0.037 0.053 0.679 90.5
C7—CH2—H 90.5 85.8 0.035 0.040 0.664 90.3


Benzoxazole C2—CH2—H 91.2 86.6 0.056 0.077 0.577 90.0
C4—CH2—H 91.4 86.8 0.055 0.087 0.684 90.2
C5—CH2—H 90.7 86.0 0.042 0.070 0.676 90.9
C6—CH2—H 91.6 87.0 0.041 0.068 0.715 89.9
C7—CH2—H 91.4 86.7 0.055 0.087 0.684 91.2
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Table 2. Continued


Name of the parent Recommended Charge Charge BDE from
molecule Structure Bond BDEa B3LYPb (CH3)c (CH�


2)d Spine Eqn (5)


Benzothiazole C2—CH2—H 90.7 86.0 0.057 0.093 0.584 89.5
C4—CH2—H 91.2 86.6 0.055 0.076 0.674 90.1
C5—CH2—H 90.7 86.0 0.042 0.073 0.677 90.6
C6—CH2—H 91.5 86.9 0.043 0.073 0.710 89.7
C7—CH2—H 91.4 86.7 0.049 0.076 0.674 90.6


1H-Pyrrolo[2,3-c]pyridine N1—CH2—H 94.2 89.8 0.257 0.189 0.803 93.4
C2—CH2—H 89.0 84.2 0.045 0.029 1.224 88.5
C3—CH2—H 90.7 86.0 0.038 0.024 0.708 89.9
C4—CH2—H 90.3 85.6 0.041 0.062 0.636 90.1
C5—CH2—H 92.4 87.8 0.034 0.071 0.700 91.5
C7—CH2—H 91.8 87.2 0.033 0.067 0.656 91.3


Thieno[3,2-c]pyridine C2—CH2—H 88.3 83.4 0.053 0.062 0.554 88.4
C3—CH2—H 90.8 86.1 0.054 0.062 0.649 90.3
C4—CH2—H 91.7 87.1 0.043 0.103 0.667 90.7
C6—CH2—H 91.5 86.9 0.042 0.094 0.670 90.9
C7—CH2—H 91.4 86.8 0.052 0.082 0.666 91.0


3H-Imidazo[4,5-b]pyridine C2—CH2—H 91.1 86.4 0.052 0.067 0.604 90.2
N3—CH2—H 95.8 91.5 0.271 0.231 0.828 94.7
C5—CH2—H 91.2 86.6 0.040 0.088 0.672 91.3
C6—CH2—H 92.2 87.6 0.043 0.065 0.720 91.5
C7—CH2—H 91.4 86.7 0.058 0.126 0.669 90.6


Imidazo[1,2-b]pyridazine C2—CH2—H 92.3 87.7 0.046 0.083 0.682 92.0
C3—CH2—H 89.2 84.4 0.055 0.041 0.631 89.5
C6—CH2—H 92.8 88.3 0.056 0.115 0.683 91.9
C7—CH2—H 89.5 84.7 0.052 0.075 0.599 90.8
C8—CH2—H 90.7 86.0 0.073 0.151 0.605 91.2


[1,2,4]Triazolo C2—CH2—H 94.7 90.3 0.058 0.124 0.726 93.6
[1,5-a]pyrimidine C5—CH2—H 92.4 87.8 0.056 0.141 0.662 91.9


C6—CH2—H 92.5 87.9 0.061 0.087 0.708 91.8
C7—CH2—H 91.4 86.8 0.082 0.143 0.615 89.9


6H-Pyrrolo[3,4-b]pyrazine C1—CH2—H 90.2 85.5 0.042 0.096 0.576 92.5
C5—CH2—H 83.7 78.5 0.047 0.013 0.452 84.0
N6—CH2—H 94.8 90.4 0.271 0.261 0.751 94.4


5H-Imidazo[4,5-c]pyridazine C3—CH2—H 92.7 88.1 0.049 0.106 0.709 92.2
C4—CH2—H 91.6 87.0 0.052 0.096 0.662 91.8
N5—CH2—H 96.1 91.8 0.267 0.220 0.821 94.8
C6—CH2—H 92.3 87.7 0.058 0.098 0.630 90.6


Imidazo[1,2-b][1,2,4]triazine C2—CH2—H 92.3 87.7 0.062 0.130 0.654 92.9
C3—CH2—H 89.6 84.8 0.057 0.115 0.531 92.4
C6—CH2—H 91.9 87.3 0.052 0.109 0.644 92.6
C7—CH2—H 88.9 84.1 0.059 0.056 0.601 90.0


9H-Purine N9—CH2—H 96.2 91.9 0.277 0.244 0.832 95.2
C8—CH2—H 91.5 86.9 0.057 0.084 0.610 90.6
C6—CH2—H 92.5 87.9 0.061 0.158 0.675 92.2
C2—CH2—H 92.9 88.4 0.048 0.128 0.693 92.9


Oxazolo[5,4-d]pyrimidine C2—CH2—H 91.7 87.1 0.067 0.113 0.582 90.9
C5—CH2—H 93.0 88.5 0.056 0.146 0.679 93.0
C7—CH2—H 92.8 88.2 0.067 0.168 0.678 92.3


Thiazolo[5,4-d]pyrimidine C2—CH2—H 91.1 86.4 0.063 0.121 0.598 90.5
C5—CH2—H 93.1 88.6 0.055 0.146 0.674 92.8
C7—CH2—H 92.7 88.1 0.066 0.171 0.677 92.2
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Table 2. Continued


Name of the parent Recommended Charge Charge BDE from
molecule Structure Bond BDEa B3LYPb (CH3)c (CH�


2)d Spine Eqn (5)


1H-Pyrazolo[3,4-d]pyrimidine N1—CH2—H 95.6 91.2 0.283 0.255 0.796 95.8
C3—CH2—H 91.7 87.1 0.054 0.090 0.657 92.1
C4—CH2—H 92.8 88.2 0.056 0.154 0.686 91.8
C6—CH2—H 93.3 88.8 0.052 0.145 0.687 92.9


1H-Pyrazolo[4,3-d]pyrimidine C1—CH2—H 92.0 87.4 0.274 0.108 0.657 92.4
N3—CH2—H 94.7 90.3 0.061 0.234 0.777 95.5
C7—CH2—H 91.9 87.3 0.049 0.129 0.655 92.4
C5—CH2—H 94.2 89.7 0.051 0.129 0.701 93.5


1H-[1,2,3]Triazolo N3—CH2—H 96.3 92.0 0.291 0.287 0.795 96.5
[4,5-d]pyrimidine C7—CH2—H 92.7 88.1 0.070 0.187 0.672 93.0


C5—CH2—H 93.6 89.1 0.058 0.159 0.677 94.1


Imidazo[5,1-d][1,2,3,5]tetrazine C4—CH2—H 91.9 87.3 0.073 0.107 0.626 91.5
C6—CH2—H 88.9 84.1 0.059 0.057 0.519 90.7
C8—CH2—H 89.1 84.3 0.067 0.130 0.507 92.9


Naphthalene C1—CH2—H 90.2 85.5 0.033 0.054 0.592 89.5
C2—CH2—H 90.4 85.7 0.041 0.070 0.669 90.0


Quinoline C2—CH2—H 92.3 87.7 0.043 0.112 0.676 91.5


C3—CH2—H 90.6 85.9 0.047 0.080 0.648 90.9
C4—CH2—H 91.2 86.6 0.045 0.101 0.627 90.0
C5—CH2—H 90.1 85.4 0.037 0.066 0.606 90.0
C6—CH2—H 90.6 85.9 0.043 0.078 0.661 90.4
C7—CH2—H 90.9 86.2 0.037 0.086 0.663 90.5
C8—CH2—H 89.8 85.1 0.044 0.114 0.615 90.4


Isoquinoline C1—CH2—H 90.5 85.8 0.040 0.092 0.653 91.0
C3—CH2—H 92.8 88.2 0.042 0.080 0.601 91.5
C4—CH2—H 90.2 85.5 0.042 0.068 0.606 90.4
C5—CH2—H 90.0 85.3 0.038 0.092 0.661 89.9
C6—CH2—H 90.9 86.2 0.045 0.067 0.657 90.2
C7—CH2—H 91.4 86.7 0.044 0.085 0.606 90.4
C8—CH2—H 89.8 85.0 0.044 0.105 0.610 90.0


Cinnoline C3—CH2—H 92.1 87.5 0.050 0.112 0.675 92.5
C4—CH2—H 90.5 85.8 0.052 0.114 0.596 90.9
C5—CH2—H 89.9 85.2 0.040 0.083 0.604 90.4
C6—CH2—H 90.6 85.9 0.049 0.106 0.643 90.6
C7—CH2—H 90.9 86.2 0.049 0.100 0.661 90.9
C8—CH2—H 89.8 85.1 0.061 0.136 0.562 90.9


Quinazoline C3—CH2—H 93.3 88.8 0.049 0.142 0.678 90.8
C4—CH2—H 93.0 88.5 0.048 0.146 0.644 90.7
C5—CH2—H 90.0 85.3 0.042 0.085 0.615 90.8
C6—CH2—H 90.8 86.1 0.047 0.088 0.668 92.5
C7—CH2—H 91.2 86.5 0.049 0.109 0.663 90.9
C8—CH2—H 90.0 85.3 0.055 0.122 0.602 90.9


Quinoxaline C2—CH2—H 91.6 87.0 0.050 0.126 0.646 91.9
C5—CH2—H 89.9 85.2 0.052 0.111 0.587 90.4
C6—CH2—H 90.8 86.1 0.047 0.099 0.648 90.6


Phthalazine C1—CH2—H 92.8 88.2 0.048 0.128 0.647 93.1
C5—CH2—H 90.6 85.9 0.045 0.093 0.626 91.6
C6—CH2—H 91.2 86.6 0.050 0.103 0.666 90.5


[1,5]Naphthyridine C2—CH2—H 92.4 87.8 0.046 0.124 0.671 92.0
C3—CH2—H 91.7 87.1 0.061 0.101 0.644 91.5
C4—CH2—H 90.3 85.6 0.050 0.148 0.616 90.9
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(ca 1 kcal mol�1)11 and the standard deviation of Eqn (3)
(0.8 kcal mol�1) together, we consider that the error for the
‘recommended’ BDEs in Table 2 is about 2 kcal mol�1.


Structure–activity relationships


From the data in Tables 1 and 2, we find that the C—H
BDEs of the methyl groups attached to diverse hetero-
cycles vary dramatically. The lowest C—H BDE
(80.3 kcal mol�1) is observed for 1-methylisobenzofuran
and the highest (96.9 kcal mol�1) for 2-methyl-2H-tetra-
zole. The difference between these two values is
16.6 kcal mol�1, which means that the H-abstraction
reaction for 1-methylisobenzofuran is about 1.5� 1012


times faster than that for 2-methyl-2H-tetrazole. The


transition-state theory with the transmission coefficient
equated to unity [i.e. k ¼ ðkBT=hÞexp ��G6¼=RT


� �
] was


used calculate the H-abstraction reaction rates. There-
fore, the stability of the methyl group towards metabolic
oxidation reactions is very different when it is attached to
different positions of heterocycles. This is clearly an
important piece of information for drug design.


What factors change the benzylic C—H BDEs of
different heterocycles so dramatically? First, we find
that increasing the ring size generally decreases the
C—H BDEs. For example, the benzylic C—H BDE of
toluene is 91.1 kcal mol�1, whereas those of naphthalene
are 90.2 (�-position) and 90.4 kcal mol�1 (�-position),
respectively. Also, the average benzylic C—H BDE for
monocyclic heterocycles (i.e. BDEs in Table 1) is
92.8 kcal mol�1, whereas the average benzylic C—H


Table 2. Continued


Name of the parent Recommended Charge Charge BDE from
molecule Structure Bond BDEa B3LYPb (CH3)c (CH�


2)d Spine Eqn (5)


[1,6]Naphthyridine C2—CH2—H 92.7 88.1 0.049 0.137 0.688 91.7
C3—CH2—H 90.7 86.0 0.051 0.091 0.647 91.3
C4—CH2—H 91.4 86.8 0.052 0.121 0.633 90.5
C5—CH2—H 91.5 86.9 0.040 0.112 0.623 91.6
C7—CH2—H 91.7 87.1 0.045 0.111 0.655 92.1
C8—CH2—H 90.0 85.3 0.058 0.123 0.608 91.3


[1,8]Naphthyridine C2—CH2—H 92.5 87.9 0.047 0.131 0.687 92.1
C3—CH2—H 90.9 86.2 0.050 0.094 0.648 91.3
C4—CH2—H 91.4 86.7 0.047 0.106 0.642 90.5


Pyrido[2,3-d]pyrimidine C2—CH2—H 93.6 89.1 0.054 0.160 0.687 93.6
C4—CH2—H 93.1 88.6 0.050 0.151 0.665 92.1
C5—CH2—H 91.5 86.9 0.053 0.128 0.652 91.1
C6—CH2—H 91.0 86.3 0.054 0.104 0.654 91.7
C7—CH2—H 92.9 88.4 0.053 0.155 0.692 92.3


Pyrazino[2,3-d]pyridazine C2—CH2—H 92.2 87.6 0.062 0.158 0.638 93.1
C5—CH2—H 91.9 87.3 0.067 0.178 0.629 94.1


Pyrimido[5,4-d]pyrimidine C2—CH2—H 93.6 89.1 0.058 0.165 0.663 93.9
C4—CH2—H 91.9 87.3 0.231 0.201 0.638 92.9


Pteridine C2—CH2—H 93.4 88.9 0.057 0.172 0.677 94.1
C4—CH2—H 92.6 88.0 0.068 0.169 0.656 93.0
C6—CH2—H 91.8 87.2 0.058 0.149 0.633 93.3
C7—CH2—H 92.5 87.9 0.062 0.169 0.656 93.2


Azulene C1—CH2—H 86.6 81.6 0.040 0.101 0.473 90.0
C2—CH2—H 84.9 79.8 0.032 0.015 0.477 89.2
C4—CH2—H 90.1 85.4 0.050 0.115 0.554 89.7
C5—CH2—H 86.8 81.8 0.041 0.041 0.488 89.9
C6—CH2—H 88.3 83.4 0.046 0.101 0.507 90.0


a Recommended BDEs are calculated using Eqn (3).
b B3LYP means the UB3LYP/6–311þþG(2df,2p)//UB3LYP/6–31G(d) method.
c NPA charge carried by the CH3 group before homolysis.
d NPA charge carried by the CH�


2 group after homolysis.
e Spin carried by CH�


2. NPA charges and spins were obtained using the UB3LYP/6–311þþG(2df,2p)//UB3LYP/6–31G(d) method.
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BDE for bicyclic heterocycles (i.e. BDEs in Table 2) is
90.7 kcal mol�1. The ring size effect on benzylic C—H
BDEs can be readily explained by the spin delocalization
effect.13 Since all the ring atoms can participate in
delocalizing the spin of the benzylic radical, more ring
atoms clearly result in a lower C—H BDE.


The second factor for the variation of the benzylic C—
H BDEs is atom to which the methyl group is attached.
Two choices are available for the methyl group in the
usual aromatic heterocycles, namely the carbon atom and
nitrogen atom, respectively. It is found that a C-methyl
group usually has a lower BDE than an N-methyl group.
For instance, the benzylic C—H BDE of N-methylpyr-
role is 93.6 kcal mol�1 whereas those of 2- and 3-methyl-
pyrrole are 87.2 and 90.2 kcal mol�1, respectively. Also,
the average C—H BDE for the C-methyl groups in
Tables 1 and 2 is 90.8 kcal mol�1, whereas that for the
N-methyl groups atom is 95.5 kcal mol�1. The reason for
the higher C—H BDEs in the N-methyl compounds is
that the radical center is electron deficient. Since nitrogen
is more electronegative than carbon, attaching N to an
electron-deficient radical is less favorable than attaching
C to the same place. (For a more detailed explanation
about the destabilization effect of attaching electronega-
tive atoms to radical centers, see Ref. 14).


The third factor affecting for the variation of the
benzylic C—H BDEs is the relative position of the
methyl group with respect to the heteroatoms in the
ring. Four types of heteroatom groups are identified,
namely NH, O, S and N. It is worth noting that NH is
different from N. It is found that the methyl group at the
�-position relative to the NH, O and S groups usually
has a lower BDE than that at the �-position. For example,
the benzylic C—H BDE of 2-methylpyrrole is
87.2 kcal mol�1 whereas that of 3-methylpyrrole is 90.2
kcal mol�1. Also the benzylic C—H BDE of 2-methyl-
furan is 87.4 kcal mol�1 whereas that of 3-methylfuran is
90.9 kcal mol�1. This �- and �-effect is readily explained
by resonance theory. As shown in Fig. 4, the 2-methyl-
pyrrole radical has three major resonance forms whereas
the 3-methylpyrrole radical has only two.


Compared with NH, O and S, the N group has a
different effect on the benzylic C—H BDEs. Here, a


methyl group at the �-position relative to N has a lower
C—H BDE than that at the �-position. For instance, the
benzylic C—H BDE of 3-methylpyridine is
91.9 kcal mol�1 whereas that of 2-methylpyridine is
92.9 kcal mol�1. The reason for this special �- and �-
effect is again readily explained by resonance theory. As
shown in Fig. 5, the 2-methylpyridine radical has one
resonance form in which the radical is located at the
nitrogen atom, but this does not occur with the 3-
methylpyridine radical. Since it is easier to oxidize
carbon than nitrogen, it is understandable that a radical
on nitrogen is not as favorable as a radical on carbon.
Hence 2-methylpyridine has a higher benzylic C—H
BDE than 3-methylpyridine.


It is worth noting that the �- and �-effect can also be
seen at the remote positions. Here, instead of considering
the �- or �-effect, we count the shortest distance between
the methyl group and the heteroatom as the number of
chemical bonds. For instance, in both 4- and 6-methyl-
1H-indole, the shortest distance between the methyl
group and the NH group is four chemical bonds (see
Fig. 6). Similarly, in both 3- and 7-methyl-1H-indole, the
shortest distance between the methyl group and the NH
group is three chemical bonds. Because of these dis-
tances, 4- and 6-methyl-1H-indole have very similar
benzylic C—H BDEs, i.e. 89.8 and 89.9 kcal mol�1,
respectively. Also, 3- and 7-methyl-1H-indole have very
similar benzylic C—H BDEs, i.e. 90.0 and
90.2 kcal mol�1, respectively. Compared with these va-
lues, the benzylic C—H BDEs of 2-methyl-1H-indole
(methyl–NH distance¼ two bonds) and 5-methyl-1H-
indole (methyl–NH distance¼ five bonds) are 87.9 and
91.0 kcal mol�1, respectively.


In addition to the above factors, we find that the
benzylic C—H BDEs for 1-methyl-2H-isoindole (82.4
kcal mol�1), 1-methylisobenzofuran (80.3 kcal mol�1),


Figure 4. Resonance forms of 2- and 3-methylpyrrole
radicals


Figure 5. Resonance forms of 2- and 3-methylpyridine
radicals


Figure 6. Counting the shortest distance between the
methyl group and heteroatoms
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1-methylbenzo[c]thiophene (81.8 kcal mol�1) and com-
pounds similar to them are considerably lower than those
for any other types of heterocyclic compounds. Further
analysis of these compounds reveals a special resonance
effect, as shown in Fig. 7, namely that in the radical form
the compound may have a full benzene ring in one of its
resonance forms. However, this full benzene ring reso-
nance form is not available to the parent compound
before homolysis. Therefore, from the parent molecule
to the radical there is some ‘aromatization’ effect, which
lowers the benzylic C—H BDEs of these compounds
significantly.


Charges and spins


In order to obtain a better understanding of the C—H
BDEs, we use the natural bond orbital (NBO) partitioning
technique developed by Reed et al.15 to analyze the
charge and spin distributions of the heterocyclic systems.
First we obtain the NPA (natural population analysis)
charges carried by the CH3 groups in the heterocyclic
compounds before homolysis. The results are shown in
Fig. 8. It is found that the C—H BDEs should be
categorized into two dramatically different groups, one
containing all the C-methyl heterocycles and the other all
the N-methyl heterocycles. There appears to be some
positive correlation between the charges and the BDEs.


Next we calculate the charge carried by the CH�
2 groups


after the homolysis. The results are shown in Fig. 9. It is
clear that the benzylic C—H BDEs have a positive
correlation with the charges on CH�


2. Comparing Fig. 9
with Fig. 8, we find that the charges on CH�


2 are usually
more positive than the charges on CH3. This demon-
strates that the radical center is electron deficient. Since it
is energetically unfavorable to put more positive charge
on an electron-deficient center, it is understandable that
more positive charges on CH�


2 lead to higher C—H
BDEs.


Finally, we calculate the spins carried by the CH�
2


groups after homolysis. The results are shown in Fig.
10. It is clear that most CH�


2 groups carry a spin of only
0.6–0.8 a.u. Hence the remaining spin must be deloca-
lized into the heterocyclic ring. More spin delocalization
results in a more stable radical.13 Therefore, it is not
surprising to observe a clear positive correlation between
the benzylic C—H BDEs and the spins on CH�


2 in Fig. 10.
In an extreme case (1-methyl-isobenzofuran radical), the
spin carried by the CH�


2 group is only as large as 0.36 a.u.
This is again due to the highly favorable ‘aromatization’
effect that occurs in the homolysis.


Figure 7. Resonance forms of the 1-methyl-2H-isoindole
radical


Figure 8. C—H BDEs vs the NPA charges carried by the CH3


groups in heterocyclic compounds before homolysis


Figure 9. C—H BDEs vs the NPA charges carried by the CH�
2


groups in the heterocyclic compounds after homolysis


Figure 10. C—H BDEs vs the spins carried by the CH�
2


groups in the heterocyclic compounds after homolysis
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Since both the charges and spins on the CH�
2 groups


have a positive correlation with the benzylic C—H BDEs,
it is interesting to construct a dual-parameter correlation
equation using the charge and spin as independent vari-
ables. The following equation is then obtained:


BDE ¼ 78:8 þ 20:5 � ChargeðCH2Þ þ 15:9 � SpinðCH2Þ
ð4Þ


There are a total of 303 BDE data in the correlation. The
correlation coefficient is 0.893 and the standard deviation
is 1.1 kcal mol�1.


QSAR model for benzylic C—H BDEs


Earlier we discussed the structure–activity relationships
for the benzylic C—H BDEs in a qualitative fashion.
Here we wish to develop these qualitative relationships
into a quantitative structure–activity relationship (QSAR)
model. Using this model, we hope to gain further insights
into the dramatic variations of the C—H BDEs among
diverse heterocyclic compounds.


In order to develop the QSAR model, we have the
following definitions:


1. We define five types of ring atoms: C, NH, N, O and S.
It is necessary to differentiate NH and N.


2. For a heterocyclic compound we assume it has n ring
atoms: atom(1), atom(2), . . . , atom(n). For any atom
(i), it can be any one of the five types of ring atoms, i.e.
C, NH, N, O or S.


3. For each ring atom we calculate its shortest distance
(D) to the methyl group. This distance is either an odd
number or an even number.


4. If the distance is an odd number (i.e. D¼ 1, 3, 5, . . . )
and the type of ring atom is known, we assume that this
ring atom increase or decrease the C—H BDE by a
value, �odd


atom type � �
D�1


2


odd, where �odd
atom type is a coefficient


that is dependent only on the atom type, i.e. C, NH, N,
O or S, and �odd is a degradation coefficient. By using
�odd, we assume that the atom with a distance of D¼ 3,
5, . . . shows a similar effect on the C—H BDE to that
with a distance of D ¼ 1, but with some degradation.


5. Similarly, if the distance is an odd number (i.e. D¼ 2,
4, 6, . . . ) and the type of the ring atom is known, we
assume that this ring atom increases or decreases the
C—H BDE by a value, �even


atom type � �
D�2


2
even. Here �even


atom type


is also a coefficient that is dependent only on the atom
type, i.e. C, NH, N, O or S, and �even is again a
degradation coefficient.


6. For the N-methyl compounds, we add one more
parameter, �N, to adjust the difference between the
C- and N-methyl compounds.


7. For 1-methyl-2H-isoindole, 1-methyl-isobenzofuran,
1-methyl-benzo[c] thiophene and those compounds in
which the extra ‘aromatization effect’ can occur


during the homolysis, we add one more parameter,
�aromatization, to correct this special effect.


8. The C—H BDE is finally calculated as


BDE ¼ BDE0 þ
X


odd�D atoms


�odd
atom type � �


D�1
2


odd


þ
X


even�D atoms


�even
atom type � �


D�2
2


even


þ�N þ�aromatization ð5Þ


where BDE0 is the hypothetic C—H BDE without any
ring atom. It is worth noting that in Eqn (5) there are 15
independent, unknown parameters.


In order to optimize the above 15 parameters, we have
developed a small energy-minimization program using
Mathematica software. By using the 303 C—H BDE data
we obtain the following optimum values for the parameters:


�odd
C ¼ �1:80 � 0:70; �even


C ¼ �0:61 � 0:81


�odd
NH ¼ �2:02 � 0:90; �even


NH ¼ �3:69 � 1:05


�odd
N ¼ þ0:34 � 0:19; �even


N ¼ þ2:09 � 0:85


�odd
O ¼ �0:04 � 0:18; �even


O ¼ �3:40 � 1:18


�odd
S ¼ �1:46 � 1:13; �even


S ¼ �4:20 � 1:12


�odd ¼ þ0:71 � 0:17; �even ¼ þ0:58 � 0:06


�N ¼ þ3:47 � 0:57; �aromatization


¼ �5:09 � 0:64; BDE0 ¼ 94:8 � 1:0


The error bar for each parameter in Eqn (5) is calculated
by assuming that the standard deviation of the ‘recom-
mended’ BDEs in Table 2 equals 2 kcal mol�1. The
detailed procedure for calculating the error bars is as
follows. (1) For each theoretical BDE value �i kcal mol�1


(i runs for all the bonds considered in this study), we
assume that the probability of finding the real value (x)
follows the Gaussian distribution (or normal distribu-
tion), i.e.


PðxÞ ¼ 1


�
ffiffiffiffiffiffi
2�


p e
�ðx��iÞ2


ð2�2Þ


Here �¼ 2.0 kcal mol�1 is the standard deviation of the
calculation. (2) Using a program we can automatically
generate the ‘real’ value for each bond by computer, so
that the probability of generating a particular real value
follows the Gaussian distribution equation. (3) Using the
method in step 2, we can generate ‘real’ values for all the
bonds. Using these ‘real’ values, we can optimize a set of
parameters for Eqn (5). (4) We go back to step 2,
regenerate a group of ‘real’ values and regenerate a set
of parameters for Eqn (5). (5) When the above procedure
is repeated 10 000 times, we obtain 10 000 sets of para-
meters for Eqn (5). Using these 10 000 sets of parameters,
we can calculate the error bar for each parameter.
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The correlation between the BDEs calculated using
Eqn (5) and the recommended BDEs listed in Tables 1
and 2 is shown in Fig. 11. The mean error of Eqn (5)
is 0.0 kcal mol�1 and the standard deviation is
1.1 kcal mol�1. Therefore, Eqn (5) is a fairly successful
QSAR model for the benzylic C—H BDEs of diverse
heterocyclic compounds.


Analysis of the optimized parameters also reveals
some valuable information about the effects of the
heterocycles on the benzylic C—H BDEs. First,
�N¼þ3.47� 0.57 kcal mol�1, which is in agreement
with the fact that N-methyl groups have systematically
higher C—H BDEs than C-methyl groups. Second,
�aromatization¼�5.09� 0.64 kcal mol�1. Hence the aro-
matization effect reduces the C—H BDEs significantly.
Third, for NH, O and S groups, the coefficient for an even
distance is more negative than that for an odd distance.
This is consistent with the previous finding that a methyl
group at the �-position relative to the NH, O and S groups
usually has a lower BDE than that at the �-position,
because the �-methyl group has an even distance (D¼ 2
bonds) and the �-methyl group has an odd distance
(D¼ 3 bonds). Fourth, the coefficients for the N group
are positive ð�odd


N ¼þ0:34 �0:19; �even
N ¼þ2:09� 0:85Þ,


indicating that this group tends to increase the C—H
BDE. Also, the coefficient for an even distance is more
positive than that for an odd distance. This is consistent
with the previous finding that a methyl group at the �-
position relative to N has a lower C—H BDE than that
at the �-position. Finally, �odd ¼ þ0:71 � 0:17; �even ¼
þ0:58 � 0:06. These two values indicate that the effect of
the heteroatoms diminishes as the methyl–heteroatom
distance increases.


CONCLUSIONS


We have calculated the C—H bond dissociation energies
of methyl groups attached to a large number of hetero-


cyclic compounds using the carefully calibrated B3LYP
method. These C—H bond dissociation energies are
important for evaluating the metabolic stability of methyl
groups in heterocyclic compounds that may be used as
drug candidates. In addition to the compilation of a large
number of new, important and reliable data, we also made
the following interesting findings.


1. The C—H BDEs of methyl groups attached diverse
heterocycles can vary dramatically from ca 80 to
ca 100 kcal mol�1. Therefore, the benzylic positions
of different heterocycles may have remarkably differ-
ent metabolic stabilities, ranging by about 1012-fold.


2. The heteroatoms in the aromatic rings can vary the
benzylic BDEs either by delocalizing the spin or by
changing the charge carried by the radical center.
Generally, more delocalization of the spin reduces
the C—H BDEs, whereas an increase in the charge on
the radical center amplifies the C—H BDEs.


3. N-Methyl groups have systematically higher C—H
BDEs than C-methyl groups.


4. NH, O and S groups have similar effects on the
benzylic C—H BDEs. A methyl group at the �-
position relative to NH, O and S groups usually has
a lower BDE than that at the �-position. On the other
hand, the N group has a different effect on the benzylic
C—H BDEs; a methyl group at the �-position relative
to N has a lower C—H BDE than that at the �-
position.


5. There is a special aromatization effect associated
with 1-methyl-2H-isoindole, 1-methylisobenzofuran,
1-methylbenzo[c]thiophene and related compounds.
This aromatization effect dramatically decreases the
benzylic C—H BDEs.


6. An interesting QSAR model has been developed that
can successfully predict the benzylic C—H BDEs of
diverse heterocyclic compounds. It also quantitatively
reveals the structure–activity relationships as dis-
cussed above.
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ABSTRACT: A search of x-ray data for 1:6-anhydro-3:4-thia-2-O-tosyl-�-D-allopyranose (1) and 1:6,3:4-dianhydro-
2-O-tosyl-�-D-galactopyranose (2) revealed two C—H � � �O intermolecular contacts for both compounds and one C—
H � � �S interaction for 1. Inspection of hydrogen bonding showed that these interactions are stronger for 2. The 13C
relaxation times in the rotating frame,13C T*1�, measured at B1¼ 36.7 kHz showed apparent differences in internal
molecular motion on the kilohertz scale for both samples. A PASS-2D experiment recorded at a spinning rate of 1 kHz
was performed to establish the values of principal elements of chemical shift tensors 13C �ii. DFT GIAO calculations
of shielding parameters were carried out and the orientations of 13C �ii were assigned. An attempt to correlate 13C
NMR spectral parameters and molecular dynamics in the solid state with structure, internal motion and intermolecular
interactions is presented. Copyright # 2005 John Wiley & Sons, Ltd.
Supplementary electronic material for this paper is available in Wiley Interscience at http://www.interscience.
wiley.com/jpages/0894-3230/suppmat/


KEYWORDS: C—H � � �O, C—H � � �S intermolecular contacts; 13C relaxation time; rotating frame; DFT GIAO calcula-


tions; molecular motion; solid-state NMR


INTRODUCTION


Carbohydrates are one of the most important components
of living organisms and attractive models for structural
studies.1,2 The richness of possible structural modifica-
tions raises questions regarding the relationship between
the structure and biological functions. Several experi-
mental techniques have been used to assign the structures
and dynamic properties of natural products, but NMR
spectroscopy is one of the most valuable.3–5 Applications
of this method in structural studies of carbohydrates in


solution6–8 but much less in the solid state9 have been
reported.


Anhydro sugars have received much attention as ver-
satile intermediates in carbohydrate syntheses, giving
access to sugar amino acids and peptides, branched-
chain, cyclopropanated and aziridino sugars and other
derivatives.10 Their thio analogs are attractive synthons
often used in stereospecific syntheses of natural pro-
ducts.11 In this paper, we present NMR studies of two
sugar derivatives that belong to class of compounds
mentioned above: 1:6-anhydro-3:4-thia-2-O-tosyl-�-D-


allopyranose (1) and 1:6,3:4-dianhydro-2-O-tosyl-�-D-
galactopyranose (2). Both molecules are very rigid owing
to presence of three- and five-membered rings. Such
entities offer several possibilities for use as models to
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test the relationship between structure, molecular dy-
namics and spectral parameters. The 1,6-anhydro deriva-
tives of monosaccharides are found to be convenient
species to study overall motion since the presence of
the five-membered anhydro ring precludes changes of
conformation of the sugar residue. Rigid carbohydrates
usually reorient anisotropically in the liquid phase and
can be employed to test the different theoretical ap-
proaches used in calculations of fully asymmetric mo-
tion.12,13 Compounds containing three-membered rings
have recently attracted attention as models for theoretical
calculations of NMR parameters. Krivdin et al. have
reported non-empirical calculations of indirect carbon–
carbon coupling constants in different hetero-organic
derivatives of cyclopropane.14


In this work, we were attracted by the prospect of
checking whether molecules 1 and 2 are rigid in the crystal
lattice or undergo any kind of molecular motion. We
present comparative NMR studies of spectral parameters.
Experimental and theoretical values of 13C NMR shielding
for 1 and 2 are used to establish the influence of replacing
of oxygen by sulfur in the three-membered ring. 13C T1�


relaxation times were measured in order to correlate
molecular dynamics with weak intermolecular interactions,
e.g. C—H � � �O hydrogen bonds.


RESULTS


13C solid-state NMR studies


The crystal and molecular structures of 1 and 2 in the
solid state have been published.15,16 Preliminary NMR
studies for 2 have been reported elsewhere.17,18 The 13C
cross-polarization magic angle spinning (CP/MAS) spec-
trum of 1 recorded at 7 kHz with RAMP shape cross-
polarization19 and TPPM decoupling20 is shown in
Fig. 1(a). The rough assignment of isotropic chemical
shifts for 1 was done by data comparison with those
obtained in the liquid phase [Fig. 1(b)]. 13C �iso SS NMR
data for 1 and 2 are given in Table 1.


From comparative analysis of chemical shift para-
meters, it is clear that the greatest differences are seen
for C3 (�¼ � 17.6 ppm), C4 (�¼ � 14.7 ppm), methy-
lene carbons C6 (�¼ 3.7 ppm) and aromatic carbons C90


(�¼ 8.0 ppm). It is well known, however, that more
information about the electronic surrounding of each
nucleus, which reflects subtle structural effects, can be
obtained from inspection of the tensorial nature of


the chemical shift. Hence, in this part of the project we
were attracted by the prospect of the analysis of 13C �ii
data for 1, inspection of anisotropic values of chemical
shift tensors and correlation of the principal elements to
the molecular structure. For rotating solids, 13C �ii para-
meters can be obtained from the analysis of spinning
sideband intensities. For the sample under investigation,
the spinning rate should be in range 2–3 kHz to obtain a
spectrum with a sufficient number of sidebands for
further calculations of the aromatic region. For aliphatic
signals the spinning rate should be even smaller, in region
of 1 kHz. As we found for 1, deconvolution is not an easy
task. At low spinning rate [Fig. 1(c)] the overlap between
different spinning sideband manifolds and analysis of the
spectrum is ambiguous.


The separation of isotropic and anisotropic parts of
spectra with heavy overlapped systems is still a challenge
for solid-state NMR spectroscopy. There are several
approaches, that allow this goal to be achieved.21 In our
project, we employed the PASS 2D sequence, which
compared with other techniques offers good sensitivity
and does not require any hardware modifications or
special probehead. A detailed explanation on the PASS-
2D pulse sequence, its performance, a Mathematica
routine to generate a set of PASS solutions and the data
processing can be found elsewhere.22,23 Figure 2(a)


Figure 1. (a) 75.46 MHz 1H–13C CP/MAS experimental
spectrum of 1 recorded with spinning rate 7 kHz; (b) 13C
NMR spectrum recorded in solution (chloroform-d ); (c) CP/
MAS spectrum recorded with spinning rate 1 kHz


Table 1. 13C chemical shifts (ppm) for 1 and 2 in the solid state and the differences �¼ �1� �2 (ppm)


Compound C1 C2 C3 C4 C5 C6 C7 C8 C80 C9 C90 C10 C11


1 100.0 73.4 30.3 37.1 72.2 68.0 135.1 135.3 129.3 127.0 137.1 147.1 22.7
2 98.1 71.9 47.6 51.8 71.2 64.3 133.1 133.1 131.1 127.6 129.1 147.8 23.2
� 1.9 1.5 �17.6 �14.7 1.0 3.7 2.0 2.0 �1.8 �0.6 8.0 �0.7 �0.5
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displays the PASS-2D spectrum of 1, recorded with a
spinning rate of 1 kHz.


The aromatic atoms are characterized by a large CSA
and under slow sample spinning the spectrum presents a
complex pattern. By tilting the spectrum in Fig. 2(a) it is
possible to separate the spinning sidebands for each
carbon [Fig. 2(b)] and, employing a calculation proce-
dure, establish the 13C �ii parameters. It is clear from such
a presentation that the F2 projection corresponds to
TOSS24 spectrum whereas the F1 projection represents
CSA. In this work, 13C �ii values were obtained by means
of the SIMPSON program.25 A similar procedure was
employed for the analysis of 13C CST parameters of 2.
The experimental and the best-fitting simulated 1D spin-
ning CSA sideband patterns for 1 and 2 are shown in
Fig. 3. The 13C �ii parameters are given in Table 2.


GIAO calculations of 13C NMR parameters


A number of methods are currently available for comput-
ing of NMR parameters.26,27 In our work, the GIAO
B3PW91 hybrid method and 6–311þþG** basis set
was used for calculation of the 13C parameters of 1
employing the Gaussian program.28 The x-ray diffraction
data of 1 were taken as an input file.15 The advantage of
such an approach is related to the fact that it is possible to


compare the theoretical and experimental results for
molecules with exactly the same geometry of heavy
atoms. The position of hydrogen atoms has to be opti-
mized since x-ray diffraction often has difficulty in
locating protons accurately. How important C—H bond
length optimization is in GIAO computing of 13C NMR
parameters has been discussed elsewhere.29 The theore-
tical 13C chemical shielding parameters calculated by
means of the GIAO method for 1 are given in Table 3.


Figure 4 shows the correlation of the experimental
chemical shift �ii parameters with the shielding para-
meters. The equation �ii¼ 176.06� 0.908�ii (R2¼
0.9894) can be employed to convert shielding to chemical
shift parameters. The data obtained provide unambiguous
evidence confirming the correctness of the GIAO calcu-
lations. The values of the calculated 13C �ii parameters for
sugar carbons of 1 are in range of those established for
2.18 Comparing the reference data, the greatest differ-
ences are found for carbons C3 and C4. For these
carbons, the �ii for 1 are regularly upfield by ca 20 ppm
compared with 2.


The advantage of the theoretical approach is that in
contrast to the CP/MAS experiment, not only values but
also the orientation of the principal elements of chemical
shift tensors can be obtained. Figure 5(a) shows the
orientation of 13C �ii parameters with respect to the
molecular frame of 1. In principle, the �33 elements


Figure 2. PASS-2D spectrum of 1 (a) recorded with spinning rate 1 kHz and (b) after proper data shearing


Figure 3. Experimental and the best-fitting simulated 1D spinning CSA sideband pattern for (a) 1 and (b) 2 with values
obtained from the PASS-2D experiment. Experimental spectra recorded with spinning rate 1 kHz are shown as top traces
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are oriented along the C—O bonds whereas �22 are
aligned in the O—C—O plane. Such an alignment is
consistent with data reported by Sastry et al. for methyl
glycoside.30 For 1, the exceptions are the C3 and C4
carbons forming a three-membered ring. For C3, �33 is
perpendicular to the C4—C3—S plane [Fig. 5(b)]. For
C4, �33 deviates significantly from the C—S bond. It is
interesting that �11 of C4 is oriented along the C4—C3
bond. Comparison of this fragment of the molecule with


the analogous part of 2 revealed significant differences in
the orientation of 13C �ii [Fig. 5(b)]. In the case of 2, for
both carbons the �33 parameters are oriented along the
C—H bond.


The theoretical 13C �ii elements for the tosyl group
were discussed in detail in a previous paper.17 The values
obtained in this work are roughly similar, hence the
conclusion drawn before is also valid for 1. It is worth
noting that as in the case of other aromatic systems, the
�11 elements are aligned along C—H bonds, �22 are in the


Table 2. 13C chemical shift parameters for 1 and 2 obtained
by analysis of PASS-2D spectra


Compound Carbon �iso �11 �22 �33 Span � Skew
(ppm) (ppm) (ppm) (ppm) (ppm) �


1 1 100.0 126 98 79 47 �0.13
2 73.4 102 87 30 72 0.57
3 30.3 70 16 4 66 �0.65
4 37.1 77 25 9 68 �0.53
5 72.2 100 78 39 61 0.28
6 68.0 97 74 33 64 0.28
7 135.1 207 144 54 153 0.17
8 129.3 214 151 22 192 0.34
80 125.3 216 149 21 195 0.36
9 137.1 221 145 30 181 0.13
90 127.0 215 140 33 182 0.21


10 147.1 231 174 37 194 0.47
11 22.7 37 31 0 37 0.67


2 1 98.1 122 96 76 46 �0.14
2 71.9 97 81 38 59 0.46
3 47.6 95 27 21 74 �0.84
4 51.8 103 36 16 87 �0.54
5 71.2 97 79 37 60 0.39
6 64.3 90 74 29 61 0.48
7 133.1 214 142 43 171 0.16
8 133.1 214 143 43 171 0.17
80 131.1 218 153 22 196 0.36
9 127.6 220 136 26 194 0.13
90 129.1 216 153 19 197 0.36


10 147.8 234 181 28 206 0.48
11 23.2 37 29 5 32 0.54


Estimated errors in �11, �22 and �33 are� 3 ppm; span is expressed as
�¼ �11–�33, skew as �¼ 3 (�22–�iso)/�.


Table 3. Values of calculated 13C chemical shielding
parameters �ii for 1a


Carbon �11 (ppm) �22 (ppm) �33 (ppm)


1 60.4 85.8 100.3
2 81.4 93.0 151.4
3 106.8 163.1 179.0
4 96.2 166.4 179.0
5 92.5 107.8 148.2
6 86.1 110.0 154.1
7 �29.0 31.7 137.0
8 �39.9 28.2 178.7
80 �35.8 36.1 178.5
9 �54.6 39.4 158.7
90 �39.4 44.2 169.0
10 �77.8 16.5 175.3
11 142.4 160.0 197.4


a The equation �ii¼ � 0.908�iiþ 176.06 can be used to convert shielding to
chemical shift.


Figure 4. Correlation of the experimental versus calculated
13C chemical shift �ii parameters and �ii shielding parameters
for (a) 1 and (b) 2. The shielding parameters for 2 are taken
from Ref. 18


Figure 5. (a) Orientation of the principal elements of the
chemical shift tensor with respect to the structure of 1; (b)
differences for C3—O—C4 fragments of 1 and 2


NMR PARAMETERS AND MOLECULAR DYNAMICS OF PYRANOSES 605


Copyright # 2005 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2005; 18: 602–609







aromatic plane whereas �33 are perpendicular to this
plane. Moreover, replacing the hydrogen by a sulfonyl
group (C7) does not change the orientation of �11 and this
element is placed along the C—S bond.


Analysis of dynamic properties of 1 and 2
in the solid state


Various relaxation parameters have utility for elucidating
dynamics in the solid state, e.g. 13C and 1H spin–lattice
relaxation times (13C T1 and 1H T1), carbon and proton
rotating frame relaxation times (13C T1� and 1H T1�), the
C—H cross-relaxation time (TC—H) and the proton re-
laxation time in the dipolar state (T1D).31 Not all of these
parameters provide information in a direct manner; how-
ever, in the complementary approach one can establish
the amplitudes and motional frequencies for solids in a
broad range. For instance, the 13C T1 and 13C T1�


measurements provide information on molecular motions
in the megahertz and kilohertz frequency ranges,
respectively.


The 13C T1 data for 1 were recorded with the pulse
sequence published by Torchia.32 The results are consis-
tent with those reported for 2.17 The relaxation times are
very long (>200 s) for all carbon atoms with the excep-
tion of the methyl group, which undergoes fast reorienta-
tion; 13C T1 for CH3 is found to be 55 s. More interesting
information was found on searching the 13C relaxation
parameters in the rotating frame.33,34 The measurements
were carried out at five B1 spin locking frequencies: 83.3,
57.9, 36.7, 34.0 and 27.8 kHz. At the highest B1 fre-
quency, decay of magnetization in the rotating frame was
not observed for any carbon. At 57.9 kHz, minute differ-
ences in the rates decay of aromatic quaternary carbons
and other aromatic and sugar carbons appeared. Signifi-
cant differences in 13C T1� were observed between
carbons of 1 at B1¼ 36.7 kHz and other lower frequencies
of spin locking. Inspection of Table 4 and Fig. 6 provides
straightforward evidence for this.


The greatest distinction is seen for C6 carbon (13C
T1�¼ 4.3 ms at 36.7 kHz) and other carbons (13C
T1�> 20 ms). Although such results suggest large differ-
ences in the motional behavior of individual atoms, care
must be taken in the interpretation of relaxation data in
the rotating frame. The measured relaxation time is
defined as the effective T*1�, where


ðT�
1�Þ


�1 ¼ ðTC
1�Þ


�1 þ ðTD
C---HÞ


�1 ð1Þ


and further


ðTC
1�Þ


�1 ¼ NH�
2
H�


2
Ch


2f ð�CÞr�6
C�H=20 ð2Þ


f ð�CÞ ¼ ½2Jð!1Þ þ 0:5Jð!H � !CÞ þ 1:5Jð!CÞ
þ 3Jð!HÞ þ 3Jð!H þ !C


ð3Þ


Jð!iÞ ¼ 2�C=ð1 þ !2
i �


2
CÞ ð4Þ


and


ðTD
C�HÞ


�1 ¼ 0:5sin2�M
ð2Þ
C�HJDð!1CÞ ð5Þ


where M
ð2Þ
C�H is the second moment of the carbon nucleus


from the dipolar interaction with protons, � is the off-
resonance angle of the applied r.f. field and
JD(!1C)¼��Dexp(�2�B1�D), where �D is the correlation
time for spin fluctuation.


It is apparent from the above equations that two path-
ways of relaxation have different dependences of the
applied rotating-frame field. When the correlation times
are long compared with the inverse of Zeeman field
Larmor frequencies, only the J(!1) term is important in
Eqn (2). On the other hand, the contribution TD


C�H in
Eqn (5) has an exponential dependence on !1. This field
dependence is one of the methods that allows a separa-
tion of the contributions to the effective T�


1�. At
B1¼ 36.7 kHz, the T�


1� data for CH carbons of the sugar
ring display an exponential dependence on the rotating-
frame field as predicted for the spin–spin (TD


C�H) relaxa-
tion pathway. For C1—C4 carbons, 13C T�


1� is in range
29–22 ms and for C5 is slightly shorter (20.9 ms). As
already mentioned, the behavior of the CH2 group (C6
carbon), compared with other sugar carbons of 1, is


Table 4. Values of 13C effective T�
1� relaxation times with B1¼ 36.7 kHz


Compound C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11


1 26.1 22.3 29.3 25.3 20.9 4.3 161.3 33.2 31.5 185.2 96.1
2 39.5 39.1 60.2 51.0 39.1 12.0 322.6 39.5 39.5 466.7 112.3


Figure 6. 13C T1� for well-resolved carbons of 1 obtained at
spin locking field B1¼36.7 kHz.
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dramatically different (the 13C T�
1� of C6 is more than five


times lower). In a first approximation it can be assumed
that distinction is due to differences in the number of
directly bonded protons [Eqn (2)]. More detailed discus-
sion also requires consideration of the distinction of the
M


ð2Þ
C�H parameter [Eqn (5)]. The bonded proton contribu-


tion dominates M
ð2Þ
C�H and bonded C—H dipolar interac-


tions are identical. In general, in the case when �D is the
same for both CH and CH2 carbons, the difference in TD


CH


values arises from the ca two times larger value of M
ð2Þ
C�H


for CH2 carbons. From our results, it is apparent that the
distinction of 13C T1� for 1 is larger than expected. Hence
it can be assumed that the correlation times for spin
fluctuations of the CH2 carbon compared with other sugar
ring carbons of 1 are different owing to the contribution
of the TC


1� pathway and distinction of internal dynamics.
Comparative analysis of 1 and 2 is an additional source


of information about the molecular motion of both
compounds. In general the 13C T1� values for 2 are
considerably larger (see Table 4), but the trend showing
that the relaxation time of C6 is shorter than those of
other sugar carbons is preserved. It is worth noting that
the C3 and C4 carbons, split by an oxygen atom in a
three-membered ring, have relatively long T�


1� and the
distinction between the C1–C5 carbons is larger as in 1.


As expected, the differences between 13C T�
1� of aro-


matic signals are significant. The quaternary carbons C7
and C10 show very slow decay although the difference
between the relaxation rates is apparent. The methine CH
carbons (C8 and C9) relax much faster and the 13C T1�


values are comparable to those for C1–C5 sugar carbons.
Finally, it is worth stressing that the relaxation times of
the aromatic group of 1 are significantly shorter than


those of 2 and this observation is consistent with data
obtained for sugar residues.


The methyl carbon T�
1� data do not follow an


exponential dependence on B1 and are even independent
of the rotating field at 36.7 kHz and higher values. This
behavior is consistent with the motional pathway TC


1�


dominating at high fields and with increasing contribu-
tion of the spin–spin pathway at lower rotating-frame
fields.


DISCUSSION


In this project we characterized two models with a well-
defined x-ray structure.16 Both compounds crystallize in
the P212121 space group, orthorhombic system and four
molecules in the unit cell. Despite the opposite orientation
of the oxirane and thiirane groups, the overall conforma-
tions of the five- and six-membered rings remain the
same. The p-tolylsulfonyl group is nearly synclinal with
respect to the thiirane ring (1) and antiperiplanar with
respect to the oxirane ring (2). As we found, such an
arrangement has a significant influence on molecular
packing. Figure 7 shows the unit cells for both com-
pounds. Compound 2 is more tightly packed (the density
of crystals is 1.464 g cm�3 for 1 and 1.495 g cm�3 for 2).


Both compounds are involved in a number of C—
H � � �O hydrogen bonds. A search of the x-ray data
revealed that in case of 2 there are two intermolecular
interactions with a contribution of the sulfonyl group.
Owing to hydrogen bonding between C6-H and oxygen
(H � � �O distance 2.487 Å, C—H � � �O angle 133.99�)
and C11-H and the oxygen of the sulfonyl group of the
neighboring group (H � � �O distance 2.561 Å, C—H � � �O


Figure 7. Molecular packing in the unit cell of (a) 1 and (b) 2
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angle 164.30�), these two molecules form dimers in a
head-to-tail orientation (Fig. 8). There are also strong
interactions between the C2-H proton and O3 oxygen of
the oxirane ring (H � � �O distance 2.358 Å, C—H � � �O
angle 133.99�) and between the C4-H proton and O5
oxygen of the pyranose ring (H � � �O distance 2.387 Å,
C—H � � �O angle 144.71�).16


The x-ray data for 1 showed three C—H � � �O inter-
molecular contacts (weaker than in 2) and one C—H � � �S
interaction. As found, the hydrogen on the C6 carbon is
involved in interaction with the O1 oxygen (H � � �O
distance 2.577 Å, C—H � � �O angle 160.75�), and the
hydrogen on C2 is in contact with the oxygen of the
sulfonyl group (H � � �O distance 2.697 Å, C—H � � �O
angle 133.90�). Finally, the C11 methyl group is involved
in interaction with the sulfur of the thiirane ring (H � � �S
distance 2.845 Å, C—H � � �S angle 136.34�).16


Comparing the relaxation times in the rotating frame at
B1¼ 36.7 kHz for 1 and 2, we assume that the distinction
of 13C T�


1� is due to the difference in intramolecular
dynamics related to the molecular structure (thiirane,
oxirane ring) and difference in strength of C—H � � �O
intermolecular interactions. A typical T1� curve has a
minimum in its relaxation time vs correlation time plot.
The slow side of the curve can be interpreted in such a
way that a decrease in T1� indicates increased molecular
motion, whereas the fast side of the curve can be inter-
preted in such a way that a decrease in T1� indicates
decreased molecular motion. The relaxation of all car-
bons for 1 and 2 indicates motions on the slow side of the
T1� minimum. The general trend that for the more rigid
lattice of 2 all carbons are characterized by longer 13C T1�


(slower motion) is apparent from Table 4. For both
samples, the 13C T1� of C6 carbons is significantly shorter
than others. Keeping in mind the discussion in the
previous section, we postulate that the five-membered
pyranose ring is more flexible than the residual part of
sugar rings. Moreover, the ratio of the average value of
T�


1� for C1–C5 atoms versus T1� of C6 is 5.8 for 1 and 3.8
for 2. This means that for the latter compound relative


motion of C6 is slower, very likely because of a sig-
nificant contribution of C—H � � �O interaction. For 2, the
13C T1� values for C3 and C4 carbons are considerably
longer. From XRD data, it is apparent that the C3—C4
bond distance is much shorter (1.446 Å) than the corre-
sponding bond of thiirane (1.481 Å). It can be suggested
that for 2 this part of the sugar molecule is more rigid than
other atoms.


Replacing sulfur by oxygen has an influence on the
values of the 13C shielding parameters and orientation of
principal elements of the chemical shift tensor with
respect to the molecular frame. It is worth noting that
the span � parameter, which reflects the distortion from
tetrahedral geometry, is significantly larger for the C3 and
C4 carbons of 2 which is consistent with the XRD data.
This distinction is not so evident for 1, very likely for the
reason discussed above. Moreover, the skew parameter �,
which reflects the distribution of electron density for a
particular center for those sugar carbons which are
involved in the formation of hindered rings (C1, C3,
C4), has negative values. The lowest values were found
for the C3 and C4 carbons of the oxirane ring, which is
consistent with the relationship between NMR spectral
parameters and molecular structure.


CONCLUSIONS


Weak intra- and intermolecular interactions have great
importance in crystal engineering, supramolecular chem-
istry and molecular recognition.35 In this work, we con-
sidered the correlation between solid-state NMR spectral
parameters and the molecular packing of samples with
different strengths of C—H � � �O contacts. Our results
show that analysis of dynamic processes on the kilohertz
scale is a sensitive tool, which allows more tightly packed
systems to be recognized. Inspection of 13C T1� relaxation
times for individual carbon atoms provides the ‘bridge’
between internal motion and intermolecular contacts.
Finally, it is worth noting that even very rigid carbohy-
drate derivatives can undergo dynamic processes in the
solid state, although the scale of the molecular motions
has to be verifying by spectroscopic techniques.


EXPERIMENTAL


Compounds 1 and 2 were obtained as described in the
literature.16 13C CP/MAS spectra were recorded employ-
ing a Bruker DSX 300 instrument, with a 3 ms contact
time, repetition delay 20 s and spectral width 25k Hz. The
sample was spun at 1 and 7 kHz; 2K data point FIDs
were accumulated. Data were processed off-line using the
WIN-NMR program running on a PC.36 Glycine was
used for the setting the Hartman–Hahn condition for CP/
MAS and adamantane as a secondary chemical shift
reference �¼ 38.48 and 29.46 ppm from external


Figure 8. C—H � � �O intermolecular interactions in head-
to-tail dimer of 2
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TMS.37 The principal components �ii are defined as
�11>�22>�33. From �i values, the shielding parameters,
anisotropy ��, asymmetry 	, span � and skew �, were
calculated.38 The 13C T1 and 13C T1� measurements
were performed with the same spectral parameters as
were used for CP/MAS experiments. The sample was
spun at 7 kHz and the standard pulse sequences were
used. Twelve FIDs, 100 scans each, were recorded with
recovery delay 600 s for T1 and 20 s for T1�.


A sample spinning speed of 1 kHz was used in PASS-
2D experiments. The 16-point experiment t1 data were
replicated to 256 points. One-dimensional CSA spinning
sidebands was obtained from t1 slices taken at isotropic
chemical shifts in the !2 dimension of the 2D spectrum.
The magnitudes of the principal elements of the CSA
were obtained from the best-fitting simulated spinning
patterns. Simulations of the spinning CSA sidebands
spectra were carried out on a PC using the SIMPSON
program under a LINUX environment.


DFT GIAO calculations were carried out with the
Gaussian 98 program running on a Silicon Graphics
Power Challenge computer. The GIAO method with the
B3PW91 hybrid method and 6–311þþG** basis set was
used to calculate NMR parameters. The orientation of
principal elements of chemical shift tensors with respect
to the molecular frame of 1 and 2 were derived by means
of theoretical approach employing standard procedure
described in the Gaussian manual.


Acknowledgment


The authors are grateful to Professor Maria Michalska for
the generous gift of compounds 1 and 2.


REFERENCES


1. Peters T, Pinto BM. Curr. Opin. Struct. Biol. 1996; 6: 710–720.
2. Van Halbeek H. In Encyclopedia of Nuclear Magnetic Resonance,


Grant DM, Harris RK (eds). Wiley: Chichester, 1996; 1107–1137.
3. Rao BDN, Kemple MD (eds). NMR as a Structural Tool for


Macromolecules: Current Status and Future Directions. Plenum
Press: New York, 1996.


4. Duss JØ, Gotfredsen ChH, Bock K. Chem. Rev. 2000; 100: 4589–
4614.


5. Weller ChT. In Encyclopedia of Spectroscopy and Spectrometry,
Lindon JC (ed). Academic Press: San Diego, 2000; 172–180.


6. Palmer G III, Williams J, McDermott A. J. Phys. Chem. 1996;
100: 13293–13310.


7. Dais P. Adv. Carbohydr. Chem. Biochem. 1995; 51: 63.
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ABSTRACT: Reaction rates in aqueous micelles, treated in terms of a pseudophase model, depend on transfer
equilibria between water and micelles and rate constants in each pseudophase. Rate constants of spontaneous
reactions of fully micellar-bound substrates are independent of transfer and are those in the micellar pseudophase.
They depend on its properties as a reaction region and the sensitivity of the reaction to medium effects. For a wide
range of spontaneous reactions there are simple relationships between rate constants and properties of the micellar
interfacial region, e.g. apparent polarity and head-group charge, which depend on the reaction mechanism. Aqueous
micelles inhibit nucleophilic substitutions at alkyl centers, but rate constants, kþ, in cationic micelles are higher than
those, k�, in anionic micelles for SN2 reactions and lower for SN1 reactions. Except for nitro derivatives, hydrolyses of
substituted benzoyl chlorides are micellar inhibited and kþ/k��18 for nitro derivative and ca 0.04 for 4-OMe and Me
derivatives, indicating different extents of bond making and breaking in the transition state, but there is no evidence of
rate-limiting dissociation in hydrolyses of the latter. For hydrolyses of substituted benzenesulfonyl chlorides, values
of kþ/k� decrease from 21 for the 4-NO2 derivative to 1.1 for the 4-OMe derivative, indicating dominant bond making.
These mechanism-related charge effects are ascribed to charge asymmetries at micelle–water interfaces and
zwitterionic sulfobetaine micelles behave very similarly to cationic micelles in these hydrolyses. Copyright #
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reaction mechanism


INTRODUCTION


Bimolecular reactions involving co-ions are micellar-
inhibited and those with counterions are accelerated
owing to micelles keeping reactants apart, or bringing
them together in the small volume of the micellar inter-
facial reaction region.1 Analysis of these rate effects in
terms of the pseudophase treatment requires estimation
of local concentrations at the micelle–water interface.
Various models and experimental methods have been
developed to treat this problem, and they involve approx-
imations and assumptions.2–6 A comprehensive review is
given in Ref. 7.


The situation is simpler for spontaneous unimolecular
reactions such as decarboxylation, or hydrolyses which
may be unimolecular, as in the SN1 reaction at an alkyl
center, or involve the solvent as a nucleophile in an SN2


reaction. In these situations, reaction rates depend only
on substrate partitioning between water and micelles and
first-order rate constants, kw and km, in each region.7 With
fully micellar-bound substrates, the first-order rate con-
stant in the micellar pseudophase, km¼ kobs, and, if this
condition is not satisfied, km can be calculated by using
the pseudophase treatment of Menger and Portnoy:8


kobs ¼ ðkw þ kmKs½Dn�Þ=ð1 þ Ks½Dn�Þ ð1Þ


where Ks is the association constant with micellized
surfactant (detergent), Dn, whose concentration is that
of total surfactant, less that of monomer, which is taken to
be the critical micelle concentration (cmc). The concen-
tration of monomer is often overestimated by this ap-
proximation because solutes typically lower the cmc, but
the error becomes negligible at high surfactant concen-
tration. The association constant may be written in terms
of the concentration of micelles, and values then differ by
the aggregation number, which is typically in the range
60–100, but is increased by added electrolyte. Equation
(1) can be linearized in a reciprocal form,8 or km and Ks


can be estimated by curve fitting.
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At high surfactant concentration, Eqn (1) simplifies
to


kobs ¼ ðkw=fKs½Dn�gÞ þ k
m


ð2Þ


Both Eqn (2) and Eqn (1) in its reciprocal form8 estimate
km by extrapolation of the data to infinite [Dn]. There is
uncertainty in these values, but not in their trend, when
reactions are strongly micellar-inhibited, i.e. kw�km.


Anionic decarboxylations and spontaneous depho-
sphorylations of dianionic dinitrophenyl phosphates are
considerably faster in cationic and zwitterionic sulfobe-
taine micelles than in water,9,10 as expected for a medium
that is less polar than water. (With anionic micelles these
reactions are almost wholly in water.) There is extensive
evidence from indicator measurements for this lower
polarity of micelles,11 and it should affect rates of other
spontaneous reactions, including hydrolyses at alkyl and
acyl centers. These solvolyses can be considered in terms
of limiting mechanisms, e.g. for reaction at an alkyl
center the slow step can be dissociation, as in the SN1
mechanism, or a concerted nucleophilic attack and loss of
the leaving group, as in the SN2 mechanism.12 Unless the
existence of the carbocation can be demonstrated, for
example by trapping, it is difficult to exclude borderline
mechanisms. A reaction with extensive dissociation and
limited bond making in the transition state could have
solvent and structural effects typical of an SN1 mechan-
ism, but with nucleophilic participation, or could be
regarded as following an SN2 mechanism, but with partial
dissociation. Examination of solvent efects does
not resolve this mechanistic uncertainty because both
SN1 and SN2 solvolyses are generally accelerated by
increasing polarity and water content, and with polar
protic solvents it is difficult to separate the roles of
nucleophilic intervention and solvation of forming ionic
centers.12 In addition, kinetic solvent effects depend on
solvent interactions with both the initial and transition
states, and kinetic structural and medium effects may
therefore not be independent variables, although
quantitative treatments involving that assumption fit ex-
tensive data.12b


This problem of defining the role(s) of nucleophilic
solvents becomes more difficult for reactions at acyl
centers, where the rate-limiting step could be dissociation
giving the acyl cation, although there are few examples of
this behavior.13 In one example, the acid-catalyzed hy-
drolysis of acetic 2,4,6-trimethylbenzoic anhydride, there
is a significant steric effect which favors formation of the
trimethylbenzoyl cation.13a Bimolecular reactions at acyl
centers generally involve attack by an added nucleophile,
or a nucleophilic solvent, often assisted by a general base.
In one mechanistic limit, addition followed by elimina-
tion, attack generates a tetrahedral intermediate which
goes to products but, in another limit, nucleophilic attack
is concerted with departure of the leaving group, with an
SN1–SN2-like mechanism.


This mechanistic description is illustrated in Scheme 1,
following Kevill and co-workers,14 who included cataly-
sis by a general base, which in the present work is a water
molecule. The various reaction steps in Scheme 1 may be
concerted, and in some deacylations the initial step may
be reversible.14 In one mechanistic limit the product of
addition is shown as an intermediate of finite life, in the
other a hydrated acyl cation is formed with loss of Cl�.
These questions regarding extents of bond making and
breaking, and the existence of intermediates formed by
nucleophilic addition, also apply to spontaneous hydro-
lyses of sulfonyl and phosphoryl halides. Polar hydro-
xylic solvent molecules intervene covalently in some of
the reaction steps shown in Scheme 1, but interact with
partial charges in the transition state, and it is difficult to
separate these rate-enhancing interactions.


In discussing possible mechanisms, it is expedient to
consider charge locations, although the physical meaning
of partial atomic charges is uncertain,15 especially in
water where charge is dispersed into the solvent by
hydrogen bonding or by hydration of a cationic center.
There is charge asymmetry in the species involved in
spontaneous hydrolyses, depending on the mechanism
(Scheme 1), and because of the charge distributions at
ionic or zwitterionic micellar surfaces there should be
relationships between them and reactivities of micellar-
bound substrates.


Values of km/kw for spontaneous hydrolyses in micelles
and other association colloids vary considerably, depend-
ing upon substrate structure and hydrophobicity, and also
upon surfactant structure.7,16–19 Head groups such as
carboxylate, which can act as nucleophiles or general
bases,14,17 were not used in this work.


Deacylations are typically accelerated by lyate ions
and small amounts of acid (HCl or MeSO3H) were added
to remove adventitious base. All the rate data cited here
were obtained at 25 �C. Rate constants in the micellar
pseudophase were estimated by using the usual pseudo-
phase formalism2–5,7,8,16,17 [Eqns (1) and (2)]. Values of
kobs in water in the absence of surfactants were measured
directly except with electron-donating substituents,
which made it necessary to extrapolate data from those
in mixed solvents.16 However, analysis of micellar charge
effects is not affected by rate constants in water.16,17


Scheme 1
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RESULTS AND DISCUSSION


Rate constants of spontaneous hydrolyses in aqueous
micelles depend on many factors, apart from charge
asymmetry across the water–micelle interface. They
include polarity, water availability at the interface, head
group bulk in cationic micelles and, for SN1 reactions, the
possibility of a common-ion inhibition.12,13b It is difficult
to isolate the roles of all these factors in a given micelle,
but some can be factored out by comparing rate cons-
tants in cationic, anionic and sulfobetaine micelles. The
anionic micelle was always sodium n-dodecyl sulfate,
C12H25OSO3Na (SDS), the cationic surfactants were
n-hexadecyltrimethylammonium derivatives, C16H33-
NMe3X (CTAX), where X is Cl, Br or MeSO3, and the
sulfobetaine was C16H33NþMe2(CH2CH2SO3)� (SB3-
16), or the C14 derivative (SB3-14). The corresponding
first-order rate constants for reactions in micelles are
designated kþ, k� and kSB, respectively. Rate constants of
spontaneous hydrolyses in the cationic micelles are
insensitive to the nature of (nonnucleophilic) counterions,
but are sensitive to head group bulk.7 Discussion of
reactivities in cationic and sulfobetaine micelles is lim-
ited to those with methylammonium head groups, in the
absence of electrolytes which may perturb micellar
structure.4–7


Values of kþ/k� and kSB/k� for reactions of benzoyl
and sulfonyl chlorides are given in Tables 1 and 2, and
others for hydrolyses of chloroformates and activated
esters and at alkyl centers are in the referenced litera-
ture.7,16–19 Reactions at alkyl centers are micellar inhib-
ited, but kþ/k�< 1 for SN1 and >1 for SN2 reactions,
without exception, although individual rate constants,
relative to those in water, vary considerably, depending,
in part, upon substrate hydrophobicity which may control
location at the micelle–water interface. Cationic and
sulfobetaine micelles behave similarly because of similar
charge asymmetries in the micelle–water interface, i.e.
sulfobetaine micelles behave like cationic micelles with
overall charge neutralization. In cationic micelles, head-
group charge is largely neutralized by anions in the Stern


layer. In general, sulfobetaine micelles have only a
modest affinity for anions and the salt order is similar
to that for cationic micelles, but ClO4


� is strongly
bound20,21 (F. Nome, personal communication).


Reactions at acyl centers


The timing of addition and elimination steps in sponta-
neous hydrolyses of carboxylic anhydrides, chlorofor-
mates and acyl, sulfonyl and phosphoryl halides depends
upon electronic substituent effects, the nature of the
leaving group and, for mixed solvents, polarity and water
content.14,16–18,22,23 As a result, substituent effects, as
indicated by Hammett � values, are solvent sensitive and
some Hammett plots pass through extrema.22 Hydrolyses
of carboxylic anhydrides are general base catalyzed,
consistent with an association–elimination mechanism,
although this catalysis can be obscured by nucleophilic
attack generating a more reactive acyl derivative.14 Sol-
volyses of substituted benzoyl chlorides are sensitive to
both solvent composition and substituent electronic ef-
fects.16,22 With electron-donating substituents, e.g. alkyl
and alkoxy, rates increase significantly with increasing
water content of the solvent, but the increase is small with
strongly electron-withdrawing substituents, e.g. NO2, and
in some solvents Hammett plots pass through
minima.16,22


Hydrolyses of most acyl derivatives, including car-
boxylic anhydrides and diaryl carbonates, are micellar
inhibited, except for some nitro derivatives,16–19 but
reactions are faster in cationic and sulfobetaine than in
anionic micelles. The pattern is similar for hydrolyses of
substituted benzoyl chlorides in that kþ/k�> 1 for nitro
derivatives but is <1 for methyl and methoxy deriva-
tives.16 These variations of kþ/k fit the assumption that
strongly electron-withdrawing groups favor an addition–
elimination mechanism, with development of negative
charge in the acyl moiety (Scheme 1), but with strongly
electron-donating sustituents loss of halide ion becomes
more important kinetically. The reaction is then con-
certed with attack on a cationoid acyl group, as in SN1–
SN2 borderline reactions at alkyl centers when there is no
evidence for a carbocationic intermediate.12


Table 1. Micellar effects on hydrolyses of benzoyl chlorides


km (s� 1)


kw (s� 1) CTACl SDS kþ/k�


3,5-(NO2)2 0.20 > 0.5 0.062 >8
4-NO2


a 0.053 0.11 0.0062 18 (24)a


4-Cl 0.214 0.012 0.003 4
4-Bra 0.190 0.009 0.0025 3.6 (4.3)a


4-H 1.41 0.004 0.015 0.27
4-Me 5 0.0015 0.041 0.038
4-OMe �11 0.01 �0.4 <0.03


a At 25.0 �C. Values in parentheses are for kSB/k� for reaction in SB3-16,
where km¼ 0.013 and 0.15 s� 1 for the 4-Br and 4-NO2 derivatives,
respectively.


Table 2. Micellar charge effects on hydrolyses of sulfonyl
chlorides at 25 �C


Substituent


Parameter 4-NO2 4-Br 4-H 4-Me 4-OMe


104kCTACl (s� 1) 21 4.1 1.6 1.0 0.85
104kSDS (s� 1) 1.0 0.75 0.3 0.35 0.75
104kSB (s� 1) 22 3.6 1.5 1.0 0.85
kþ/k� 21 5 5 3 1.1
104kw (s� 1) 24.5 19.6 30.7 38.6 61.0
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Comparison of values of kþ/k� and kSB/k� in hydro-
lyses of benzoyl and sulfonyl chlorides is informative
because hydrolyses of the latter are micellar inhibited and
unlikely to follow dissociative mechanisms, but in CTACl
and SB3-16 kþ/k� and kSB/k� increase monotonically
with increasing electron withdrawal by substituents, and
in SDS they pass through a shallow minimum.17 The
substituent order upon kþ/k� is as for benzoyl chlorides.
In general micelles have similar effects upon hydrolysis
rates of chloroformates and benzoyl chlorides.18c,19a,b,d


Scheme 2


Interactions of the transition state for hydrolysis of a
benzoyl chloride with micellar head-groups are illu-
strated in cartoon form in Scheme 2. The transition state
is written as either an anionoid tetrahedral intermediate
or, as in a concerted SN1–SN2 borderline mechanism,
with a cationoid acyl center. Counterions are not shown,
but they partially neutralize head-group charges and
charge asymmetries are therefore similar in cationic
and sulfobetaine micelles. The positive charge in the
nucleophilic water molecule is dispersed into other sol-
vent molecules by hydrogen bonding (broken line), and
the partial charges, �þ and ��, on the nucleophilic water,
the leaving Cl�, and the reaction center, are without
numerical significance and depend on electronic substi-
tuent effects.


Similar descriptions can be applied to other hydro-
lyses, including those of sulfonyl chlorides and chloro-
formates in micelles, and with all these substrates the aryl
groups should be located in the outer alkyl group regions
close to the head-groups.18b


Quantification of partial charges in the
transition states


Rate constants are considered for reactions that are
wholly in the micellar interfacial regions and depend
upon the properties of these regions as reaction environ-
ments, as distinct from the bulk solvent.4,5 Attention is
directed specifically to charges at the interface.


Acid–base equilibria are also sensitive to micellar
charge, and dissociations of weak acids, with transfer
of unit charge, are increased by cationic and decreased by
anionic micelles.24,25 Comparison of micellar effects on
indicator equilibria with those on spontaneous hydrolysis
rates provides estimates of fractional charge development
at the reaction center. Non-coulombic interactions, such
as hydrophobicity, for benzoyl and sulfonyl chlorides
should depend largely on the aromatic residue.


Rate constants of spontaneous reactions in water and
micelles are given by


km=kw ¼ K 6¼=Ks ð3Þ


following the Eyring treatment, where the equilibrium
constants are for transfers of the activated complex and
substrate between water and micelles, and can be sepa-
rated into electrostatic and apolar terms, Kel and Kapolar,
respectively. For reactions in CTACl and SDS, Eqn (4)
describes the relationship between kþ/k� and the equili-
brium constants for transfers:


kþ=k� ¼ fðK 6¼
elK


6¼
apolarÞ


þ=ðK 6¼
elK


6¼
apolarÞ


�gðK�
s =K


þ
s Þ


� ðK 6¼
þ=K


6¼
�Þ


ð4Þ


because, to a first approximation,


ðK 6¼
apolarÞ


þ=ðk 6¼apolarÞ
� � Kþ


s =K
�
s ð5Þ


for structurally similar substrates. With this simplifying
assumption regarding cancellation of the apolar terms,
and their separation from the electronic terms, relative
rate constants for substrates of similar structures can be
related to differences in apparent surface potentials of
micelles of CTACl and SDS. The treatment,correspond-
ing to that applied to acid–base equilibria,24,25 gives


logðkþ=k�Þ ¼ logðK 6¼
þ=K


6¼
�Þ ¼ � ð�QÞ=58 ð6Þ


where � is the sum of the absolute values of the surface
potentials and �Q is the apparent fractional charge in the
transition state.


Surface potentials are not measured directly, but are
inferred from experimental measurement or calculated
theoretically.5,24,25 On an assumed relationship between
micellar effects upon acid–base equilibria and surface
potentials, Fernandez and Fromherz estimated  ¼þ148
and �134 mV for CTACl and SDS, respectively,24 i.e.
� ¼ 282 mV represents the electrostatic contribution
for transfer of one unit of charge. Therefore, for a given
reaction, e.g. a spontaneous hydrolysis, and following the
formalism of Fernandez and Fromherz24, Eqn (6) gives


logðkþ=k�Þ ¼ ð282=58Þ�Q ¼ 4:9�Q ð7Þ
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where �Q indicates the fractional electronic charge as
sensed by the interfacial reaction region. Other assump-
tions about micellar surface potentials affect values of �Q,
but not their general trend. For example, the absolute
values increase by �40% if potentials of both CTACl and
SDS are taken as 100 mV rather than those in Ref. 24.
This procedure compares charge development at the
reaction center with the unit change of charge in an
acid–base equilibrium.


Values of �Q for hydrolyses of the 3,5-(NO2)2 and 4-
OMe derivatives in CTACl and SDS, respectively, are
lower limits because they depend on those rate constants
which are underestimated because the reactions, in either
water or micelles, are too fast for estimation of kobs with
fully bound substrate (Table 1and Ref. 16), but they
indicate that the absolute fractional charges in the transi-
tion states are lower than those corresponding to com-
plete nucleophilic addition to the dinitro derivative or
complete ionic dissociation of the methoxy derivative.
Variations in these fractional charges follow electronic
substituent effects with a change from a cationoid to an
anionoid reaction center with increasing electron with-
drawal. These estimates of fractional charge indicate that
hydrolyses of benzoyl chlorides do not follow a classical
SN1 mechanism in aqueous media. The situation is
different for reaction in formic acid, where low nucleo-
philicity and high acidity, or strong hydrogen bond
donation,22 can change the molecularity of the reaction
and promote an ionization mechanism.13b


Application of this treatment to hydrolyses of the
sulfonyl chlorides indicates that the fractional charge at
the reaction center is almost zero for the 4-OMe deriva-
tive but is significantly negative for the 4-NO2 derivative
(Table 3). The variations are consistent with hydrolyses
following a concerted mechanism with anionoid reaction
centers in the transition states, but with contributions of
bond breaking increasing on going from the 4-NO2 to the
4-OMe dervative, and no indication of an ionization
mechanism.17,26


The two acid chlorides differ in that for benzoyl
chlorides the acyl moiety at the reaction center shifts
from anionoid to cationoid on going from the nitro
derivatives to the Me and OMe derivatives, whereas for
the sulfonyl chlorides the corresponding change is from
strongly anionoid for the NO2 derivative to very weakly
anionoid for the OMe derivative. The balance between
bond making and breaking is more towards the latter in
benzoyl as compared with sulfonyl chlorides.


CONCLUSIONS


The role of micellar charge in controlling overall rate
constants of ion–molecule reactions is readily under-
standable in terms of transfers of ionic and non-ionic
reactants between water and micelles, but for some
spontaneous reactions charge has a significant effect on
reactivity in the micellar pseudophase. Charge asymme-
tries are similar in the interfacial regions of cationic and
sulfobetaine micelles, which assists spontaneous decar-
boxylations and dephosphorylations where electronic
charge moves the ionic residue into the organic moieties
during formation of the transition states.


In spontaneous bimolecular hydrolyses, charge moves
from nucleophilic water into the reaction center and the
leaving anion, depending on extents of bond making and
breaking in the transition state. In one limiting mechan-
ism for reaction at acyl centers an addition intermediate is
formed and then dissociates to products, and in another
limit ionization gives a cationic intermediate in the rate-
limiting step, but these limits appear not to be reached for
reactions in water. The association–dissociation balance
depends upon substrate structure and the reaction envir-
onment, but relative rate constants in anionic and cationic
or sulfobetaine micelles are indicators of this balance for
hydrolyses of structurally similar substrates differing
only in substituent electronic effects. For hydrolyses of
the acid chlorides discussed here, there is no indication
that the rate-limiting step is formation of an addition
intermediate from the nitro derivatives or formation of an
acyl cation from 4-methoxybenzoyl chloride. The reac-
tions appear to be concerted with the balance between
bond formation and dissociation depending on the reac-
tion center and electronic effects of substituents. This
mechanistic test requires that reaction sites are the inter-
facial regions of normal micelles, and is therefore re-
stricted to reactions in water as the bulk solvent, although
the general mechanistic conclusions should be applicable
to solvolyses in water-rich mixtures where ion pairing is
unimportant. It is not applicable to reactions in weakly
nucleophilic or low-polarity solvents where ion pairing
and other interactions can be dominant.


Supplementary Material


Reactions were followed spectrophotometrically in water
as described in references 16 and 17.


Table 3. Fractional charges at reaction centers in hydrolyses of acid chlorides


Substituent


Charge 3,5-(NO2)2 4-NO2 4-Cl 4-Br 4-H 4-Me 4-OMe


�Q (ArCOCl) <�0.2 �0.25 �0.12 0.11 0.13 0.29 > 0.31
�Q (ArSO2Cl) �0.27 �0.15 �0.14 �0.093 �0.009
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ABSTRACT: The internal rotation of the hydroxyl group in 2-hydroxy-5-methyl-3-nitroacetophenone (I) is asso-
ciated with the transformation of the O—H � � �O2N bond (weakly polar Ib conformer) into the O—H � � �O——C bond
(strongly polar Ib conformer). The standard Gibbs energy, �G �, for the Ia Ð Ib conformational equilibrium was
estimated in benzene and its 10 alkyl derivatives using dipole moment measurements and infrared spectroscopy. The
parent Onsager–Böttcher model for the continuum–homogeneous dielectric medium completely fails to predict
the dependence of �G � on the relative permittivity, ", of the solvent. The size of the solvent molecules seems to be the
important factor qualifying the conformer–solvent interaction. The continuum–heterogeneous model of two
concentric dielectric continua with local and bulk relative permittivities and the mean spherical approximation
(MSA) approach allow consideration of this factor in the series of the aromatic solvents investigated. In addition to
these two models, a satisfactory description of the solvents’ influence is achieved in terms of the correlation of �G �


with the dipolarity/polarizabilty parameter �* of the solvents. Copyright # 2005 John Wiley & Sons, Ltd.


KEYWORDS: intramolecular hydrogen bonds; conformational equilibrium; dipole moments; aromatic solvents; two-


dielectric continua; mean spherical approximation


INTRODUCTION


It has been noted in previous studies1–4 on conforma-
tional equilibria that benzene and, to a lesser extent,
toluene behave as if their relative permittivities were
distinctly higher than the bulk value of �2.3. A value
of "¼ 7.5 has been proposed for benzene to explain its
influence on various conformational phenomena.3,4 It is
interesting that mesitylene (1,3,5-trimethylbenzene) and
tert-butylbenzene exert a nearly normal effect, following
their bulk ". A similar influence of benzene and its alkyl
derivatives has been observed on the proton transfer
equilibria in hydrogen-bonded complexes formed be-
tween phenols and triethylamine.5 Again, benzene is
effectively much more polar than mesitylene, which is
isodielectric with it. The specificity of aromatic solvents
also reveals itself in NMR spectroscopy, where the proton
signals of the dipolar solutes in aromatic solvents are
shifted upfield in comparison with their position in a
magnetically isotropic solvent such as tetrachloro-
methane.6–8 The phenomenon of aromatic solvent-in-
duced shift (ASIS) has been investigated in numerous
cases. The most accepted approach to explain the ASIS is
based on the dipolar site of the solute–solvent cluster
model.6 The aromatic shift is believed to be connected


with site factors and a solvent parameter. The former
depend on the size of the solvent molecules and their
intrinsic properties (e.g. molecular dipolarity and polar-
izability, electron donor–acceptor ability). For the series
of alkylbenzenes, the size effect is directly related to the
concentration of benzene rings in the neighbourhood of
the solute.6 Moreover, the aromatic solvents (or cosol-
vents) lower the activation barrier much strongly than
could result from the dielectric models.9 The high cata-
lytic ability of aromatic compounds has been attributed to
interactions involving multipoles and to London’s
forces.9


In a previous study,10 we investigated the solvent effect
on the rotational isomerism in 2-hydroxy-5-methyl-3-
nitroacetophenone (Scheme 1). This particular isomerism
is connected with the transformation of two intramole-
cular hydrogen bonds and drastic changes in the dipole
moments of both conformers10 [�(Ia)¼ 1.41 D and
�(Ib)¼ 6.60 D]. Generally, the position of the Ia Ð Ib
equilibrium is controlled by the solvent dipolarity.
However, also in this case the behaviour of benzene is
more similar to that of 1-chlorobutane ("¼ 7.138) than to
the almost isodielectric with it tetrachloromethane
("¼ 2.228).


In order to gain more information on the abnormal
influence of aromatic solvents on this equilibrium, we
determined the effective dipole moment of I in many
alkylated benzenes and also cyclohexene and tetrachlor-
oethylene for comparison. Additionally, the infrared
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spectra in the range of the stretching vibration of the C——
O group in I in the same set of solvents were measured.
Both methods allow quantitative determination of the
equilibrium constant and the corresponding standard
Gibbs energy change, �G �. The effect of the solvent
on �G � will be discussed on the basis of two parameters
of the solvent: relative permittivity and molecular size.
For descriptive purposes we chose a model of two di-
electric solvent layers and a model applying the mean
spherical approximation (MSA) approach, which indir-
ectly or directly permit the inclusion of the size effect of
the solvent molecules. Finally, to analyse the solvent
dependence of �G �, we also consider empirical scales
of solvent polarity. The Kamlet–Taft dipolarity/polariz-
ability parameter �* was determined for the solvents
investigated and then used in the correlation analysis.


EXPERIMENTAL


The electric dipole moment (�) was determined by a
method described previously.11 To evaluate the molar
dipole polarization of the solute, we used Onsager’s local
field model12 and the previously derived expression11


P ¼
2"1 þ n2


1


� �
"1 � n2


1


� �
M1


"1 n2
1 þ 2


� �2
d1


� �"1 � �n2
1


"1 � n2
1


þ 2�"1 þ �n2
1


2"1 þ n2
1


� 2�n2
1


n2
1 þ 2


� �� � þM2


M1


� �


ð1aÞ


where ", d and n are relative permittivity, density and
refractive index, respectively, and M is the molecular
mass. The coefficients �, � and � are defined as follows:


�"1 ¼ d"12


dx2


� �
X2!0


; �d1 ¼ dd12


dx2


� �
X2!0


; �n2
1 ¼ dn2


12


dx2


� �
X2!0


ð1bÞ


The subscripts 1, 2 and 12 refer to the solvent, solute and
solution, respectively; x2 is the molar fraction of the
solute. The range of x2 used in the dipolar measurements
was between 1� 10�3 and 5� 10�3. The dipole moment
of I at 25 �C was calculated according to �¼
0.21986


ffiffiffi
P


p
. The average of the absolute deviations


from their mean did not exceed 0.03 D. The effective
dipole moment of I can be expressed as h�2i ¼ �2


a xa þ
�2
b xb, where xa and xb are the molar fractions of both


conformers in equilibrium. The values of �a and �b were
computed on the basis of vectorial addition of the dipole
moments of the parent components (nitrobenzene, acet-
ophenone, phenol and toluene) assuming the theoretical
[DFT/B3LYP6–31Gþ (d,p)] structures of both confor-
mers.10 The �a and �b values were 1.41 and 6.60 D,
respectively. Having obtained xa and xb, the standard
Gibbs energy was estimated from the relation �G �(�)¼
�RTln(xb/xa). The �G �(�) values were estimated with
an accuracy of � 0.08 kJ mol�1. The infrared spectra
were recorded on a Nicolet 205FT-IR spectrophotometer
with a resolution of 1 cm�1 in KBr cells. The molar
concentration (c) of I was in the range 0.01–0.05 M. The
spectra shown in Fig. 1 were normalised in such a way
that the product cl was kept constant. The spectroscopic
standard Gibbs energy was estimated from the relation
�G �(IR)¼ �RTln(Ab"a/Aa"b). The "a/"b ratio adopted
in all solvents was calculated by the DFT method and was
equal to 0.59.10


The �* values for the solvents under investigation were
defined, following previous procedures,13–16 as


�� ¼ �ðsÞ � �ðC6H12Þ
�ðDMSOÞ � �ðC6H12Þ


ð2Þ


where �(s) is the wavenumber of the maximum of the
indicator band. Cyclohexane and DMSO were used as
references by taking �*(C6H12)¼ 0 and �*(DMSO)¼ 1
by definition. 4-Methoxynitrobenzene and 4-dimethyla-
minonitrobenzene were used as indicators. Thus the
average values of �* were estimated (see Table 2) and
applied in the correlation analysis. The UV–visible spec-
tra were recorded on a Cary 1 spectrophotometer.


2-Hydroxy-5-methyl-3-nitroacetophenone (Aldrich,
99%), 4-methoxynitrobenzene (Aldrich, 97%) and
4-dimethylaminonitrobenzene (Lancaster, 98%) were
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Figure 1. Infrared spectra in the �(C——O)region of I in
selected aromatic solvents
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Scheme 1. Conformational equilibrium in 2-hydroxy-5-
methyl-3-nitroacetophenone
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used as received. All solvents were purified by standard
methods17 and were dried by sodium or 4 Å molecular
sieves.


RESULTS AND DISCUSSION


The dipole moments and coefficients in Eqn (1a) for I in
the aromatic solvents and in cyclohexene and tetrachlor-
oethylene are given in Table 1.


Figure 1 shows the IR spectra in the �(C——O) region
for I in selected solvents.


Two very well separated bands correspond to the two
conformers with the hydrogen-bonded C——O group (Ib,
the lower wavenumber band) and the free C——O group
(Ia, the higher wavenumber band). Both the dipolar and
infrared data prove the Ia Ð Ib conformational equili-
brium to be evidently dependent on the solvent. The
standard Gibbs energies corresponding to this equili-
brium are given in Table 2.


Since the �G � values obtained by both methods are
close, their average value (see Table 2) will be used for
further discussion. The exception is tetrachloroethylene,
in which the �G �(IR) value is markedly higher than that
obtained from the dipole moment. The lack of infrared
data in cyclohexene is due to its strong absorption in the
region 1690–1635 cm�1. In Table 2, the macroscopic and
molecular parameters of the solvents are also given. The
dependence of �G � on the solvent can now be discussed
quantitatively. Keeping in mind the significant differ-
ences in the dipole moments of the two conformers, it
seems that dipolar interactions are those controlling the
position of the Ia Ð Ib equilibrium in the solution.
Therefore, in the first attempt to describe the solvent
effect on �G �, the Onsager–Böttcher parent continuum–
homogeneous dielectric model will be explored.


Onsager–Böttcher (OB) model


According to this model, the dipolar contribution to the
standard Gibbs energy is given by12,18–21


�G�ðOBÞ ¼ �NA


�2
b � �2


a


a3


f ð"Þ
1 � 2 �


a3 f ð"Þ
ð3Þ


where f ð"Þ ¼ ð"� 1Þ=ð2"þ 1Þ and the �/a3 ratio is
estimated as equal to 0.32.10 The radius of the spherical
solvent cavity a has been assessed previously, using the
apparent molar volume of I in different solvents, as equal
to 3.92 Å.10 Figure 2 shows the dependence of �G � on
the reaction field factor f ð"Þ=½1 � 2�f ð"Þ=a3�.


The lack of correlation indicates that relative permit-
tivity is not the sole parameter determining the magnitude
of the solvation effect. On the other hand, the comparison
shown in Table 2 of �G � in cyclohexene and tetrachlor-
oethylene with (isodielectric to them) benzene, p-xylene


Table 1. Dipole moments of 2-hydroxy-5-methyl-3-
nitroacetophenone in a different solvents


Solvent �"1 � �n2
1 � (D)


Benzene 43.846 0.7689 0.4757 5.56
Toluene 35.106 0.7416 0.6789 5.36
p-Xylene 28.281 0.5897 0.4826 5.26
m-Xylene 29.533 0.6401 0.5754 5.29
o-Xylene 32.689 0.6650 0.6526 5.39
Ethylbenzene 30.912 0.6463 0.5998 5.38
Mesitylene 24.144 0.5673 0.3835 5.14
Isopropylbenzene 25.570 0.5032 0.4097 5.26
n-Butylbenzene 21.861 0.5470 0.5310 5.14
sec-Butylbenzene 22.919 0.4675 0.4030 5.24
tert-Butylbenzene 22.653 0.3773 0.2486 5.24
Cyclohexene 25.046 0.8016 0.6755 4.58
Tetrachloroethylene 26.948 0.2628 0.4552 4.65


Table 2. Selected parameters of the aromatic solvents and the standard Gibbs energy values of the Ia Ð Ib equilibrium


Solvent "1 rs (Å) �* �G �(�)a �G �(IR)a �G �a


Benzene 2.274 3.28 0.56 �2.05 �1.71 �1.88
Toluene 2.376 3.49 0.52 �1.46 �1.22 �1.34
p-Xylene 2.268 3.66 0.39 �1.19 �0.83 �1.01
m-Xylene 2.360 3.66 0.40 �1.27 �0.97 �1.12
o-Xylene 2.556 3.63 0.54 �1.54(5) �1.17 �1.36
Ethylbenzene 2.406 3.65 0.43 �1.51 �0.97 �1.24
Mesitylene 2.291 3.81 0.37 �0.88 �0.69 �0.78(5)
Isopropylbenzene 2.373 3.82 0.38 �1.19 �0.77 �0.98
n-Butylbenzene 2.351 3.96 0.39 �0.88 �0.65 �0.76(5)
sec-Butylbenzene 2.402 3.96 0.35 �1.14 �0.72(5) �0.93
tert-Butylbenzene 2.359 3.95 0.36 �1.14 �0.68 �0.91
Cyclohexene 2.204(5) — 0.14 0.43 — 0.43
Tetrachloroethylene 2.276 — 0.28c 0.28 1.14 0.71
Cyclohexane 2.016 — 0 1.96b 1.83b 1.89(5)


a Values are given in kJ mol�1.
b Values taken from Ref. 10.
c Value from Ref. 14.
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and mesitylene would confirm that aromatic solvents are
effectively more polar than non-aromatic ones. Even a
superficial glance at Table 2 and Fig. 1 would suggest that
the size of the molecule of a solvent is, besides its relative
permittivity, an important factor in the conformer–solvent
interaction. That is why we address our attention to these
modifications of the original Onsager–Böttcher model,
which directly or indirectly makes allowance for the size
of solvent molecules.


Beveridge–Schnuelle (BS) model of
two-dielectric continua


If the solvent molecules interact locally with the dipolar
sites of the solute (or with its overall dipole moment),
then the nearest region of the solute will be characterised
by local relative permittivity. Owing to an at least partial
loss of rotational freedom by the solvent molecules, the
first sphere of solvation (the cybotactic region) has a
lower permittivity than the bulk value. A simple model of
the spatial variation in relative permittivity around the
spherical cavity with the centrally located solute dipole
was given by Beveridge and Schnuelle.22 The spherical
cavity is surrounded by two concentric continua (see
Fig. 3), with a local relative permittivity "l and a bulk
". In fact, this model assumes that the dipolar interaction
can be partitioned into two contributions, arising from the
short-range (local orientational) interaction (�Gl


�) and
the long-range interaction with the macroscopic (bulk)
dielectric medium (�Gb


�). The BS model, neglecting the
molecularity of the medium, is still a continuum one and
thus cannot evaluate the magnitude of the local interac-
tion. However, it does allow us to simulate the decrease in
" and, which is important, makes it possible to relate the
thickness of the first solvation sphere with the size of the
solvent molecules. According to this model, the dipolar
Gibbs energy is now given by22–24


�G�ðBSÞ ¼ �NAð�2
b � �2


aÞ
f ð"; "l; a; bÞ


1 � 2 �
a3 f ð"; "l; a; bÞ


ð4aÞ


Two terms contribute to the reaction field factor f(", "l,
a, b):


f ð"; "l; a; bÞ ¼ f1ð"; "l; aÞ þ f2ð"; "l; a; bÞ ð4bÞ


where


f1ð"; "l; aÞ ¼
ð"a � 1Þ


ð2"a þ 1Þa3
ð4cÞ


and


f2ð"; "l; a; bÞ ¼
ð"b � 1Þ


ð2"b þ 1Þb3
1 � 1 � "a


2"a þ 1


� �
ð4dÞ


The second term mostly depends on the interaction
between the dipole and the bulk of the solvent. Its
magnitude is determined not only by ", but also by the
thickness (b� a) of the spherical layer.


The permittivities "b and "a appearing in Eqns (4c) and
(4d) are defined as


"b ¼ "


"l


ð4eÞ


and


"a ¼ "l 1 þ 2ð1 � "lÞð1 � "bÞa3


ð2"b þ 1Þb3


� ��1


ð4fÞ


If "l¼ ", then "a¼ " and the BS model turns into the
parent OB model. The model discussed needs parameter-
isation. The number of solvent molecules in the first
solvation sphere cannot be too high, so in our simulations
we accepted the thickness (b–a) to be equal to the radius
of the solvent molecule (see Table 2). We also assume
that "l¼ 1.


Figure 3 shows that, excluding benzene, a good linear
dependence of �G � on f(", "l, a, b) is obtained. The
appropriate equation for all the aromatic solvents is


�G�ðBSÞ ¼ 2:36ð�0:43Þ
� 63:49ð�7:87Þf ð"; "l; a; bÞðn ¼ 11; r ¼ 0:94Þ


ð5aÞ
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Figure 2. Dependence of the standard Gibbs energy, �G �,
for the Ia Ð Ib equilibrium in aromatic solvents on the
Onsager–Böttcher reaction field factor
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Figure 3. Dependence of the standard Gibbs energy, �G �,
for the Ia Ð Ib equilibrium in aromatic solvents on the
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where n is the number of solvents and r is the correlation
coefficient. If the data point for benzene is omitted, then
one obtains


�G�ðBSÞ ¼ 1:63ð�0:26Þ
� 49:48ð�4:83Þf ð"; "l; a; bÞ ðn ¼ 10; r ¼ 0:96Þ


ð5bÞ


The slope of the line, equal to 49.48 kJ mol�1, is twice as
large as the theoretical value of 25.1 kJ mol�1. Moreover,
the intercept is distinctly lower than the Gibbs energy of
8.50 kJ mol�1 yielded by the DFT/B3LYP6–31Gþ (d,p)
method.10 These discrepancies should be ascribed to the
local interactions, represented by the �Gl


� term. This
seems to be approximately constant in the case of the
alkylbenzenes, whereas for benzene the �Gl


� energy is
about 0.4 kJ mol�1 more negative.


Mean spherical approximation model (MSA)


In this model, a hard sphere of the dipolar solute of radius
r embedded in a fluid consisting of hard polarizable
spheres of radius R is considered.25–27 The dipolar part
of the standard Gibbs energy is now a more complicated
function of the relative permittivity, r and R, but is still
accessible in its analytical form:26


�G�ðMSAÞ ¼ �NA


ð�2
b � �2


aÞ
r3


� f ðx; uÞ
1 � 2 �


a3 f ðx; uÞ
ð6aÞ


where


f ðx; uÞ ¼ "� 1


2ux3 1�u
1�2u


� �3þ2" 1 þ ð1 � 2uÞx½ �3þ 1 þ 1�u
1�2u


x
� �3


ð6bÞ


In Eqn (6b), x¼R=r and u¼ 3�=(1þ 4�). The parameter
� appears in the MSA theory for the pure solvent and is
related to " by the following expression:


" ¼ ð1 þ 4�Þ2ð1 þ �Þ4


ð1 � 2�Þ6
ð6cÞ


The two extreme cases of Eqn (6b) can be considered.
First, when R goes to zero, then f(x, u) receives the
Onsager ("–1)=(2"þ 1) factor and Eqn (6a) becomes
identical with Eqn (3). Second, the limit of f(x, u) is
0.5, as in the two previous models. It is obvious that MSA
suffers from a shortcoming similar to the Onsager–
Böttcher model in assuming the structure of the solvent
near the solute dipole to be identical with that of a pure,
hard-sphere fluid. On the other hand, contrary to the
continuum approach, this model considers the molecular


nature of the solvent. In a simulation of the relation �G �


vs f(x, u), the solvent radii were calculated from the molar
volumes of pure solvents. We also assumed that � is
related to the macroscopic relative permittivity ". The r
value was applied identical with a¼ 3.92 Å [see Eqns (3)
and (4)]. The dependence of �G � on f(x, u) is presented
in Fig. 4.


As can be seen, this model also describes fairly well the
sequence of the solvent changes in �G �. The linear
relations are now:


�G�ðMSAÞ ¼ 2:34ð�0:52Þ
� 86:66ð�13:06Þf ðx; uÞ ðn ¼ 11; r ¼ 0:91Þ


ð7aÞ


and


�G�ðMSAÞ ¼ 1:57ð�0:24Þ
� 66:30ð�5:96Þf ðx; uÞ ðn ¼ 10; r ¼ 0:97Þ


ð7bÞ


The experimental slope is again twice as large as the
calculated value of 41.6 kJ mol�1 and the point for
benzene drops off the line for the alkylbenzenes by ca.
0.5 kJ mol�1. The local isomer–solvent interaction, which
seems to be responsible for these discrepancies, depends
on several molecular properties, such as dipole and
quadrupole moments, molecular polarizability and its
anisotropy, electron donor–acceptor ability and size and
shape of a molecule and is therefore hard to model. This
is why for the description of the solvent effect on the
Ia Ð Ib equilibrium the parameter of dipolarity/polar-
izability �* of the solvent was also included.


Correlation with the p* parameter


The dipolarity/polarizability parameter �* is believed to
describe the electrostatic and dispersive solute–solvent
interactions. It also includes all structural effects occur-
ring in the cybotactic region. The values of �* for many
aromatic solvents are known.13–16 However, to obtain a


Figure 4. Dependence of the standard Gibbs energy, �G �,
for the Ia Ð Ib equilibrium in aromatic solvents on the MSA
factor f(x, u)
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coherent scale for all the solvents that we tested, we
determined it independently using 4-methoxynitroben-
zene and 4-dimethylaminonitrobenzene as the solvato-
chromic probes. The average values of �* are shown in
Table 2. In Fig. 5, the correlation of �G � with �* is
shown, and also data on cyclohexane,10 cyclohexene and
tetrachloroethylene. All the correlated �G � values were
determined by the dipolar method (see Table 2 and
Ref. 10).


The equation of the straight line is now


�G�ð��Þ ¼ 1:59ð�0:25Þ � 6:62ð�0:62Þ��


ðn ¼ 14; r ¼ 0:95Þ
ð8Þ


A good relationship between the standard Gibbs en-
ergies and the �* parameters originates mainly from the
structural similarity of the probe and the investigated
compounds. The parameter �*, estimated for the gaseous
phase, equals �1.06� 0.10.28 From Eqn (8), one obtains
a �G � value for the Ia Ð Ib equilibrium in the gaseous
phase of 8.61 kJ mol�1. Hence the extrapolated Gibbs
energy is in excellent, surely not coincidental, agreement
with the theoretical value of 8.50 kJ mol�1.10


CONCLUSION


Singularity of the effect of benzene and its alkyl deriva-
tives on Ia Ð Ib conformational equilibrium results
from the presence of local orientation ordering of the
solvent microstructure, which is mainly due to the dipolar
interaction. Such an effect is important in non-polar (or
slightly polar) aromatic solvents, whose molecules have a
strong anisotropy of polarizability and explains their
effective polarity. Owing to the steric effect, the local


interaction in benzene is more effective (by
�0.5 kJ mol�1) than in other alkylbenzenes. On the other
hand, the local ordering causes the long-range electro-
static interaction (effect of the reaction field) to be
weakened. Moreover, the magnitude of the long-range
interaction depends on the size of the solvent molecules.
The models of two solvation spheres and the MSA predict
this dependence in the series of alkylbenzenes very well.
Finally, the correlation of �G � with the parameter of the
solvent dipolarity/polarizability �* allowed us to describe
the influence of all the solvents tested, predicting surpris-
ingly well the standard Gibbs energy of the Ia Ð Ib
equilibrium in the gaseous phase.
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ABSTRACT: Solvolysis rates of chlorides that share the same side-chain comprising two neighboring groups [tertiary
chloride 10, 2-chloro-2,6-dimethyl-9-methoxy-(6E)-nonene, and benzyl chlorides 11, 1-chloro-1-aryl-5-methyl-8-
methoxy-(5E)-octene, with various phenyl substituents (Y¼ p-OCH3, p-CH3, H, p-Br and m-Br)], were measured in
80% (v/v) aqueous ethanol. Both the tertiary substrate 10 and the benzyl substrates 11 solvolyze with smaller
entropy and enthalpy of activation than the corresponding reference analogs with one neighboring group, 6 and 8,
respectively (��H 6¼ ¼�34� 6 kJ mol�1, ��S 6¼ ¼�122� 19 J K�1 mol�1 with 10; ��H 6¼ ¼�33� 6 kJ mol�1,
��S 6¼ ¼�95� 17 J K�1 mol�1 with 11), indicating that in addition to the double bond, the methoxy group also
participates in the rate-determining step. Chloride 10 has a significantly reduced secondary �-deuterium kinetic
isotope effect (kH/kD¼ 1.07� 0.01 in 80E; kH/kD¼ 1.05� 0.1 in 97T) in comparison with the typical value for the
tertiary chlorides (kH/kD¼ 1.80), as a consequence of the less positive charge on the reaction center in the transition
state. The slope of the Hammett plot �þ value obtained with the series of 11 is considerably smaller than that obtained
with the reference chlorides 8-Y (�þ ¼�1.29� 0.11 vs �3.93� 0.10), confirming that benzyl substrates also
solvolyze with extended �,n-participation. On both types of substrates, 10 and 11, the kinetic parameters indicate that
very pronounced assistance of both neighboring groups occurs in the rate-determining step. Copyright # 2004 John
Wiley & Sons, Ltd.


KEYWORDS: secondary �-deuterium isotope effects; tertiary chlorides; benzyl chlorides; extended �,n-participation;


Hammett correlation; solvolysis


INTRODUCTION


The outstanding problem with the biomimetic cyclization
mechanism is whether cyclization occurs in a stepwise or
concerted manner upon the formation of the carbocation
intermediate. We have reported on numerous squalene
derivatives1 and model compounds2 that solvolyze by
way of the k� process in which two neighboring groups
take part in the rate-determining step, i.e. extended
participation occurs. For example, in solvolysis of chlo-
rides 1,3 24,5 and 3,6 both double bonds participate
their electrons in the rate-determining displacement
of chloride ion. We have also demonstrated that in
chlorides 47 and 5,8 which have a methoxy group as
second neighboring group, the double bond and the n-


electrons of the methoxy group take part in the reaction,
hence the reaction proceeds by way of extended �,n-
participation.


Kinetic data are considered to provide an indication of
the extended participation mechanism if they show spe-
cific variations from those obtained with the correspond-
ing model compound lacking the second neighboring
group (e.g. chlorides 6–9). Typically, the most pertain
variations are as follows: (a) decrease of �H 6¼ and �S 6¼ ;
(b) depression of the secondary �-deuterium kinetic
isotope effect (KIE) (two deuteromethyl groups, as
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shown in, e.g. structures 1, 3 and 5); and (c) lowering
the slope of Hammett �þ plot for benzyl derivatives
(substrates 2 and 4).


Even though the participation of the second neighbor-
ing group in 1–5 has been proved without ambiguity, its
assistance is not the same in magnitude in all substrates. It
generally appears that the delocalization of the second
neighboring group is more efficient in substrates which
have the first participating group (double bond) located at
C-5 from the reaction center (as in 1 and 2) than in the
substrates which have the double bond located at C-4 (as
in 3–5). For example, the depression of the �-deuterium
KIE in the solvolysis of 1 is much more pronounced
[kH/kD¼ 1.01� 0.02 vs 1.37� 0.03 for the reference
compound 6 in 80% (v/v) ethanol at 50 �C]3,9 than that
of 3 and 5, respectively [kH/kD¼ 1.14� 0.01 and 1.16�
0.03, respectively, vs kH/kD¼ 1.30� 0.03 for the refer-
ence compound 7 in 80% (v/v) ethanol at 50 �C],6,8


indicating less positive charge on the reaction center in
the transition structure of 1 than that of 3 and 5, i.e.
more extensive charge delocalization in 1. Similarly, the
slope of Hammett plot is 2.3 units less for 2 than for
the reference chloride 8,10 whereas it is only 1.1 units less
for 4 than for reference compound 9.


Since, to the best of our knowledge, substrates 4 and 5
are the only cases reported in which the methoxy group as a
second neighboring group acts with the double bond in a
concerted manner, in a logical extension of our work we set
out to design substrates in which we predict very distinct
extended charge delocalization of �- and n-electrons in the
transition state. According to the above considerations, a
suitable candidate for a structure is one in which the double
bond is located on C-5 from the reaction center, which
leads to the formation of a cyclohexyl-like transition
structure. It is known that methoxy group participation is
very efficient if the transition state is a tetrahyrofuran-like
structure.11 Therefore, we assumed that the tertiary chloride
10 and the benzyl chlorides 11 should unambiguously give
kinetic evidence of a very pronounced extended �,n-
participation mechanism.


RESULTS AND DISCUSSION


The protio and hexadeuterated isotopomers of chloride
10 and benzyl chlorides 11 (Y¼ p-OCH3, p-CH3, H, p-Br
and m-Br) were prepared according to procedures pre-
sented in detail in the Experimental section.


Chlorides 10, 10-d6 and the series of 11 were subjected
to solvolysis in 97% (w/w) aqueous 2,2,2-trifluoroethanol
(97T) and/or 80% (v/v) aqueous ethanol (80E). Solvolysis
rates were followed by means of a pH-stat. The extrapo-
lated or measured rate constants and the activation para-
meters are presented in Table 1. The activation parameters
were calculated from the rate constants determined at
different temperatures. The rates for the corresponding
unsaturated compound were calculated according to the
empirical equation presented earlier that takes into account
the length of the side-chain of tertiary and benzyl chlo-
rides.12 The Hammett �þ values for the chlorides 11 were
calculated using simple regression analysis. Rate effects
(kU/kS, where kU is the rate for the unsaturated compound
and kS is the rate for the saturated reference compound),
secondary �-deuterium KIEs (kH/kD) or reaction constants
(�þ ) of 10 and 11, along with the same data for some
relevant reference compounds are given in Table 2.


Both substrates 10 and 11 show a moderate rate
enhancement relative to saturated analogs (Table 2).
However, the simple participation cannot be distin-
guished from the extended participation mechanism, so
these results are not conclusive.


A concerted bicyclization mechanism for 10 and all
derivatives of 11 can be deduced with great certainty on
the basis of the activation parameters. It is well known
that neighboring group participation lowers �H 6¼ . Also,
the k� process involves bridging and loss of some
degrees of rotational freedom of the alkenyl chain in
the transition state, which results in a more negative
�S 6¼ .13 Therefore, we compared the activation para-
meters of tertiary chloride 69 with those of tertiary
chloride 10 and of benzyl chloride 810 with benzyl chloride
11, respectively. The methoxy group in both types of
substrate has an substantial influence on activation para-
meters. Thus, the enthalpy and the entropy of activation
are considerably lower for both the tertiary substrate
10 (��H 6¼ ¼�H 6¼


10 ��H 6¼
6 ¼�34 � 6 kJ mol�1,


��S 6¼ ¼�S 6¼
10��S 6¼


6¼�122� 19 J K�1 mol�1 in
80EtOH) and the benzyl substrate 11 (��H 6¼ ¼�H 6¼


11


��H 6¼
8¼�33� 6 kJ mol�1; ��S 6¼ ¼�S 6¼


11��S 6¼
8


¼�95� 17 J K�1 mol�1 in 80EtOH). These values are
consistent with the rate-determining extended participa-
tion mechanism, in which the high degree of order
required in the transition state (large negative �S 6¼ ) is
overcompensated by a rather small �H 6¼ .
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Charge delocalization from the reaction center in
benzyl systems can be proved with the Hammett �þ


parameter, which is a measure of the charge ‘seen’ by the
aromatic ring at the reaction center, i.e. a measure of
charge delocalization.14 The assistance of one double
bond in 6 lowers the �þ value by �2 units in comparison
with the saturated analog 13 (�3.93 vs �6.28, Table 2),
while the methoxy group in 11 has a further dramatic
influence, so the �þ value decreases by another 2.5 units.
It is worth noting that the Hammett parameter obtained is
similar to that with substrate 2, which �þwas proposed as
a reference value for the extended participation mechan-
ism.5 The different solvolysis mechanisms of 8 and 11
are supported by the fact that with 8 breakdown of the
Hammett plot occurs, whereas with 11 all data correlate
well with the �þ values. In the case of 8, the double bond
assistance is very attenuated by the strongly electron-
donating p-methoxy substituent, whereas with derivatives
of structure 11 the ‘stronger’ neighboring group partici-
pation is not overcome even by the p-methoxy group.


In conclusion, kinetic parameters obtained with 10 and
11 are fundamentally the same as those obtained earlier
with chlorides 1 and 2, indicating that the side-chain


Table 1. Solvolysis rate constants and activation parameters for chlorides 10 and 11


Compound Solventa t/( �C) k(10� 4s�1)b �H 6¼ (kJ mol�1)c �S 6¼


(J K�1 mol�1)c


10 80E 50 4.26 (2) 39� 4 �190� 13
40 2.37 (5)
30 1.53 (3)
25 1.127


97T 55 65.5 (6) 50� 3 �135� 10
45 33.2 (2)
35 18.6 (1)
25 9.12


10-d6 80E 50 1.43 (2)
97T 35 1.78 (1)


11-p-OCH3 80E 50 48.1 (2) 54� 2 �122� 6
40 23.5 (1)
30 11.9 (2)
25 8.05


11-p-CH3 80E 60 16.6 (3) 36� 0.1 �189� 0.2
50 10.7 (1)
40 6.69 (9)
25 3.13


11 80E 70 8.72 (5) 43� 5 �179� 14
60 5.89 (3)
50 3.24 (7)
25 0.805


11-p-Br 80E 70 6.44 (3) 46� 1 �171� 2
60 3.88 (9)
50 2.21 (1)
25 0.479


11-m-Br 80E 70 5.58 (2) 52� 2 �155� 7
60 2.98 (2)
50 1.68 (2)
25 0.297


a 80E is 80% (v/v) aqueous ethanol; 97T is 97% (w/w) aqueous 2,2,2-trifluoroethanol.
b The uncertainties of the last reported figure (standard deviation of the mean) are given in parentheses. The rate constants lacking standard errors are
extrapolated.
c Uncertainties are standard deviations.


Table 2. Relative solvolysis rates, �-deuterium secondary
kinetic isotope effects and Hammett �þ values of some
tertiary and benzyl chlorides


Compound Solventa kU/kS
b kH/kD


c � �þ d


12 80E 1.80� 0.03e


13 97T 6.28� 0.25f


6 80E 32.7 1.37� 0.03e


8 97T 16.1 3.93� 0.10f


5 80E 3.7 1.16� 0.1
97T 1.12� 0.1


4 80E 11.9 1.45� 0.03
10 80E 10.4 1.07� 0.01


97T 1.05� 0.01
11 80E 55.9 1.29� 0.11


a 80E is 80% (v/v) aqueous ethanol; 97T is 97% (w/w) aqueous 2,2,2-
trifluoroethanol.
b Rate constant of unsaturated vs the rate constant of the corresponding
saturated chloride at 25 �C; rate constants of saturated chlorides having the
same size of the side-chain wereeither measured or calculated according to
the equation given in Ref. 12.
c In 80E determined at 50 �C, in 97T determined at 30 �C; uncertainties are
standard errors of the estimate.
d Determined from the rate constants extrapolated to 25 �C; uncertainties
are standard errors of the estimate.
e Ref. 9.
f Ref. 10.
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takes part in a similar manner regardless of whether the
second neighboring group is a double bond or a methoxy
group, i.e. under given conditions the methoxy group and
the double bond have comparable electron-donating
abilities. The results presented for 10 and 11 further
support the observation that in the transition state the
charge is more efficiently delocalized from the reaction
center if the double bond is located at C-5 than at C-4.
Hence the more reduced KIE with 10 than 5 and the more
reduced slope of the Hammett plot with 11 than 5
(Table 2) could be attributed to less charge on the reaction
center. Efficient charge delocalization could occur from
the optimal preorganized structure, which probably can-
not be achieved with 5 and 4 because of the angle strain.
Therefore, in the solvolysis of 10 and 11, the participation
of the second double bond is more important. The results
obtained could also be interpreted in terms of ‘early’ and
‘late’ transition states. The ‘earlier’ transition state exists
in the case of 4 and 5 and the ‘later’ state in the case of
10 and 11.


EXPERIMENTAL


Substrate preparation


1-Bromo-4-methyl-7-methoxy-4-heptene. To a stirred
solution of primary alcohol (4-methyl-7-methoxy-4-
heptenol, 5 g, 0.032 mol) and carbon tetrabromide
(13.6 g, 0.041 mol) in 50 ml of dry methylene chloride,
a solution of triphenylphosphine (9.95 g, 0.038 mol) in
50 ml of the same solvent was added dropwise at room
temperature. After the addition was completed, the reac-
tion mixture was refluxed and stirred for 2–3 h. After
completion of the reaction (checked with TLC), light
petroleum was added and the volatiles were evaporated.
The crude product was purified by column chromatogra-
phy on silica gel by eluting the product with light
petroleum. The yield of pure bromide was 5.39 g
(76.5%). 1H NMR (CDCl3), � (ppm) 1.53 (s, 3H), 1.83–
2.08 (m, 6H), 3.28 (s, 3H), 3.59–3.65 (m, 4H), 5.12–5.15
(t, 1H); 13C NMR (CDCl3), � (ppm) 12.90, 30.44, 32.74,
34.37, 37.39, 51.16, 67.51, 125.39, 134.94.


2,6-Dimethyl-9-methoxy-6-nonen-2-ol. Grignard reagent,
prepared from Mg (1.35 g, 54.00 mmol) and 1-bromo-4-
methyl-7-methoxy-4-heptene (3 g, 14.00 mmol) in THF
(10 ml), was cooled to 0 �C and a solution of acetone
(0.80 g, 14.00 mmol) in 10 ml of THF was added drop-
wise. Stirring was continued at room temperature for 1 h.
The Grignard complex was hydrolyzed with saturated
aqueous NH4Cl. The water layer was washed with diethyl
ether three times and the combined ether layers were
washed with brine and dried over Na2SO4. The crude
product was purified by column chromatography on silica
gel. The pure alcohol obtained (1.15 g, 41.1%) was in the
form of a viscous oil. 1H NMR (CDCl3), � (ppm) 1.33–


1.37 (m, 2H), 1.43–1.65 (m, 11H), 1.93–2.08 (m, 4H),
3.54–3.65 (m, 5H), 5.12–5.15 (t, 1H); 13C NMR (CDCl3),
� (ppm) 14.90, 16.20, 25.97, 34.12, 39.05, 41.15, 53.28,
68.50, 71.55, 122.44, 136.91.


1-Phenyl-8-methoxy-5-methyl-5-octenol. A suspension
of lithium powder (332 mg, 0.048 mol), granulated Li
(332 mg, 0.048 mol), dry THF (5 ml) and very little
(10mL) CH3I was refluxed under a slow stream of argon
for 10–15 min in an ultrasonic bath, then a solution of
1.1 g (0.005 mol) of 1-bromo-4-methyl-7-methoxy-4-
heptene and benzaldehyde (0.575 g, 0.005 mol) in 20 ml
of dry THF was added dropwise to the stirred mixture at
0 �C. After all the solution had been added, the reaction
mixture was by turns stirred with the magnetic stirrer and
the ultrasonic bath for 3 h. The progress of the reaction
was checked by TLC. The excess of Li was filtered off
and the filtrate was treated with a saturated aqueous
solution of NH4Cl. The alcohol was extracted with
diethyl ether and dried over anhydrous Na2SO4. The
diethyl ether was evaporated and the product was purified
on a silica gel column. Unreacted bromide was removed
with light petroleum and the pure alcohol was eluted with
dichloromethane. The yield of pure alcohol was 0.25 g
(20.2%). 1H NMR (CDCl3) � (ppm) 1.38–1.52 (m, 5H),
1.89–1.99 (m, 4H), 2.46–2.50 (q, 2H), 3.26 (s, 3H), 3.54–
3.57 (t, 2H), 4.53–4.57 (t, 1H),5.10–5.13 (t, 1H), 7.17–
7.26 (m, 5H); 13C NMR (CDCl3), � (ppm) 17.08, 20.57,
26.16, 39.02, 39.29, 51.22, 67.49, 73.88, 123.99, 125.51,
127.84, 134.43, 135.17.


1-(4-Methoxyphenyl)-8-methoxy-5-methyl-5-octenol. The
procedure is the same as described above. From
221 mg, (32.00 mmol) of Li powder, 221 mg
(32.00 mmol) of granulated Li, 1.10 g (5.00 mmol) of 1-
bromo-7-methoxy-4-methyl-4-heptene and 0.74 g
(5.00 mmol) of anisaldehyde was obtained 0.27 g
(19.4%) of pure alcohol. 1H NMR (CDCl3), � (ppm)
1.55–1.58 (m, 2H), 1.66–1.96 (m, 7H), 2.41–2.23
(q, 2H), 3.73–3.97 (m, 8H), 4.60–4.63 (t, 1H), 5.19–
5.21 (t, 1H), 7.12–7.14 (d, 2H), 7.21–7.23 (d, 2H); 13C
NMR (CDCl3), � (ppm) 16.00, 23.81, 26.33, 39.46,
39.72, 55.00, 59.00, 67.66, 76.47, 118.80, 123.49,
129.75, 143.38, 158.81.


1-(4-Methylphenyl)-8-methoxy-5-methyl-5-octenol. The
procedure is the same as described above. From 221 mg
(32.00 mmol) of Li powder, 221 mg (32.00 mmol) of
granulated Li, 1.10 g (5.00 mmol) of 1-bromo-7-meth-
oxy-4-methyl-4-heptene and 0.65 g (5.00 mmol) of p-
toluylaldehyde was obtained 0.18 g (13.7%) of pure
alcohol. 1H NMR (CDCl3), � (ppm) 1.35–1.79 (m, 5H),
1.84–2.07 (m, 7H), 3.69–3.978 (m, 5H); 13C NMR
(CDCl3), � (ppm) 15.50, 20.73, 20.84, 25.36, 39.46,
53.33, 67.72, 74.00, 118.00, 124.00, 124.26, 134.46,
136.63, 141.91.
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1-(4-Bromophenyl)-8-methoxy-5-methyl-5-octenol. The
procedure is the same as described above. From 221 mg
(32.00 mmol) of Li powder, 221 mg (32.00 mol) of
granulated Li, 1.10 g (5.00 mmol) of 1-bromo-7-meth-
oxy-4-methyl-4-heptene and 0.92 g (5.00 mmol) of 4-
bromobenzaldehyde was obtained 0.29 g (17.8%) of
pure alcohol. 1H NMR (CDCl3), � (ppm) 1.18–1.25
(m, 7H), 1.42–1.45 (t, 2H), 1.63–1.69 (q, 2H), 3.42–
3.50 (m, 5H), 7.18–7.20 (d, 2H), 7.42–7.44 (d, 2H); 13C
NMR (CDCl3), � (ppm) 15.07, 25.10, 29.26, 30.15,
37.05, 58.57, 64.10, 65.68, 121.07, 125.33, 131.33,
131.77, 131.91.


1-(3-Bromophenyl)-8-methoxy-5-methyl-5-octenol. The
procedure is the same as described above. From
62.5 mg (9.00 mmol) of Li powder, 62.5 mg (9.00 mol)
of granulated Li, 0.44 g (2.00 mmol) of 1-bromo-7-meth-
oxy-4-methyl-4-heptene and 0.35 g (52 mmol) of 3-bro-
mobenzaldehyde was obtained 0.18 g (27.5%) of pure
alcohol. 1H NMR (CDCl3) � (ppm) 1.29–1.35 (m, 2H),
1.52–1.60 (m, 5H),1.95–2.06 (m, 4H), 3.27 (s, 3H), 3.51–
3.54 (t, 2H), 5.05–5.09 (t, 1H), 7.20–7.42 (m, 4H); 13C
NMR (CDCl3), � (ppm) 13.02, 24.93, 26.83, 39.50,
55.21, 64.00, 66.02, 121.20, 122.55, 124.50, 126.33,
129.45, 130.95, 139.52, 141.20.


Chlorides 10, 10-d6 and 11. The parent alcohol was
dissolved in 10–15 ml of light petroleum, the solution
was cooled to �15 �C and SOCl2 was added dropwise.
The reaction mixture was stirred for 2 h under reduced
pressure (about 520–560 mmHg) to remove the liberated
HCl and SO2 continuously. The light petroleum was then
evaporated and the crude chloride was used for kinetic
measurements. Further purification proved to be unne-
cessary because the solvolysis rates were found to be
independent on contamination.


Kinetic measurements


Solvolysis rates were followed in 80% (v/v) aqueous
ethanol (80E) and 97% (w/w) aqueous 2,2,2-trifluor-
oethanol (97T) titrimetrically by means of a pH-stat
(end-point titration, pH¼ 6.85). Typically, 0.02 mmol of


the chloride 1 was dissolved in 20 ml of the solvent at the
required temperature thermostated to � 0.05 �C, and the
liberated HCl was continuously titrated by using a 0.008
M solution of NaOH in the same solvent mixture. In-
dividual measurements could be described by the first-
order law from 15% up to at least 80% completion. First-
order rate constants were calculated from about 100
determinations by using a non-linear least-squares pro-
gram. Measurements were usually repeated 3–7 times.
Activation parameters were calculated from rate con-
stants at three different temperatures.
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372 S. JURIĆ AND O. KRONJA


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2005; 18: 368–372








JOURNAL OF PHYSICAL ORGANIC CHEMISTRY
J. Phys. Org. Chem. 2005; 18: 610–615
Published online 21 February 2005 in Wiley InterScience (www.interscience.wiley.com). DOI: 10.1002/poc.910


The role of the transfer group in the intramolecular
[5þ 2] cycloadditions of substituted
b-hydroxy-c-pyrones: a DFT analysis
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ABSTRACT: The intramolecular [5þ 2] cycloaddition reactions of a series of 3-OR (R¼SiMe3, H, CHO, Me)
substituted �-hydroxy-�-pyrones bearing tethered alkenes were studied using DFT methods at the B3LYP/6–31G*
level. The role of the transfer R group was analyzed considering two alternative channels: (i) in channel a the process
is initialized by the transfer of the R group with formation of an oxidopyrylium ylide intermediate, which is followed
of an intramolecular [5þ 2] cycloaddition; (ii) in channel b, the process is initialized by the intramolecular [5þ 2]
cycloaddition on the �-pyrone followed by the transfer of the R group. Copyright # 2005 John Wiley & Sons, Ltd.
Supplementary electronic material for this paper is available in Wiley Interscience at http://www.interscience.
wiley.com/jpages/0894-3230/suppmat/


KEYWORDS: transfer group; intramolecular [5þ 2] cycloadditions; �-hydroxy-�-pyrones; density functional theory


INTRODUCTION


The treatment of 6-acetoxy-3-pyranone (1) with an ap-
propriate base generates the 3-oxidopyrylium ylide 2,
which can participate as the five-carbon component in a
variety of [5þ 2] cycloadditions with activated alkenes
and alkynes [Scheme 1, Eqn (1)].1 The intramolecular
version of this reaction is particularly useful as it allows
relatively complex oxa-briged bicyclic products to be
constructed from simple precursors in a practical and
rapid manner.2–5 The rich functionalization and stereo-
chemical bias of these frameworks favor a rapid conver-
sion into a variety of valuable structures.4–6 For the
reactions of �-silyloxy-�-pyrones bearing tethered al-
kenes [3, R¼TBS (tert-butyldimethylsilyl) in Scheme 1,
Eqn (2)], Wender and Mascareñas proposed the initial
formation of the oxidopyrylium ylide IN generated in situ
through the migration of the TBS group to the carbonyl
oxygen, which allows the subsequent [5þ 2] cycloaddi-
tion.7 Other hydroxy derivative groups such as the 3-OBz
benzoate 4 have been used in these [5þ 2] cycloadditions
(see Scheme 2).4


The mechanism for the intramolecular [5þ 2] cycload-
dition of �-silyloxy-�-pyrones bearing tethered alkenes
has been studied using density functional theory (DFT)
methods (see Scheme 3).8–10 This reaction is a stepwise
process: first, the migration of the neighboring silyl group
to the carbonyl group of the �-pyrone 5 takes place to
give a weak oxidopyrylium ylide intermediate IN1,
which by a subsequent concerted intramolecular [5þ 2]
cycloaddition affords the final cycloadduct 6.8 The high
activation energy associated to the overall process can
explain the high temperatures required in these thermal
reactions, and the necessity to perform the intramolecular
cycloaddition in order to avoid the defavorable activation
entropy associate with the intermolecular mode.8


The aim of this work was to analyze the role of the
transfer group in the mechanism of these cycloadditions.
We studied the intramolecular [5þ 2] cycloaddition re-
actions of a series of substituted �-hydroxy-�-pyrones,
Pyr-R (R¼ SiMe3, H, CHO, Me) (see Scheme 4).


COMPUTATIONAL METHODS


In recent years, theoretical methods based on DFT have
emerged as an alternative to traditional ab initio methods
in the study of the structure and reactivity of chemical
systems. Diels–Alder reactions, 1,3-dipolar cycloaddi-
tions and related cycloaddition reactions have been the
object of several DFT studies showing that functionals
that include gradient corrections and hybrid functionals
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for exchange and correlation, such as B3LYP,11,12 to-
gether with the standard 6–31G* basis set,13 yield poten-
tial energy barriers in good agreement with the
experiments. Therefore, in the present study, geometric
optimizations of the stationary points were carried out
using this methodology. (A discussion of the energies
obtained using different computational levels was pre-


sented in a previous paper.8 For the [5þ 2] cycloaddition
the barrier obtained at the B3LYP/6–31G* level was
closer to that obtained using the very computational
demanding MP3/6–31G* level. These results were simi-
lar to those obtained for related [4þ 2] cycloadditions.14)
The optimizations were carried out using the Berny
analytical gradient optimization method.15,16 The station-
ary points were characterized by frequency calculations
in order to verify that the transition structures (TSs) have
one and only one imaginary frequency. The intrinsic
reaction coordinate (IRC)17 path was traced in order
to check the energy profiles connecting each TS to the
two associated minima of the proposed mechanism by
using the second-order González–Schlegel integration
method.18,19 The electronic structures of stationary points
were analyzed by the natural bond orbital (NBO)
method.20,21 All calculations were carried out with the
Gaussian 98 suite of programs.22


RESULTS AND DISCUSSION


These [5þ 2] cycloaddition reactions can take place
along two reactive channels (see Scheme 4): in channel
a, the initial transfer of the R group present on the O-7
oxygen to the carbonyl O-9 oxygen gives an oxidopyr-
ylium ylide intermediate, IN1-R, which undergoes a
subsequent intramolecular [5þ 2] cycloaddition to give
the final cycloadduct, 52CA-R. In channel b, the [5þ 2]
cycloaddition precedes to the transfer group. For the
cycloaddition step, two reactive channels are feasible:
endo and exo. These intramolecular [5þ 2] cycloaddi-
tions present a large exo stereoselectivity as a conse-
quence of the constraints imposed by the tether along the
endo approach.8–10 Therefore, only the exo approach
modes have been considered. The stationary points cor-
responding to the intramolecular [5þ 2] cycloadditions
of the substituted �-hydroxy-�-pyrones Pyr-R are pre-
sented in Scheme 4 together with the atom numbering. In
Table 1, the total and relative energies of the stationary
points are given, and the geometries of the TSs are shown
in Figs 1–4.


ð1Þ


ð2Þ


Scheme 1


Scheme 2


Scheme 3


Scheme 4
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For the intramolecular [5þ 2] cycloaddition of the �-
silyloxy derivative 5, the reaction via channel a is pre-
ferred by ca 10 kcal mol�1 (1 kcal¼ 4.184 kJ) over
channel b.8 In consequence, only channel a for the
reaction of the �-silyloxy derivative Pyr-SiMe3 was
considered. The first step corresponds to trimethylsilyl
transfer from the O-7 to the O-9 position with formation
of the oxidopyrylium ylide intermediate IN1-SiMe3. The
barrier associated with this process is 14.1 kcal mol�1.
The intermediate IN1-SiMe3 is 11.8 kcal mol�1 above
the reactant, being very unstable. The barrier for the
[5þ 2] cycloaddition from this oxidopyrylium ylide
intermediate is 15.6 kcal mol�1. The global process is
exothermic by �11.6 kcal mol�1. The cycloaddition step
corresponds to the rate-limiting step via channel a with a
reaction barrier of 27.4 kcal mol�1. These energetic re-
sults are similar to those obtained for the �-pyrone 5.8


At the intramolecular [5þ 2] cycloaddition of the �-
hydroxy-�-pyrone3 Pyr-H, the first step along channel a


corresponds to the proton transfer process from the O-7 to
the O-9 position to give the oxidopyrylium ylide IN1-H.
The barrier associated with this process via TS1-H is
13.5 kcal mol�1; the formation of the intermediate IN1-H
is endothermic by 11.0 kcal mol�1. The barrier for the
intramolecular [5þ 2] cycloaddition from IN1-H,
16.1 kcal mol�1, is similar to that for IN1-SiMe3. The
reaction barrier is 27.1 kcal mol�1.


Along channel b, the barrier for the [5þ 2] cycloaddi-
tion via TS3-H is very high, 34.6 kcal mol�1. As for the
�-silyloxy-pyrone 5, this defavorable barrier prevents
the [5þ 2] cycloaddition via channel b.8 After TS3-H,


Table 1. Total (in a.u.) and relativea (in kcalmol�1, in parentheses) energies of the stationary points involved in the
intramolecular [5þ 2] cycloadditions of the substituted �-hydroxy-�-pyrones Pyr-R (R¼ SiMe3, H, CHO, Me)


Pyr-SiMe3 �1022.630224 Pyr-H �613.915807
TS1-SiMe3 �1022.607748 (14.1) TS1-H �613.894277 (13.5)
IN1-SiMe3 �1022.611412 (11.8) IN1-H �613.898356 (11.0)
TS2-SiMe3 �1022.586578 (27.4) TS2-H �613.872630 (27.1)
52CA-SiMe3 �1022.648768 (�11.6) TS3-H �613.860639 (34.6)


52CA-H �613.934005 (�11.4)
Pyr-CHO �727.238554 Pyr-Me �653.208998
TS1-CHO �727.208706 (18.7) TS1-Me �653.126932 (51.5)
IN1-CHO �727.210732 (17.5) IN1-Me �653.188161 (13.1)
TS2-CHO �727.190933 (29.9) TS2-Me �653.164908 (27.7)
TS3-CHO �727.173973 (40.5) TS3-Me �653.149356 (37.4)
52CA-CHO �727.258637 (�12.6) IN2-Me �653.177163 (20.0)


TS4-Me �653.135682 (46.0)
52CA-Me �653.231225 (�13.9)


a Relative to Pyr-R.


Figure 1. Transition structures involved in the intramolecu-
lar [5þ2] cycloaddition of the �-trimethylsilyloxy-�-pyrone
Pyr-SiMe3. The bond lengths directly involved in the reac-
tion are given in ångstroms. The BO values are given in
parentheses. The imaginary frequencies are given in cm�1


Figure 2. Transition structures involved in the intramolecu-
lar [5þ2] cycloaddition of the �-hydroxy-�-pyrone Pyr-H.
The bond lengths directly involved in the reaction are given
in ångstroms. The BO values are given in parentheses. The
imaginary frequencies are given in cm�1
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the cycloadduct and TS associated with the proton
transfer are located in a smooth drop in energy after the
barrier height. This fact precludes the localization of the
corresponding stationary points.


The [5þ 2] cycloaddition for the formyl derivative
Pyr-CHO was studied as a model of the benzoate used
experimentally (see Scheme 2).4 Along channel a, the
barrier associated with the transfer of the CHO group via
TS1-CHO is high, 18.7 kcal mol�1. Formation of the
intermediate IN1-CHO is ca 6 kcal mol�1 more defavor-
able than formation of IN1-SiMe3 as a consequence of
the unfeasibility of the formyl group to stabilize a
neighboring positive charge. The subsequent [5þ 2]
cycloaddition presents a barrier of 12.4 kcal mol�1. This
value is lower than that for IN1-SiMe3; however, the overall
process is more defavorable, by 29.9 kcal mol�1. (One of
the referees suggested studying the [5þ 2] cycloaddition
for the benzoate.4 We have optimized the geometries of
Pyr-Bz and TS2-Bz. The energies and the geometry of
TS2-Bz are given in Supplementary material, available in
Wiley Interscience. The relative energy of TS2-Bz,
28.6 kcal mol�1, is only 1.3 kcal mol�1 lower than that
associated with TS2-CHO.) The [5þ 2] cycloaddition of
the �-formyl-�-pyrone Pyr-CHO is exothermic by
�12.6 kcal mol�1.


Along channel b, the intramolecular [5þ 2] cycloaddi-
tion of the �-pyrone Pyr-CHO presents a very defavor-
able barrier of 40.5 kcal mol�1. As in the aforementioned
case, after the [5þ 2] cycloaddition the transfer of the
CHO group takes place with an inappreciable barrier.
This defavorable barrier, which is similar to that found
for the [5þ 2] cycloaddition of the �-silyloxy-�-pyrone 5
via channel b, 39.5 kcal mol�1,8 allows this reactive mode
to be discarded.


Finally, the [5þ 2] cycloaddition of the methoxy deri-
vative Pyr-Me was considered. Along channel a the TS
associated with methyl transfer, TS1-Me, presents a very
large barrier, 51.5 kcal mol�1. Formation of the intermedi-
ate IN1-Me is endothermic by 13.1 kcal mol�1. The barrier
associated with the [5þ 2] cycloaddition from this inter-
mediate is 14.6 kcal mol�1. In this case, TS2-Me is located
below TS1-Me, the methyl transfer being the rate-limiting
step. Formation of the [5þ 2] cycloadduct 52CA-Me from
the �-methoxy-�-pyrone Pyr-Me is exothermic by
�13.9 kcal mol�1.


Along channel b, the barrier for the intramolecular
[5þ 2] cycloaddition for the �-methoxy-�-pyrone Pyr-
Me via TS3-Me is 37.4 kcal mol�1, a value closer to that
associated with TS3-H and TS3-CHO. In this case, the
large barrier associated with the methyl transfer allowed
us to find the intermediate IN2-Me. Formation of this
intermediate is strongly endothermic, by 20.0 kcal mol�1.
The barrier for methyl transfer from IN2-Me is
26 kcal mol�1. For Pyr-Me, this is the rate-limiting step
via channel b, with a reaction barrier of 46.0 kcal mol�1.
The large reaction barriers found for channels a and b
prevent the [5þ 2] cycloaddition of the �-methoxy-�-
pyrone Pyr-Me. Note that the [5þ 2] cycloadditions of
the �-silyloxy-�-pyrones such as Pyr-SiMe3, with a
reaction barrier of ca 28 kcal mol�1, take place at high
temperature, 175 �C.5


Figure 3. Transition structures involved in the intramolecu-
lar [5þ2] cycloaddition of the �-formyl-�-pyrone Pyr-CHO.
The bond lengths directly involved in the reaction are given
in ångstroms. The BO values are given in parentheses. The
imaginary frequencies are given in cm�1


Figure 4. Transition structures involved in the intramolecu-
lar [5þ 2] cycloaddition of the �-methoxy-�-pyrone Pyr-Me.
The bond lengths directly involved in the reaction are given
in ångstroms. The BO values are given in parentheses. The
imaginary frequencies are given in cm�1
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The kinetic stability of the intermediate IN1-Me re-
lative to the other oxidopyrylium ylide intermediates is
remarkable. Owing to the large barrier associated with
the methyl transfer process, the barrier for the migration
of the methyl group from the O-9 to the O-7 oxygen at the
oxidopyrylium ylide IN1-Me, 38.4 kcal mol�1, is larger
than that associated with the intramolecular [5þ 2]
cycloaddition, 14.6 kcal mol�1. In consequence, if the
oxidopyrylium ylide IN1-Me is obtained by an alterna-
tive synthetic route, it can undergo [5þ 2] cycloaddition
to yield 52CA-Me. These energetic results allow us to
explain the easy intermolecular [5þ 2] cycloaddition of
the 4-methoxy derivative 7 with electron-deficient al-
kenes, which takes place at room temperature (see
Scheme 5).7,23


The geometric parameters of the TSs are given in
Figs 1–4. The lengths of the O-7—X-8 (X¼ Si, H, C)
breaking and X-8—O-9 forming bonds at the TSs asso-
ciated with the transfer of the R group via channel a are:
1.972 and 1.982 Å at TS1-SiMe3, 1.357 and 1.175 Å at
TS1-H, 1.932 and 1.603 Å at TS1-CHO and 2.110 and
2.067 Å at TS1-Me, respectively. TS1-SiMe3 and TS1-
Me present synchronous bond breaking and forming
processes. For the TSs associated with the intramolecular
[5þ 2] cycloadditions via channel a, the lengths of the C-
2—C-13 and C-6—C-14 forming bond are 2.290 and
2.211 Å for TS2-SiMe3, 2.302 and 2.193 Å for TS2-H,
2.301 and 2.274 Å for TS2-CHO and 2.303 and 2.217 Å
for TS2-Me, respectively. The lengths of the breaking
and forming bonds for TS1-SiMe3 and TS2-SiMe3 are
similar to those found for TS1 and TS2 in Scheme 3.8


The extent of the asynchronicity of the bond formation in
a cycloaddition can be measured by means of the differ-
ence between the lengths of the bonds that are being
formed in the reaction, i.e. �r¼d(C-2—C-13)� d(C-
6—C-14). These values, �r¼ 0.08 for TS2-SiMe3, 0.11
for TS2-H, 0.03 for TS2-CHO and 0.09 for TS2-Me,
indicate that these TSs correspond to concerted bond-
formation processes, where the C-6—C-14 bond is being
formed in a slightly large extension.


For the TSs associated with the [5þ 2] cycloaddition
via channel b, the lengths of the C-2—C-13 and C-6—C-
14 forming bonds are 2.242 and 1.891 Å for TS3-H,
2.195 and 1.812 Å for TS3-CHO and 2.306 and 1.869 Å
for TS3-Me, respectively. The asynchronicities at these
TSs are �r¼ 0.35 Å for TS3-H, 0.38 for TS3-CHO and
0.44 for TS3-Me. Therefore, these TSs are more asyn-
chronous than those associated with the [5þ 2] cycload-


ditions via channel a. Finally, the lengths of the O-7—C-
8 breaking and C-8—O-9 forming bonds for the transi-
tion structure TS4-Me are 2.049 and 2.163 Å, respec-
tively.


The extent of bond formation along a reaction pathway
is provided by the concept of bond order (BO).24 The BO
values of the forming and breaking bonds at the TSs are
summarized in Figs 1–4. For the TSs associated with the
intramolecular [5þ 2] cycloadditions, the asynchronici-
ties obtained from the geometric parameters, �r, are in
agreement with those obtained from the analysis of the C-
2—C-13 and C-6—C-14 BO values. A comparison of
these BO values for the TSs of the [5þ 2] cycloadditions
shows that the TSs associated with the cycloadditions of
the �-pyrones, TS3-R, are more like product than those
associated with the cycloadditions of the corresponding
oxidopyrylium ylides, TS2-R, in clear agreement with
the strong endothermic character of the former pro-
cesses.25


Finally, the values of the unique imaginary frequency
of the TSs are given in Figs 1–4. For the TSs associated
with the [5þ 2] cycloadditions the values range between
415 and 500 cm�1. The TSs of the [5þ 2] cycloadditions
along channel b have larger values, ca 50 cm�1, than
those associated with channel a. The analysis of the
atomic motions along these imaginary frequencies shows
the concerted character of the bond-formation processes.


CONCLUSIONS


The intramolecular [5þ 2] cycloaddition reactions of a
series of four 3-OR-substituted �-hydroxy-�-pyrones
bearing tethered alkenes (R¼ SiMe3, H, CHO, Me)
were studied using DFT methods at the B3LYP/6–31G*
level. Two reactive channels were studied: (i) in channel
a, the process is initialized by the transfer of the R group
to the carbonyl oxygen atom of the �-pyrone with
formation of an oxidopyrylium ylide intermediate, and
the subsequent intramolecular [5þ 2] cycloaddition
affords the final cycloadduct; (ii) in channel b, the
process is initialized by the intramolecular [5þ 2] cy-
cloaddition on the �-pyrone followed by the concomitant
transfer of the R group. For the �-silyloxy-, �-hydroxy-
and �-formyl-�-pyrones, channel a is the more favorable
one, the [5þ 2] cycloaddition being the rate-limiting step
of the overall processes. In these cases, channel b is
clearly defavored owing to the large activation associated
with the [5þ 2] cycloadditions at the corresponding
�-pyrone.


The [5þ 2] cycloaddition of the �-methoxy-�-pyrones
presents a very defavorable activation energy owing to
the large barrier associated with the methyl transfer
process. This makes the oxidopyrylium ylide kinetically
stable, and if this ylide is generated by an alternative
synthetic route, the intermolecular [5þ 2] cycloaddition
can take place easily.


Scheme 5
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ABSTRACT: The characterization of different reverse micellar interfaces, benzene–sodium 1,4-bis-2-ethylhexylsul-
fosuccinate (AOT)–water and benzene–benzyl-n-hexadecyldimethylammonium chloride (BHDC)–water, were stu-
died using an aromatic nucleophilic substitution reaction, SNAr, between acid 4-fluoro-3-nitrobenzoic (FNBA) and
piperidine. The reaction was also studied in homogeneous media, water and benzene, varying the ionic strength in the
aqueous solution. The kinetic profiles were investigated as a function of variables such as surfactant, amine
concentration and the amount of water dispersed in the reverse micelles, W0¼ [water]/[surfactant]. In the pure
solvents, water and benzene, there is no genuine base-catalyzed reaction. In water the reaction is faster than in
benzene, owing to the better stabilization of the intermediate Z. Also, the reaction rate in water is accelerated by the
addition of salt. In both micellar systems FNBA is totally incorporated in the interface of the aggregate because, under
the working conditions of excess of amine, it is ionized to carboxylate, The reactions kinetics in these media can be
quantitatively explained taking into account the distribution of the nucleophile between the bulk solvent and
the micelle interfaces. In the AOT reverse micelles at W0¼ 10, the anionic substrate seems to be located in the water
side of the interface whereas in BHDC it resides in the oil side of the interface. The results were used to evaluate the
intrinsic second-order rate coefficient of the SNAr reaction at the interface. From these data, properties such as
micropolarity and ionic strength of this environment can be deduced. Hence, as expected, the micropolarity of the
reverse micelles systems is higher than that of pure benzene and increases upon water addition. In the AOT system and
owing to the location of the probe, the average ionic strength of the AOT reverse micelles could be estimated and a
value of around 4.5 M was found. Copyright # 2004 John Wiley & Sons, Ltd.


KEYWORDS: reverse micelles; AOT; aromatic nucleophilic substitution reaction; ionic strength


INTRODUCTION


Chemical reactivity in reverse micelles systems is an
attractive object of study because these media are macro-
scopically homogeneous and isotropic, although they are
heterogeneous on the molecular scale. These systems
contain aqueous microdroplets entrapped in a film
of surfactants and dispersed in a low-polarity bulk
solvent.1–6 It is also known that the physical character-
istics of the water in the microdroplets differ from those
of bulk water, mainly as regards mobility, polarity and


properties affected by its high ionic strength and by the
electronic influence of the charged surfactant heads.5–8


Two differentiated aqueous and organic pseudophases
present in reversed micelles allow compartmentalization
of solubilized species at the microscopic level. Solubili-
zation of a reactant in the same region of the surfactant
assembly can lead to significant acceleration of reaction
rates, whereas the rates of reactions of segregated reac-
tants are retarded. When reactants are in the water
droplet, they are concentrated as in a nanoreactor, and
since the size of this reactor is easily varied, the influence
of the properties of the micellar system is relatively easy
to assess.9,10 On the other hand, reverse micellar systems
are of interest as reaction media because they are power-
ful models for biological systems.11–13


Systematic studies using neutral nucleophiles in this
kind of system are scarce. In previous work, we have
been interested in the influence of cationic and anionic
reverse micelles on the bimolecular aromatic nucleophi-
lic substitution (SNAr) reactions between halo nitro-
substituted aromatic substrates and aliphatic amines.
The results showed that the reactions are faster in the
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micellar media than in the pure solvent, being base
catalyzed in the organic solvents but not in the reverse
micelles.14–16


The aim of this work was to characterize two anionic and
cationic reverse micelles interfaces, namely benzene–
sodium 1,4-bis-2-ethylhexylsulfosuccinate (AOT)–water
and benzene–benzyl-n-hexadecyldimethylammonium
chloride (BHDC)–water, using the SNAr reaction be-
tween acid 4-fluoro-3-nitrobenzoic (FNBA) and piperi-
dine (PIP). Substrates containing carboxylic groups can
be conveniently anchored in the reverse micelle systems.
These types of substrate were used to evaluate the
effect of the micellar orientation in direct micelles
systems on the SNAr reaction with hydroxide ion.17,18


These studies discriminate between substrates with reac-
tion center at the micellar water interface, where it is
better situated for the substitution, and those with the
reaction center that are more deeply buried in the micellar
interior.


It is also known that in SNAr reactions with electri-
cally neutral nucleophilic reagents, e.g. amines, specific
salt effects enhance the reaction rate.19,20 Bimolecular
reactions studied in micelles can be used to estimate the
local concentration of ions at the interface, by using the
rate constants in the micellar pseudophase. The major-
ity of these studies were performed in direct micelles,
21,22 where it was shown that the interfacial ion con-
centration is different from that in the bulk. On the other
hand, the literature in this respect for reverse micelles is
scarce. For instance, Das et al.,23 based on a modified
phenyl cation-trapping protocol, showed that the local
molar concentrations of bromide counter ions inside the
water pool of cetyltrimethylammonium bromide
(CTAB)–isooctane–n-hexanol–water reverse micelles
decrease from 1.9 to 0.29 M as W0 increases from 12
to 44, with a concomitant increase in the local water
pool concentration of water from 43.8 to 55.4 M. Also,
Cuccovia et al.,24 by using chemical trapping, deter-
mined in reverse micelles of CTAB in n-dodecane–
CHCl3 and isooctane–n-hexanol, the bound bromide
concentration, which decreases with W0 and its value
depends on the organic solvent and co-solvent. In this
paper, it is shown that the kinetic results of the SNAr
reaction between amines and FNBA, which is totally
incorporated at the aggregate interfaces, can be used
to estimate the ionic strength of reverse micellar
pseudophases.


RESULTS


The reaction of FNBA with PIP in homogeneous media,
benzene and water, and in reverse micelles, benzene–
AOT–water and benzene–BHDC–water, produces the
corresponding ipso-fluorine substitution product [Eqn
(1)] in quantitative yields, as shown by UV–visible
spectroscopic analysis of the reaction mixture.


It should be noted that because the reactions are
performed in excess of amine, FNBA is always present
as carboxylate [the pirimidinium ion is not shown in Eqn
(1) for the sake of clarity].


All the reactions follow pseudo-first-order kinetics.
The spectra at different times of reaction show a clear
isosbestic point, indicating the cleanness of the reactions.
However, considering that hydroxide ion may result from
amine hydrolysis in the water pool, the possibility of
the reaction between FNBA and this ion was examined,
but no reaction was detected under these experimental
conditions.


In trying to elucidate the mechanism of the SNAr
reaction and to compare the homogeneous and micro-
heterogeneous media, the influences of several variables
were investigated as follows.


Reaction in benzene and water


The kinetic results are shown in Fig. 1(A). As can be
inferred, the reaction rates increase with increasing amine
concentration, being faster in water than benzene. In both
cases a linear behavior was observed. It must be men-
tioned that the results in water are almost identical either
considering the analytical PIP concentration or
calculating it taking into account the hydrolysis basic-
equilibrium (pKb¼ 2.88).25 This negligible protonation
effect is due to the high amine concentration used in these
experiments.


The effect of the ionic strength on this reaction was
analyzed in water at [PIP]¼ 0.1 M, for [NaNO3] in the
range 0–5 M. The results are showed in Fig. 1(B). As it


ð1Þ


Figure 1. Dependence of kobs on PIP concentration for the
reaction between FNBA and PIP in (A) water (&) and
benzene (*) [FNBA]¼1.5� 10�4


M. (B) Dependence of
kobs on NaNO3 concentration. [FNBA]¼1.5� 10�4


M;
[PIP]¼0.1M


122 N. M. CORREA, E. N. DURANTINI AND J. J. SILBER


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2005; 18: 121–127







can be observed, the reaction rate increases with increas-
ing ionic strength, owing to the stabilization of the
transition state, as was observed previously for similar
SNAr reactions.19,20


Reaction in the AOT–benzene system


Effects of AOT concentration
The kinetics of the reaction was studied varying [AOT]
between 0 and 0.4 M, keeping the other experimental
conditions fixed. Figure 2(A) shows the kinetic results
at W0¼ 0. As can be observed, there is a sharp decrease in
kobs with increase in AOT concentration, reaching a
constant value beyond [AOT]� 0.05 M. On the other
hand, at W0¼ 10, in the same surfactant range, there is
a very rapid increase in kobs with increase in [AOT]
[Fig. 2(B)]. At [AOT]> 0.05 M, there is practically no
variation of the reaction rate.


Effect of amine concentration
To study the effect of amine concentration, the reaction
was carried out using 0.2 M AOT at W0¼ 0 and 10. The
results are shown in Fig. 3(A) and (B), respectively. In
both cases, kobs increases linearly with increase in PIP
concentration. The results show that the reaction is faster
at high water content, as was observed by varying [AOT].


Effect of water dispersed
The effects of changing the value of W0 on kobs keeping
the AOT and PIP concentrations constant is shown in
Fig. 4. As can be observed, kobs increases as W0 increases
until it reaches a constant value at W0� 10.


Reaction in benzene–BHDC–water
reverse micelles


Effect of BHDC concentration
Typical kinetic results with varying BHDC concentration
are shown in Fig. 5 for W0¼ 0 and 10. As can be
observed, at W0¼ 0, kobs decreases sharply with increas-
ing BHDC concentration, reaching a constant value at
[BHDC]> 0.05 M. On the other hand, at W0¼ 10 only a
small increase in kobs is observed, and also the reaction
rate is constant at [BHDC]> 0.05 M.


Effect of amine concentration
Figure 6 shows the variation of kobs with PIP concentra-
tion in the micelle at [BHDC]¼ 0.2 M, at W0¼ 0 and 10.
At both values of W0, there is a linear dependence
between kobs and the amine concentration. As was
found previously in a similar SNAr reaction with PIP as
nucleophile, the reaction is faster at higher water
content.14


Figure 2. Dependence of kobs on AOTconcentration for the
reaction between FNBA and PIP in water–AOT–benzene
reverse micelles at (A) W0¼ 0 and (B) W0¼ 10.
[FNBA]¼1.5�10�4


M; [PIP]¼0.1M


Figure 3. Variation of kobs with PIP concentration for the
reaction between FNBA and PIP in water–AOT–benzene
reverse micelles at (A) W0¼ 0 and (B) W0¼ 10.
[FNBA]¼1.5�10�4


M; [AOT]¼0.2M. The dotted line shows
the fitting by Eqn (8)


Figure 4. Variation of kobs with W0 in water–AOT–benzene
reverse micelles for the reaction of FNBA with PIP.
[FNBA]¼1.5� 10�4


M; [PIP]¼ 0.1M; [AOT]¼0.2M


Figure 5. Dependence of kobs on BHDC concentration for
the reaction between FNBA and PIP in water–BHDC–ben-
zene reverse micelles at W0¼0 (&) and W0¼ 10 (*).
[FNBA]¼1.5� 10�4


M; [PIP]¼ 0.1M
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Effect of the water dispersed
The effect of increasing the water content is shown in
Fig. 7. As can be observed, this tendency is similar to that
found in the AOT system (Fig. 4). The rate of reaction is
faster at higher W0, reaching a constant value at W0> 10.


DISCUSSION


For primary or secondary amines as nucleophiles, the
accepted general mechanism20,26,27 for SNAr reactions,
involving halogen or nitrite as leaving groups, can be
represented by Eqn (2).


where R0 could be H or an alkyl group, X is the leaving
group, G represents electron-withdrawing substituents
and Bi is the nucleophile or any other base added to the
reaction medium. Application of the steady-state hypoth-
esis to this mechanism, and in the limiting situation when
k�1>> k2þ k3


Bi [Bi], the following equation is obtained:


kobs=½Bi� ¼ kA ¼ k0 þ k00½Bi� ð3Þ
where kobs is the observed pseudo-first-order rate con-
stant, kA is the second-order rate constant, k0 ¼ k1k2/k�1


and k00 ¼ k1k3
Bi/k�1. In this case the decomposition of Z is


rate limiting and base catalysis may be expected. A linear
response to base concentration such as depicted in Eqn
(3) is characteristic of the majority of base-catalyzed


reactions. On the other hand, if k�1<< k2þ k3
Bi [Bi] or,


more precisely, k2>> k�1, the formation of the intermedi-
ate Z is rate limiting and consequently kA¼ k1 and a plot
of kobs vs [Bi] gives a linear response.20,26,27


Figure 1 shows a linear dependence between kobs and
[PIP] in benzene and water. Therefore, according to
Eqn (3), there is no genuine base-catalyzed reaction in
both pure solvents. From the linear regression (Fig. 1,
dotted lines) the values of (6.6� 0.2)� 10�3 and
(1.1� 0.1)� 10�2 s�1


M
�1 were found for k0 in benzene


and water, respectively. Thus, the formation of the Z
intermediate is the rate-limiting reaction in both solvents.
It must be noted that the reaction between 1-fluoro-2,4-
dinitrobenzene with PIP in benzene is wholly base
catalyzed.28 On the other hand, in the same system but
using 1-fluoro-2-nitrobenzene as substrate, the reaction is
not base catalyzed.20 Therefore, it can be inferred that the
carboxylate group in FNBA is a poor electron-withdrawing
substituent compared with the nitro group, the formation of
the Z intermediate being the rate-determining step. As
expected, enhancing the polarity of the solvent produces
an increase in the reaction rate (k0water/k


0
benzene� 2) owing


to the better stabilization of the transition state leading to
this intermediate. It could be argued that the differences
with benzene are not large, but it should be taken into
account that in water the nucleophilicity of the amines is
diminished by solvation of the nucleophile,15 counteracting
the effect of the intermediate stabilization.


According to the results and considering that only two
pseudophases, the interface and the bulk organic solvent,
are mainly present at W0¼ 0 and 10 and taking into
account the amine distribution between these two envir-
onments, a mechanism summarized in Scheme 1 can be
proposed:2,5,14,15


Figure 6. Variation of kobs with PIP concentration for the
reaction between FNBA and PIP in water–BHDC–benzene
reverse micelles at W0¼0 (&) and W0¼ 10 (*).
[FNBA]¼1.5�10�4


M; [BHDC]¼0.2M. The dotted line
shows the fitting by Eqn (8)


Figure 7. Variation of kobs with W0 in water–BHDC–
benzene reverse micelles for the reaction of FNBA with PIP.
[FNBA]¼1.5� 10�4


M; [PIP]¼ 0.1M; [BHDC]¼0.2M


ð2Þ


Scheme 1
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where the subscripts f and b indicate the organic phase
and the micellar pseudophase, respectively, and Surf
represents the total surfactant concentration. The rate
coefficients of the reaction k1, k�1 and k2, were defined
in Eqn (1). KA is the distribution constant for PIP between
the organic phase and micellar pseudophase. As men-
tioned previously, under the experimental conditions the
carboxylic acid group of the substrate is ionized, forming
an ion pair with the amine. In this way, the salt is mainly
dissolved in a polar microenvironment (the interface)17


and its distribution constant is not taken into account in
Scheme 1. Moreover, this implies that the reaction occurs
only in the micellar interior.


The micropolarity of the interface in reversed micelles
of benzene–AOT or BHDC–water is always higher that in
benzene.8,29 Assuming that the reactions of FNBA with
PIP are not base catalyzed in either the or the cationic
anionic micellar interface, the formation of the inter-
mediate Zb is rate limiting. The linear relationships of
kobs with the nucleophile concentration (Figs 3 and 6)
indicate this lack of base catalysis at the micellar pseu-
dophase. These are expected results considering that the
micellar interfaces are more polar than the organic
medium,29 where the reactions are not base catalyzed
either.


Also, as shown previously,14,15 there is no evidence of
amine protonation in the reverse micellar systems used in
this work, and this possibility is considered negligible.
The rate of the reaction can be expressed by


d½P�
dt


¼ � d½FNBA�
dt


¼ k0b
½PIPb�½FNBA�


�vv½Surf� ð4Þ


For absolute comparison of reactivities in different
media, the molar reaction volume at the interface, �vv
should be known. This can be estimated from the molar
volume of AOT and BHDC in the reverse micelles, which
can be taken as �vv.15 Hence k0b is the conventional intrinsic
second-order rate constant in the interface. The concen-
trations in square brackets refer to the total volume of the
reverse micelle.


The distribution constant of PIP can be expressed by
the equation 5.5


KA ¼ ½PIPb�
½PIPf �½Surf� ð5Þ


A simple mass balance using the distribution constant
KA and the analytical concentration of PIP, [PIPT], allows
the calculation of [PIPb]:


½PIPb� ¼
KA½Surf�½PIPT�
ð1 þ KA½Surf�Þ ð6Þ


If [PIPT]>> [FNBA], a pseudo-first-order behavior for
the kinetics of the reaction is assumed. Then, replacing


[FNBA] and [PIPb] in Eqn (4), we can obtain the final
expression for the rate [Eqn (7)] and kobs [Eqn (8)]:


d½P�
dt


¼ � d½FNBA�
dt


¼ kobs½FNBA� ð7Þ


with


kobs ¼
ðk0bKA½PIPT�=vÞ
ð1 þ KA½Surf�Þ ð8Þ


This equation is valid only when the surfactant con-
centration is high enough in order to ensure that all the
substrate is anchored to the micellar pseudophase. From
Figs 2 and 5, it can be seen that for [Surf]> 0.02 M, kobs is
practically independent of surfactant concentration.
These results confirm whole substrate incorporation in
the anionic and cationic micellar interfaces at both W0


values as assumed in Scheme 1. Hence the values of k0b
were calculated using Eqn (8) for [AOT]> 0.02 M and the
results are given in Table 1. The molar volumes of BHDC
and AOT were estimated as 0.44 and 0.38 M


�1 respec-
tively.15,30 The values of KA were calculated in previous
work.14,15


By introduction of suitable values of KA, the values of
k0b were recalculated for each system at W0¼ 0 and 10 by
fitting a different set of experimental data by Eqn (8). The
results are compared in Table 1. As can be seen, good
estimates for k0b within experimental error are obtained
by two independent methods.


It must be noted that the kinetic profiles obtained at
W0¼ 0 for both systems [Figs 2(A) and (5)] show a sharp
decrease in the rate constant with increasing surfactant
concentration. These results can be explained by con-
sidering that at low surfactant concentration, both reac-
tants are unevenly distributed between both pseudophases
whereas FNBA is incorporated in the micelles where the
amine concentration in this region is very low (see the


Table 1. Kinetic parameters and distribution constants for
the reaction of FNBA with PIP in different media at 25 �Ce


System k0b (s�1
M
�1) KA (M


�1)a


AOT–benzene, W0¼ 0 (3.4� 0.2)� 10�3 b 0.09� 0.04
(3.8� 0.2)� 10�3 c


AOT–benzene, W0¼ 10 (4.0� 0.3)� 10�2 b 0.10� 0.04
(3.4� 0.2)� 10�2 c


BHDC–benzene, W0¼ 0 (1.8� 0.2)� 10�3 d 0.3� 0.1
(1.9� 0.2)� 10�3


BHDC–benzene, W0¼ 10 (7.8� 0.3)� 10�3 d 0.3� 0.1
(6.9� 0.3)� 10�3


a From Ref. 15.
b From Fig. 2, calculated by Eqn (8) for [AOT]> 0.02 M.
c From fitting of Fig. 3 by Eqn (8).
d From Fig. 5, calculated by Eqn (8) for [BHDC]> 0.02 M.
e From fitting Fig. 6 by Eqn (8). Parameter values calculated using 0.995
confidence level in non-linear regression.
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value of KA in Table 1). For both systems, at
[Surf]> 0.02 M the reaction takes place only at the inter-
face of the aggregate.


On the other hand, the value of k0b in AOT–benzene is
twice that BHDC–benzene (Table 1), reflecting the higher
micropolarity of the AOT than the BHDC interface.29


Surprisingly, the reaction is slower at these interfaces
than in benzene and water because it may take place near
the oil side of the reverse micelle interface, away from the
residual water and the counter ions.


The kinetic behavior obtained at W0¼ 10 [Figs 2(B)
and 5] in both micellar systems is different, showing the
different influences that the anionic and cationic inter-
faces have in the reaction. There is an important incre-
ment in the reaction rate with increasing AOT
concentration. At [AOT]> 0.02 M, the values obtained
are higher than that found in pure water (Table 1). Since
FNBA is negatively charged, it may be pushed towards
the water side of the interface, by the anionic heads of
AOT and where the counterions are located. Considering
that this rate enhancement could be an effect of the ionic
strength of the interface, the value of the reaction rate was
correlated with the corresponding values in water at
different ionic strength [Fig. 1(B)]. From this comparison
it can be inferred that the average ionic strength inside the
reverse micelles is around 4.7 M. Similar values were
assumed for AOT–isooctane reverse micelle systems.31 It
seems that the negative charged intermediate Zb is
located at the water side of the interface sensing the
average ionic strength of the microenvironment. In con-
trast, with increase in [BHDC] a small effect on the rate
constant is observed similar to that obtained in pure
benzene (Table 1). In this case, the Zb intermediate could
be anchored to the cationic interface and the reaction
occurs mostly at the oil side.


In both systems, the addition of water (W0) produces an
increase in the reaction rate (Figs 4 and 7), reflecting the
enhancement of the interface micropolarity by the addi-
tion of water.29


CONCLUSIONS


The reaction of FNBA with PIP is not base catalyzed
either in homogeneous media or in the micellar systems
studied. In water, the reaction is faster than in benzene,
probably owing to the better stabilization of the Z
intermediate transition state in the more polar solvent.
Also, the reaction rate in water is accelerated by the
addition of salt. These properties are used to characterize
the micellar systems studied, benzene–AOT–water and
benzene–BHDC–water. The reaction rates are practically
independent of the surfactant concentration above 0.02 M,
indicating the complete incorporation of FNBA as car-
boxylate in the micellar pseudophase where the reaction
takes place. When water is not added, i.e. W0¼ 0, there is
a sharp decrease in the reaction rate with increasing


surfactant concentration, reflecting the different location
of the substrate and the nucleophile. However, at W0¼ 10
the reaction rates present a different situation. In the
BHDC system, the reaction rate increases in comparison
with W0¼ 0 reaching a similar value to that in benzene. It
seems that the Z intermediate is anchored at the oil side
of the cationic interface not sensing the water. On the
other hand, the reaction in the AOT system shows an
important increase in the reaction rate, being 10 times
faster than in benzene and even faster than in pure water.
Under this condition the reaction rate is similar to that
obtained in water at an ionic strength of 4.7. In this way,
and taking into account that the Z intermediate is located
in the water region of the interface, it can be deduced that
the average ionic strength corresponding to interface of
AOT–benzene aggregates is of the order of 4–5 M. This
interesting result shows that the average ionic strength of
AOT–benzene reverse micelles is similar to that obtained
in isooctane or hexane–AOT–water systems.


EXPERIMENTAL


General. UV–visible spectra were recorded on a Hewlett-
Packard HP 8453 spectrophotometer. Proton nuclear
magnetic resonance (1H NMR) spectra and mass spectra
were recorded on a Bruker 200 MHz spectrometer and
Micromass ZAB-SEQ instrument, respectively. Silica gel
thin-layer chromatographic (TLC) plates (250 mm) from
Aldrich were used.


Materials. 4-Fluoro-3-nitrobenzoic acid (FNBA) from
Aldrich and piperidine (PIP) from Riedel-de Haën were
used without further purification. Sodium bis(2-ethylhex-
yl)sulfosuccinate (AOT) from Sigma (purity> 99%) was
used as received. The UV–visible spectra of 1-methyl-8-
oxyquinolinium betaine in the presence of AOT reverse
aggregates in benzene showed that the surfactant was free
of acidic impurities.32 It was kept under vacuum over
P2O5 until it was used. Benzyl-n-hexadecyldimethylam-
monium chloride (BHDC) from Sigma was recrystallized
twice from ethyl acetate and dried under vacuum over
P2O5.29 Benzene (Sintorgan, HPLC quality) was used as
received. Ultrapure water was obtained from a Labonco
Model 90901-01 system.


Procedures. Stock solutions of surfactant reverse micelles
were prepared by weighing and dilution in benzene.
Stock solutions of 0.5 M surfactant were agitated in a
sonicating bath until the reverse micelle was optically
clear. The appropriate amount of stock solution to obtain
a given concentration of surfactant in the micellar media
was transferred into the cell. The addition of water to the
corresponding solution was performed using a calibrated
microsyringe. The amount of water present in the system
is expressed as the molar ratio between water and the
surfactant present in the reverse micelle (W0¼ [H2O]/
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[surfactant]). The lowest value of W0 (W0¼ 0) corre-
sponds to a system with no addition of water and the
presence of water corresponds to the intrinsic humidity of
the system (W0� 0.3).


Kinetics. Reactions were followed spectrophotometrically
by measuring the increase in the maximum absorption
band of the product, N-(2-nitro-4-carboxyphenyl)
piperidine, at 25.0� 0.5 �C. To start a kinetic run, a stock
solution of FNBA was added (10 ml) to a thermostated
cell containing the PIP and the reverse micelle solution.
The FNBA concentration in the reaction media was
1.5� 10�4


M. The kinetic runs were performed by fol-
lowing the increase in the absorbance of the product of
the reaction (�max¼ 434 nm). In every case, pseudo-first-
order plots were obtained in excess of nucleophile. The
pseudo-first-order rate constants (kobs) were obtained by a
non-linear least-squares fit of the experimental data of
absorbance vs time, (r> 0.999) by a first-order rate
equation. The value of the absorbance at infinite reaction
time was consistent with the value obtained from authen-
tic samples of the reaction product, within 3%. The
pooled standard deviation of the kinetic data, using
different prepared samples, was< 5%.


Synthesis of the product. FNBA (57 mg, 0.308 mmol)
was stirred with PIP (500 ml, 5.88 mmol) in tetrahydro-
furan (5 ml) for 24 h at room temperature. The reaction
mixture was partitioned between water and dichloro-
methane–methanol (10%) and neutralized with HCl.
The volatiles of the organic phase were evaporated under
vacuum and afforded 74 mg (96%) of pure product. TLC
(silica gel), RF (dichloromethane–methanol, 10%)¼
0.42. 1H NMR (DMSO-d6, TMS), � (ppm): 1.48 (m,
6H, CH2); 3.01 (t, 4H, CH2, J¼ 5.0 Hz); 7.29 (d, 1H, Ar,
J¼ 9.1 Hz); 7.98 (dd, 1H, Ar, J¼ 2.2, 8.8 Hz); 8.25 (d,
1H, Ar, J¼ 2.2 Hz); 9.80 (br, 1H, COOH). FAB-MS:
m/z 250 (Mþ ) (250.0954 calculated for C12H14N2O4).
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ABSTRACT: Supercritical fluids (SCFs) have in recent years become favored solvents for chemical reactions and
separations. In order to be used as solvents, their solvation properties should be known, and solvatochromic probes are
effectively used for this purpose. They have been applied foremost for supercritical carbon dioxide (SCCD), which is
by far the most widely employed SCFs, but also for supercritical water, fluorocarbons and other substances. The
probes have also found use in mixtures involving SCF and a more polar additive that have better solvation properties
for polar solutes and in solvents expanded by dissolving in them SCCD. Clustering of the molecules of the SCF
around the probe molecule is a common feature of the systems studied and this may reflect on the employment of the
probes as stand-ins for other solutes. Copyright # 2005 John Wiley & Sons, Ltd.


KEYWORDS: expanded solvents; fluorocarbons; solvation properties; solvatochromic probes; supercritical carbon dioxide;


supercritical fluids; supercritical water


INTRODUCTION


There has been a tendency in recent years to switch
towards ‘green’ solvents, i.e. those benign to the environ-
ment, as reaction media and for extraction and separation
purposes. Such ‘green’ solvents must not be toxic or
flammable, or leave residues that are difficult to deal with
after use. Supercritical fluids (SCFs) can serve well as
such solvents, provided that the solutes of interest are
soluble in them. They have the advantages that their
properties can be readily tuned by changes in the pressure
and temperature (and hence density) and that they can be
readily removed as gases by releasing the pressure,
leaving behind the desired reaction products or separated
solutes. The resulting gas can be re-compressed for
recycling. The abilities of SCFs to dissolve the reactants
and products of reactions or the materials to be separated
depend on their solvating powers. These, in turn, depend
on the polarity (also polarizability), and the hydrogen
bond donating and accepting abilities of the SCFs. These
properties can be measured by the use of solvatochromic
probes that have already found much use for the char-
acterization of ordinary liquid solvents.


SUPERCRITICAL FLUIDS


On the pressure P vs temperature T diagram1 for pure
substances, the regions corresponding to the vapor and
liquid phases are separated by the vaporization/liquefac-
tion (saturation) curve extending from the triple point
(where the equilibrium involves also the solid phase) to
the critical point (Pc, Tc). Beyond this point (P>Pc and
T> Tc), only one phase exists, called a supercritical fluid
(SCF). The fluid density of an SCF varies rapidly with a
slight change in pressure at constant temperature near the
critical point, since the compressibility of the substance
at the critical point is infinite. The isothermal compres-
sibility �T of SCFs even at a few degrees above Tc is still
large. The correlation length, measuring the range of
density fluctuations, falls from 10 times the mean inter-
molecular distance at 1 K above Tc to about two times this
distance at Tcþ 10 K.2 Consequently, the solvent power
of an SCF and other physico-chemical properties depend
strongly on the P and T variables and can be finely tuned
by controlling them. When an SCF is maintained at a
pressure P>Pc but at a temperature T< Tc it is called a
subcritical liquid and has properties intermediate be-
tween those of a supercritical fluid (P>Pc and T> Tc)
and a liquefied gas (P<Pc and T< Tc).


Most applications of supercritical fluids (and subcriti-
cal liquids) depend on their density being ‘tunable’, so
that their solvent power can be varied over a wide range.
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SCFs can be solvents (reaction media, extraction sol-
vents, chromatographic eluents) with high solvent power
at high densities (temperature higher than the critical
temperature but not far from it and pressure much above
the critical pressure) or become compressed gases with
very low solvent power at low densities (temperature near
or higher than the critical temperature and pressure lower


than the critical pressure). Except for ammonia and water
among commonly used SCFs, these generally have a
critical pressure between 3 and 8 MPa (see Table 1).
Few substances have critical temperatures < 323 K
(ethane, ethene, carbon dioxide, dinitrogen oxide and
trifluoromethane), and the Tc values increase with the
complexity of the molecule3 (Table 1).


For many substances (conformal fluids), there exists an
empirical relationship1 between the critical temperature,
pressure and density, dc:


Pc=Tcdc ¼ ð0:290 � 0:005ÞR=M ð1Þ
The numerical constant corresponds to Pc in Pa, Tc in K,
dc in kg m�3, R, the gas constant, in J K�1 mol�1 and M,
the molar mass of the fluid, in kg mol�1. Therefore, only
two of the critical constants Pc, Tc and dc of the fluid need
be known and the third can be obtained from Eqn (1) for
approximate calculations.


The transport properties of SCFs are very attractive:
SCFs are nearly as dense as ordinary liquids but mobile
almost as a gas, having very low viscosities and inter-
mediate diffusivities (Table 2).2,4 The kinematic viscos-
ity, �¼ �/d, is therefore very low, owing to the high
density and fairly low dynamic viscosity, �. Therefore,
the mass and heat transfers in an SCF are fast, compared
with liquid organic solvents or water.


Carbon dioxide is a very attractive supercritical fluid
[supercritical carbon dioxide (SCCD)] for many reasons.5


It is very cheap and abundant in pure form (food grade)
worldwide, it is non-flammable and non-toxic and it is
usually manufactured from waste streams (mainly


Figure 1. Values of �* in SCCD as function of its density~,
Ref. 18 at 309–315K; *, Ref. 19 at 308K; &, Ref. 20
at 306K; ^, Ref. 21 at 308K; !, Ref. 25 at 305.7K; ^,
Ref. 31 at 318K. The continuous curve is a fourth-degree
polynomial drawn through the points (including the gas-
phase one) and the dashed lines are drawn according to those
in Ref. 19


Table 1. Critical parameters of SCF solvents (adapted from Refs 2 and 5) and the dipole moments of their molecules


Substance M (kg mol�1) Tc (K) Pc (MPa) �c (kg m�3) � (Da)


Methane 0.01604 190.4 4.60 162 0
Ammonia 0.01703 405.5 11.35 235 1.47
Water 0.01802 647.3 22.12 316 1.85
Ethene 0.02805 282.4 5.04 215 0
Ethane 0.03007 305.4 4.88 203 0
Methanol 0.03204 512.6 8.09 272 2.87
Carbon dioxide 0.04401 304.1 7.38 469 0
Dinitrogen oxide 0.04401 309.6 7.24 452 0.16
Propane 0.04409 369.8 4.25 217 0.08
Ethanol 0.04607 513.9 6.14 276 1.66
Dimethyl ether 0.04607 400.0 5.24 256 1.30
Difluoromethane 0.05202 351.6 5.83 431 1.98
n-Butane 0.05812 425.2 3.8 228 0
2-Propanol 0.06010 508.3 4.76 273 1.58
Trifluoromethane 0.07001 299.3 4.86 528 1.65
n-Pentane 0.07215 469.7 3.37 237 0
n-Hexane 0.08618 507.5 3.01 234 0
Diethyl ether 0.07412 466.7 3.64 265 1.15
Benzene 0.07811 562.2 4.89 302 0
1,1,1,2-Tetrafluoroethane 0.10203 374.2 4.06 515 2.06
Chlorotrifluoromethane 0.10446 302.0 3.86 580 0.50
Pentafluoroethane 0.12002 339.3 3.63 571 1.56
Xenon 0.13129 289.7 5.84 1109 0
Sulfur hexafluoride 0.14605 318.7 3.76 735 0


a 1 D¼ 3.33� 10�30 C m.
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gaseous effluents from fertilizer plants). It also has
convenient values of Tc¼ 304 K, permitting operations
at near-ambient temperature, and Pc¼ 7.4 MPa, leading
to operating pressures between 10 and 35 MPa. However,
SCCD is a ‘weak’ non-polar solvent. It dissolves lipids
such as vegetable oils and hydrocarbons and essential
oils, but has a weak affinity to oxygenated or hydroxy-
lated molecules. It hardly dissolves at all salts and
hydrophilic compounds such as sugars and proteins.
Addition of a polar co-solvent can, however, increase
significantly the solvent power and polarity of SCCD.
Water, on the other hand, has properties at subcritical or
supercritical conditions [supercritical water (SCW)] that
are completely different from those of both SCCD and
liquid water at ambient conditions. Its Tc¼ 647.35 K is
fairly high, as is its Pc¼ 22.12 MPa. Still, it is very useful,
being very cheap and abundant in pure form, non-flam-
mable and non-toxic. The large reduction in the relative
permittivity, "r (dielectric constant), of SCW compared
with water at ambient conditions and the disruption of the
three-dimensional network of hydrogen bonds6 result in a
fluid that readily dissolves non-polar organic solutes or
gases. Hence SCW has been proposed as a medium for
destroying toxic organic substances by complete oxida-
tion with oxygen, both ingredients being soluble in SCW,
while the resulting products are either water and carbon
dioxide, or also mineral acids that can be precipitated by
means of alkali.7 However, the polarity and the hydrogen
bond donating and accepting abilities of individual water
molecules are not impaired in SCW, hence its solvent
power extends also to polar and hydrophilic molecules.


For the dependence of the solubility of solutes on the
density d of the SCF and the temperature, provided that
the solubility is relatively low, Chrastil’s8 empirical
correlation holds:


c ¼ dkexpða=T þ bÞ ð2Þ


where c is the solute concentration and a, b and k are
empirical constants. The solubility depends strongly on
the fluid density since generally 1< k< 5, so that it
increases with pressure at constant temperature. At a
given temperature the solubility has also been described
by Gurdial and Foster9 as


ln x2 ¼ C0 þ ðv2=RT�T1Þ ln d1 ð3Þ


where subscript 2 pertains to the solute and 1 to the SCF, x
is the mole fraction solubility, v is the infinite dilution partial
molar volume and �T is the isothermal compressibility.


When the SCF is depressurized at constant temperature, the
solubility drastically decreases, by several orders of mag-
nitude. Another way to decrease the solubility of a sub-
stance in SCFs is the use of an anti-solvent. For instance,
when SCCD is added to a polar organic solvent it sig-
nificantly decreases its polarity and precipitates compounds
previously dissolved in it.


Hence, the solubilities of substances in SCFs play a key
role in their applications as reaction media or separating
media. The solubilities of solutes in SCFs are closely
related to the solvation properties of these solvents. These
can be ascertained by means of solvatochromic probes, as
described below.


SOLVATOCHROMIC PROBES


The use of solvatochromic probes is based on the premise
that their measurable spectral shifts in a given solvent
relative to a reference state represent an inherent solva-
tion property of the solvent. If the polarity of a solvent is
defined as its ‘overall solvating ability’,10 then the
Dimroth–Reichardt ET(30) index can be used for indicat-
ing this polarity. This approach relies on a single solva-
tochromic probe to describe the solvation properties of
the solvent, as a representative for all solutes. It has the
drawback that in the case of solvent mixtures, the
measured spectral shifts may indicate preferential solva-
tion of this probe by one solvent component and not be
valid for any other solute.11


Another approach is to employ the converging results
from several probes, suitably averaged, in order to
express a more restricted aspect of the solvation ability.
For example, the ability of solvents to act as Lewis bases
can be expressed by the Kamlet–Taft � parameter12 and
similarly for other solvation properties. The general
linear solvation energy relationship (LSER)


XYZ ¼ ðXYZÞ0 þ s�� þ a�þ b� ð4Þ


proposed by Kamlet, Taft, and co-workers was shown to
hold for many experimentally measured quantities XYZ
of solutions.13 The coefficients s, a and b describe the
sensitivities of the solute to certain solvent properties and
(XYZ)0 is the quantity measurable in the gas phase or in
inert solvents without solvation abilities. The relevant
solvent properties are �*, � and �, which are the
dipolarity/polarizability, hydrogen bond donating (HBD)
ability and the hydrogen bond accepting/electron-pair
donating (HBA/EPD) ability, respectively. [Note: for


Table 2. Comparison of average ranges of properties of gases, liquids and SCF (adapted from Refs 3 and 4)


State Density, d (kg m�3) Viscosity, � (mPa s) Diffusivity, D (m2 s�1)


Gases, ambient 0.6–2 0.01–0.03 (0.1–0.4)� 10�4


SCFs, at Tc, Pc 200–500 0.01–0.03 �10�7


SCFs, at Tc, 4Pc 400–900 0.03–0.09 �2� 10�8


Liquids, ambient 600–1600 0.2–3 (0.2–2)� 10�9
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certain properties XYZ and aromatic and polychlorinated
solvents the term s�* in Eqn (1) has to be modified to
sð��� d	Þ, where 	 is 1.0 and 0.5 for such solvents,
respectively (and zero for others), and 0 � d � 0.4.
However, this is hardly relevant to SCFs that are non-
aromatic and not polychlorinated.]


If the solute is a solvatochromic probe, then XYZ is
generally the wavenumber � of the longest wavelength
peak of its light absorption in the UV–visible region, or its
emission wavenumber, if fluorescent. Useful solvatochro-
mic probes have large ranges of signal values
��¼ �� �0 obtained for solvents with extreme solvating
properties, from the least to the largest. The values should
be only slightly dependent on the concentration of the
probe molecule in the solvent, but may depend on the
temperature (thermochromism). Solvatochromic shifts,
��¼ �� �0, in a series of solvents with increasing
solvating properties may be positive (hypsochromic or
blue shifts to shorter wavelengths, higher wavenumbers
and energies), or negative (bathochromic or red shifts to
longer wavelengths, lower wavenumbers and energies).
Since the solvating solvent generally interacts with the
probe by means of its dipole moment, the direction of the
shift depends on whether the dipole moment of the probe
molecule in the excited state is larger or smaller than in
the ground state.10


Probes suitable for the measurement of �* should be
devoid of HBD and HBA abilities. Those used for the
measurement of � or � are commonly applied in the
solvatochromic comparison mode. That is, a pair of
probes is used that are homomorphs of each other, one
with HBD (or HBA) properties and the other so sub-
stituted that it has none of these. The latter of the pair of
probes corrects for the general dipolarity of the former so
that only the HBD (or HBA) abilities of the SCF are
measured. Typical probe pairs are 4-nitrophenol–4-ni-
troanisole and 4-nitroaniline–N,N-dimethyl-4-nitroani-
line for obtaining � values. Other often used probes for
SCF polarity assessment are dyes such as Nile Red or
Phenol Blue and the betaine dye used for the ET(30)
scale. Nile Red and the betaine dye are sensitive to both
the polarity and the HBD properties of the solvent to
different extents.


The �* scale is normalized so that �*¼ 0.00 for
cyclohexane and �*¼ 1.00 for dimethyl sulfoxide. The
� scale was initially normalized to 1.0 for methanol, later
revised to 0.98 for this solvent (and ��0 for aprotic and
non-protogenic solvents). The � scale was normalized so
that �¼ 0 for the n-alkanes and �¼ 1.0 for hexamethyl-
phosphoric triamide, a value that was later revised to
1.05.13 Comprehensive lists of values for ordinary liquid
solvents of these solvatochromic parameters as also of
ET(30) have been published.3,10,13–15 It should be noted
that there are solvents for which the values are outside
these normalization points. For instance, fluorocarbons
have negative �* values, ranging down to �0.48 for
perfluorohexane and other solvents range up to 1.08 for


aniline14 or 1.20 for 2-cyanopyridine.15 The high � value
of 1.96 for hexafluoro-2-propanol and the high � value of
1.43 for 1,2-diaminoethane, recorded so far,15 still need
not be the highest that can be achieved by strong HBD or
HBA solvents.


SOLVATOCHROMIC PROBES IN
SUPERCRITICAL CARBON DIOXIDE (SCCD)


The most extensive use of solvatochromic probes was
made for SCCD, which, in turn, is the most widely used
and extensively studied SCF. Hyatt16 was the first to place
SCCD on a polarity scale comparable to organic solvents
on the basis of results for solvatochromic probes.
Whereas the betaine dye used for the determination of
ET(30) is practically insoluble in SCCD, its pentakis(4-
tert-butyl)-substituted analog is sufficiently soluble. It
yielded in SCCD at 315 K and 7 MPa an ET


0(30) value
of 34.3 kcal mol�1 (1 kcal¼ 4.184 kJ) that, according to
the (later established)17 conversion expressions ET(30)¼
1.061ET


0(30)� 1.919 and ET
N¼ [ET(30)� 30.7]/32.4


yields ET(30)¼ 34.5 kcal mol�1 and the normalized
ET


N¼ 0.116. These values are higher than expected (in
analogy with alkanes) for the non-polar solvent SCCD
having low polarizability (although carbon dioxide has an
appreciable quadrupole moment). On the other hand, the
probes 4-(N,N-diethylamino)-40-nitrodiazobenzene and
its 30-trifluoromethyl further substituted analog yielded
linear correlations of their absorption wavenumbers with
the Kamlet–Taft �* values, so that the resulting �*¼
� 0.52� 0.19 and � 0.60� 0.10 for SCCD (at unspeci-
fied temperature and pressure) could be reported.16


Subsequent studies by Sigman et al.18 and Yonker
et al.19 provided �* values as functions of the densities.
The former group used seven probes [4-nitroanisole,
N,N-diethyl-3-nitroaniline, 4-methoxy-�-nitrostyrene,
4-nitroethylbenzene, N-methyl-2-nitro-4-toluidine, N,N-
diethyl-4-nitroaniline and 4-(N,N-dimethylamino)benzo-
phenone]. They showed that their average �* decreased
smoothly with decreasing density (at 309–315 K), from
�0.12 at 860 kg m�3 through �0.22 at 680 kg m�3 and
�0.46 at 460 kg m�3 to the vapor value of �1.08.18 The
second group19 used a single probe, 2-nitroanisole, and
data at 308 and 323 K and many densities, and obtained
on the whole somewhat less negative values for �* than
the former group, as shown in Fig. 1. Yonker et al.19


preferred to see a break in the curve, and drew two
straight lines through the data, but this may not be a
valid representation. The same probe, 2-nitroanisole, was
used by O’Neill et al.20 at densities of 650–940 kg m�3


and 306 K, and obtained even less negative, indeed
positive, �* values over most of the range. However,
Maiwald and Schneider,21 employing 2-nitroanisole,
4-nitroanisole and N,N-dimethyl-4-nitroaniline as probes,
obtained at Tr¼T/Tc¼ 1.1 results in better agreement
with the earlier ones of Yonker et al.,19 as shown in Fig. 1.
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The positive �* values above a reduced density dr¼d/
dc¼ 1.9 (890 kg m�3) were confirmed, as were the very
negative values at low densities.


Less conventional probes were also employed to obtain
the dipolarity/polarizability of SCCD. Eberhardt et al.22


used the pentakis(4-tert-butyl)-substituted betaine dye
that Hyatt16 had already used, but over a range of
pressures and at 313, 333 and 353 K, finding negative
values for ET


N down to � 0.068 at 313 K and 15 MPa,
passing through zero near 30 MPa, and up to 0.053 at
55 MPa. Sun et al.23 used the absorption and fluorescence
of the probes 4-(N,N-dimethylamino)benzonitrile and
ethyl 4-(N,N-dimethylamino)benzoate at reduced densi-
ties of 0.05–2.2 to obtain measures of the dipolarity/
polarizability of SCCD. They found bathochromic shifts
for both modes and both probes as the density increased,
and modeled their findings in terms of clustering of the
CO2 molecules around the probes, even at reduced
densities <0.5 (235 kg m�3). Rice et al.24 used anthra-
cene and pyrene as probes in SCCD of densities 300–
900 kg m�3, observing bathochromic shifts as the density
increased. Sigman and Leffler25 studied the cis–trans
transformation of 4-(N,N-diethylamino)-40-nitro-azoben-
zene in SCCD of 340–1070 kg m�3. They employed its
trans configuration as a solvatochromic probe, but based
the resulting �* values (Fig. 1) on their earlier average
values.18 The agreement with more recent values22 is,
therefore, poor except at the lowest and highest densities.
Ikushima and co-workers26,27 measured the C——O
stretching frequencies of cyclohexanone, acetone, N,N-
dimethylformamide and methyl acetate as probes in
SCCD and interpreted these data in terms of �* values
varying from �0.8 at 100 kg m�3 up to �0.1 at
800 kg m�3. These �* values were in fair agreement
with those of Yonkers et al.19 and of Maiwald and
Schneider21 and practically independent of temperature.


Attempts have been made to relate the solvatochromic
�* values to macroscopic properties of SCCD. Sigman
and Leffler28 found for the four different densities of
SCCD studied previously18 that


�� ¼ ð�1:03 � 0:04Þ þ ð6:86 � 0:30Þ½ðn2 � 1Þ=ð2n2 þ 1Þ�
ð5Þ


where the first term represents the �* value for the gas
phase and n is the refractive index of the SCCD. A more
sophisticated treatment was accorded this subject by
Yonker et al.,29 using the McRae and Bayliss model.30


They replaced the term in square brackets in Eqn (5) by
F0¼ [(n2� 1)/(2n2þ 2)] and plotted their �* values
against this variable. Their plots are substantially the
same for 308 and 323 K and similar to the plot in Fig. 1
against the densities of the SCCD. Two straight lines
were fitted to the data, one at F0¼ 0.08 and the other at
higher F0 values, but for no obvious reason. Bulgarevich
et al.31 used 4-nitroanisole as a probe and obtained �*
values parallel to those of Maiwald and Schneider21 but


shifted down by �0.13 units (Fig. 1). The solvation
number of CO2 in the cybotactic region around the probe
molecule was estimated according to Kajimoto et al.32


Out of the estimated eight molecules of CO2 that could
surround the 4-nitroanisole molecule, the actual number
increased with the density (d/kg m�3) from 1 at 33 to 6 at
640 kg m�3 in a second-degree curve: 0.69þ 0.0186d�
(1.6� 10�5)d2. Sasaki et al.33 used Phenol Blue (N,N-
dimethylindoaniline) as the probe at densities of 300–
820 kg m�3 and 313–343 K. They did not calculate �*
values but compared the transition energy ET with the
McRae and Bayliss30 model and found lower values than
expected. The deviations were explained by clustering of
CO2 molecules around the Phenol Blue molecule, the
more so as the temperature was lowered at
d¼ 400 kg m�3: �60% at 313 K and �20% at 343 K.
Nugent and Ladanyi34 examined the clustering of CO2


molecules around a solute in SCCD by means of mole-
cular dynamics (MD) simulations, using bromine (Br2) as
a probe that underwent solvatochromic shifts in its
absorption spectrum. The surroundings (solvation sphere
within 0.64 nm of the center of a molecule) of both Br2


and CO2 molecules had practically the same number of
solvent CO2 molecules that increased with the density
nearly linearly, reaching 17 at 2.8dc	 1310 kg m�3.
1-(9-Anthryl)-3-(4-N,N-dimethylaniline)propane was used
by Khajehpour and Kauffman35 as a probe for the
estimation of the clustering length scale of SCCD. They
measured the fluorescence lifetimes of this probe relative
to its analog devoid of the dimethylamino functionality,
and concluded that this length was �0.12 nm.


Maiwald and Schneider21 used the solvatochromic
comparison method with the probe pairs 4-nitroaniline–
N,N-dimethyl-4-nitroaniline and 4-nitrophenol–4–nitroa-
nisole to measure the hydrogen bond accepting (HBA)/
electron pair donating (EPD) properties (�) of SCCD.
They found no significant differences between the two
members of each of the pairs, indicating a zero HBA/EPD
ability for SCCD, as is, of course, expected. The latter
pair of probes was also employed by Ikushima et al.,27


who reached the same conclusion of �	 0 at pressures
>10 MPa. Also, the hydrogen bond donating ability
(HBD) (�) of SCCD was found to be zero,27 although
in their earlier paper26 these authors used a roundabout
method, involving correlations of results from several
other probes with � values of liquid solvents, to estimate
�	 0.2 at a density of 250 to �	 � 0.1 at 800 kg m�3.
Such values have no meaning, since SCCD as a solvent
has no hydrogen bond donating ability at all, being
aprotic and non-protogenic.


SOLVATOCHROMIC PROBES IN
SUPERCRITICAL WATER (SCW)


SCW is distinguished by a high polarity and hydrogen
bond donating (HBD) and accepting (HBA) abilities of its
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individual molecules. On the other hand, SCW has a
much lower structuredness, i.e. hydrogen-bonded net-
work, than water has at ambient conditions, although
by no means entirely negligible when its density is above
�500 kg m�3.36,37 SCW has a low36,38 relative permit-
tivity, "r, and can dissolve both organic solutes and ionic
substances effectively. Even below the critical point of
647 K (see Table 1 for the critical constants), that is, in
subcritical water, does the disruption of the hydrogen-
bonded network make itself felt in this respect (solubility
of organic solutes). Thus, at 548 K (reduced temperature
Tr¼ T/Tc¼ 0.85) water has "r¼ 23.5.38 In spite of its
potential use for supercritical water oxidations with
oxygen, in order to destroy obnoxious and toxic organic
materials, that has already been the basis of technological
processes, the solvation properties of SCW have only
sparingly been studied so far by means of solvatochromic
probes. One reason was the instability of the organic
materials commonly employed as probes for studying
such properties at the high temperatures involved. There
are therefore no values of �*, � and � available for SCW,
although such values were obtained for subcritical water
and solvatochromic shifts of other probe molecules, not
generally employed for obtaining these solvatochromic
parameters, were measured in SCW.


The polarity and hydrogen-bonding properties of sub-
critical water (saturated, i.e. in equilibrium with water
vapor) were studied by Lu et al.39 by means of solvato-
chromic probes up to 548 K, according to Eqn (4). It was
assumed that the spectral shifts of the probes at the
elevated temperature correspond to the �*, � and �
values established for the same shifts in solvents at
ambient conditions, ignoring possible thermochromism.
With 4-nitroanisole as the probe, the �* values decreased
gradually from 1.09 at 298 K to 0.70 at 548 K, at which
temperature the dipolarity/polarizability of subcritical
water corresponded to that of acetic acid at ambient
temperature. The betaine dye probe 2,6-dichloro-4-
(2,4,6-triphenyl-1-pyridinium-1-yl)phenolate was em-
ployed for measuring the HBD properties of subcritical
water, instead of the more commonly used betaine dye
yielding ET(30) values, since the former had a lower pKa


value, hence was less basic and less apt to be protonated
by the water. The � values diminished initially more
rapidly as the temperature was increased than the �*
values, but reached a relatively larger fraction of �¼ 1.17
at 298 K, i.e. 71% at 548 K, than did �*, 64%. In contrast,
the HBA properties of subcritical water, measured by the
probe pair 4-nitroaniline–N,N-dimethyl-4-nitroaniline
yielding the � parameter, did not vary much with in-
creasing temperatures from the 0.18 ascribed to mono-
meric water.39


Proper SCW was probed for its solvent power by
Bennett and Johnston40 and subsequently by Oka and
Kajimoto.41 Bennett and Johnston employed the spectral
shifts of the �–�* band of benzophenone and the n–�*
band of acetone to study the polarity and hydrogen-


bonding properties of SCW. As the density decreased
with increasing temperature from ambient to above Tc, a
blue shift was observed for the band in benzophenone, as
expected. The spectral shifts for SCW at 683 to 713 K lie
on a single, nearly linear curve (slightly concave up-
wards) as a function of the reduced density 0.3� dc� 1.8.
At 653 K, near the critical point, i.e. Tr¼ 1.009, clustering
of the water around the probe molecule was found with
maximum clustering near dc¼ 1, where some 50%
enhancement of the density around the probe occurred.
The n–�* band of acetone was used by Bennett and
Johnston40 to explore the HBA ability of SCW. The band
shifts to the red were corrected for thermochromism and
compared with shifts in ordinary liquids in order to obtain
the contribution from the HBD properties of SCW. As the
reduced density dr¼d/dc decreased below 0.5, the HBD
ability of SCW diminished rapidly (see also Ref. 37).
However, for subcritical water at 0.5� dr� 1.5 there was
a near plateau in the band shift, indicating that only slight
variations in the HBD ability of water occurred.


The later study by Oka and Kajimoto41 employed 4-
nitroaniline as the probe. With this probe, too, clustering
of the water around the probe was observed at 653 K, i.e.
Tr¼ 1.009, but clustering being limited to Tr¼ 1.05, this
no longer occurred significantly at 683 K. The probes
N,N-dimethyl-4-nitroaniline and 4-nitroanisole were stu-
died only at 683 K, i.e. in the region were no clustering
took place. Quinoline was used as a probe by Osada
et al.42 to investigate the HBD ability of subcritical water
and SCW. Blue shifts of the absorption band were
observed in SCW at 0.2� dr� 1.5 that were considerably
lower than at higher dr values, corresponding to subcri-
tical water. This was interpreted as showing that SCW
had a lower local density around the probe than the bulk
density. Solvatochromic shifts of the �-naphtholate anion
were used by Xiang and Johnston43 to study again the
hydrogen-bonding ability of SCW.


SOLVATOCHROMIC PROBES IN
SUPERCRITICAL FLUOROCARBONS


Supercritical fluorocarbons that have found practical uses
have critical temperatures somewhat but not much above
ambient (see Table 1). The substances of which the
solvation properties have been studied by means of
solvatochromic probes include difluoromethane, trifluor-
omethane (fluoroform), chlorotrifluoromethane and sev-
eral fluoroethanes. These are as a rule much more polar
than SCCD, have lower Tc values than SCW and some
have good HBD properties, so that they are able to
dissolve both non-polar and polar and even highly hydro-
philic organic substances.


The earliest characterization of a supercritical fluoro
(halo)carbon appears to be that of chlorotrifluoromethane,
CClF3 (Freon13), by Yonker et al.19 (note the misprint in
the abstract, where CCl3F is written). The probe employed
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was 2-nitroanisole and �*¼ � 0.29� 0.03 was assigned
to it at Tr¼ 1.0033 and dr¼ 1.5, which became gradually
less negative as the reduced density was increased from
1.3 to 2.1. Phenol Blue (N,N-dimethylindoaniline) was
used by Kim and Johnston44 and it was concluded that
CClF3 had significantly lower solvent power than, say,
n-hexane. Although CClF3 has a small dipole moment
(0.50 D, 1 D¼ 3.335� 10�30 C m), it has lower polariz-
ability per unit volume than n-hexane. A more detailed
investigation of the dipolarity/polarizability of CClF3, as
measured with 2-nitroanisole yielding �* values, was
made by Maiwald and Schneider.21 At a reduced tem-
perature Tr	 1.1 and over a reduced density range from
0.1 to 2.4, CClF3 had more negative �* values than
SCCD (Fig. 1), but also a somewhat more negative value,
�0.37 at dr¼ 1.5, than assigned by Yonker et al.19


Fluoroform (trifluoromethane, CHF3) was the next
fluorocarbon to be studied with respect to solvatochromic
shifts of the light absorption or fluorescence probe
molecules. The shift of the absorption band of 4-(N,N-
dimethylamino)benzonitrile in supercritical fluoroform
with increasing density was employed by Kajimoto
et al.32 for the estimation of the aggregation of the solvent
around the probe molecule. The bathochromic shifts of
this probe deviated considerably from what was expected
from the polarity of the supercritical CHF3 in terms of the
linear dependence of the shifts on ½ð"r � 1Þ=ð"r þ 2Þ�
ðn2 � 1Þ=ðn2 þ 2Þ� established with the solutes bromo-
benzene, tetrahydrofuran, butyronitrile, 1-chlorobutane,
ethanol and cyclohexanol. These deviations were then
used for the estimation of the solvation number of the
fluoroform around the probe, varying from 1 at a gas-like
density of 20 kg m�3 to 6 at 750 kg m�3. The implication
of this finding is that a solvatochromic probe in a super-
critical fluid of varying densities may measure a property
specific for the probeþfluid pair and has not a more
general prediction power as to the solvation properties of
the SCF against other solutes! Only if several dissimilar
probes yield converging values for this property of the
given SCF can it be said that the magnitude of this
property has been established for use with any arbitrary
solute.


Two related but different probes, 4-(N,N-dimethylami-
no)benzonitrile and ethyl 4-(N,N-dimethylamino)benzo-
ate, were used by Sun et al.23 in supercritical fluoroform.
The shifts �� of the absorption bands at 332.8 K are
plotted against the reduced density dr in Fig. 2. The shifts
depend somewhat on the temperature (they are larger at
303 K), but are more or less parallel, the benzoate curve
being 10% higher than the benzonitrile curve (at
dr¼ 0.5). At liquid-like densities proper normalization
could, therefore, permit the use of these shifts as indicat-
ing a more general property of the SCF, whereas at gas-
like densities a more specific aggregation of the CHF3


around the probe took place.
Three further supercritical fluorocarbons, difluoro-


methane (HFC32), 1,1,1,2-tetrafluoroethane (HFC134a)


and pentafluoroethane (HFC125), were studied by Abbott
and Eardley45,46 with respect to their dipolarity/polariz-
ability by means of the solvatochromic probe Nile Red.
This probe had previously been shown47 to yield �*
values. These three polar SCFs, in common with super-
critical fluoroform and in contrast to chlorotrifluoro-
methane and carbon dioxide, which have low polarities,
show plots of �* against the reduced density that vary
with the temperature at low reduced densities dr and at
temperatures near Tc. At higher dr and Tr, the �* values
converge towards a common curve against dr, of the S-
shaped type shown in Fig. 2. At any given dr the order
among the SCF �* values is HFC32>HFC134a>
HFC125, which does not agree with the order of the
dipole moments. At sufficiently high densities, dr	 2, �*
may reach a value as high as 0.40 for each of the three
supercritical fluorocarbons studied.


These fluoroethanes (R134a�HFC134a and R125�
HFC125) together with four others, hexafluoroethane
(R116), 1,1,1-trifluoroethane (R143a), 1,1-difluoroethane
(R152a) and fluoroethane (R161), were studied by
Lagalante et al.48 with respect to both their dipolarity/
polarizability (�*) and HBA/EPD ability (�) by means of
solvatochromic probes. Except for the hexafluoroethane,
all these SCFs are polar with dipole moments �> 1.5 D.
The probe 4-nitroanisole was used for �* measurement
and the pair 4-nitrophenol and 4-nitroanisole was used for
� measurements in the solvatochromic comparison mode.
The �* and � values were plotted against the concentra-
tion c of the SCF (in kmol m�3) so that quantitative
comparison with the data of the previous authors is
difficult, since the pressure was not specified, and the
data spanned a range of temperatures. The non-dipolar
R116 had �* values lower than those for ethane (see
below) but the dipolar fluorocarbons showed �* values
rising from the gas-like very negative �*	 � 1 to a


Figure 2. Solvatochromic shifts ��/103 cm�1 of 4-(N,N-
dimethylamino)benzonitrile (*) and ethyl 4-(N,N-dimethyla-
mino)benzoate (~) in supercritical fluoroform (CHF3) as a
function of the reduced density, dr, at 332.8 K


23
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plateau of �*	 � 0.1 at concentrations between 6 and
9 kmol m�3 and rising further up to a maximum of
�*	 0.4 at higher c values. Monofluoroethane, R161, is
an exception, in having generally more negative �*
values, reaching zero only at 12 kmol m�3. The general
shape of the �* vs c curves was very similar to the �* vs
dr curves in Fig. 2. The � values, however, did not vary
much from the gas-like to the liquid-like concentrations,
and were best described as average values over the entire
range: �0.25� 0.03 for R116, �0.11� 0.04 for R125,
�0.12� 0.02 for R134a, �0.14� 0.04 for R143a and
�0.01� 0.04 for R152a.


Recently, Abbott et al.49 returned to the subject of
using solvatochromic probes for studying the properties
of fluorocarbon SCFs. They employed Nile Red for
probing the HBD properties (�), the probe pair 4-nitroa-
niline and N,N-dimethyl-4-nitroaniline for probing the
HBA/EPD properties (�) and the latter solute for prob-
ing the dipolarity/polarizability (�*) of the SCFs
difluoromethane (HFC32) and 1,1,1,2-tetrafluoroethane
(HFC134a). At a constant Tr¼ 1.128 and at 0.3�
dr� 1.9, the trends were found to be common for the
two SCFs: � decreased strongly from near 0.7 to �	 0.3
with dr increasing up to �0.8 and then only slightly, �
decreased moderately from �0.4 for HFC134a and �0.1
for HFC32 at dr¼ 0.8, and �* increased in nearly parallel
S-shaped curves up to 0.15 for HFC32 and 0.05 for
HFC134a (Fig. 3).


SOLVATOCHROMIC PROBES IN OTHER
SUPERCRITICAL FLUIDS


There are several other SCFs that have been studied with
respect to the use of solvatochromic probes to obtain their
solvation properties, but they have received much less
attention than SCCD, SCW and supercritical fluorocar-


bons. They can be grouped into polar SCFs (ammonia,
methanol, ethanol) and non-polar SCFs (xenon, ethane,
ethene, dinitrogen oxide, sulfur hexafluoride), to be
discussed in turn.


Supercritical ammonia featured in the studies of
Maiwald and Schneider21 and of Yonker et al.,19 though
in the latter only incidentally. The �* parameter was
obtained by Maiwald and Schneider21 with 2-nitroanisole
as the probe and showed the familiar S-shaped curve
when plotted against the reduced density dr at Tr	 1.1,
reaching �*¼ 0 at dr¼ 0.85 and �*¼ 0.45 at dr¼ 1.9.
Somewhat higher values, obtained with the same probe,
were reported by Yonker et al.,19 according to whom
�*¼ 0.55 already at dr¼ 1.4, albeit with large uncertain-
ties, � 0.2, in �*. As expected, and contrary to other
SCFs that showed negative or near zero � values, super-
critical ammonia had the sizable value of �¼ 0.5� 0.1
for 0.9� dr� 2.1 at 413 K. These � values were mea-
sured by the solvatochromic comparison method with the
probe pair 4-nitroaniline–N,N-dimethyl-4-nitroaniline.21


At lower temperatures (293 and 333 K) and higher
reduced densities (dr¼ 2.4) the � values were even
higher, reaching 0.8 at 293 K and dr¼ 2.5, but decreasing
somewhat thereafter.


Supercritical methanol was studied by means of solva-
tochromic probes by Bulgarevich et al.50 The probe
employed for measuring �* was ethyl 4-(N,N-dimethy-
lamino)benzoate (4-nitroanisole being unstable in metha-
nol at T¼ 493 K), and at 523 K showed steadily
increasing values of �* as dr increased. However, the
values reported for the very low dr¼ 0.3, namely <�1.1,
were more negative than generally accepted for vacuum,
hence the �* scale employed by Bulgarevich et al.50 was
incompatible with the commonly used one. The value
�*¼ 0 was reached at dr¼ 1.6 and �*¼ 0.6 was reached
at dr¼ 2.9 at 523 K, whereas the �* vs dr curve at 563 K
was more or less parallel to that at 523 K but �0.1 units
lower. The � values could not be measured in super-
critical methanol, since the probes employed, 4-nitroani-
line and Reichardt’s betaine dye used to obtain ET(30)
values, were unstable in it. In subcritical methanol these
probes gave concordant results for � as a function of
temperature and density:


� ¼ ½1:57 þ 0:00305T � ð9:04 � 10�6ÞT2�
� ½0:24 � 0:00764T þ ð1:317 � 10�5T2Þ�
� 10�3ðd=kgm�3Þ


ð6Þ


valid up to 453 K. At this temperature � has decreased
from its value of 0.98 at ambient conditions to �0.8,
comparable to that of ethane-1,2-diol under ambient
conditions. The UV absorption spectrum of anthracene
in supercritical methanol at 563 K was used50 to study
the local density augmentation of the SCF near the
solute. The local density had a maximum of about twice
that of the bulk at dr	 0.25 and decreased steadily as dr


increased up to 2, where no enhanced density was found


Figure 3. Solvatochromic parameters �, � and �* for
difluoromethane (HFC32, closed symbols) and 1,1,1,2-tetra-
fluoroethane (HFC134a, open symbols) as functions of the
reduced density, dr, at a reduced temperature Tr¼ 1.128.
Reprinted with permission from Ref. 49. Copyright (2003)
American Chemical Society
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any longer. The enhanced density near the anthracene
molecules could also be described by a Langmuir adsorp-
tion model.


The application of solvatochromic probes to super-
critical ethanol was studied by Lu et al.51 The probes
employed were 4-nitroanisole for �*, the probe pair 4-
nitroaniline and N,N-dimethyl-4-nitroaniline for � and the
betaine dye 2,6-dichloro-4-(2,4,6-triphenyl-1-pyridino)
phenolate for �. The results at 523 K were plotted against
dr in a small-scale figure, so that quantitative comparisons
with results for other SCFs cannot be readily made. The
trends, however, are clear. In the subcritical region �*
increases, reaches ��0.1 at dr¼ 1, and increases mod-
erately at higher densities up to 0.1. The � parameter is
practically constant and near zero, � 0.1, over the entire
range 0.1� dr� 1.7, whereas � was measured only in the
supercritical range and decreased from �0.6 to �0.5 as
the density increased.


Among the non-polar SCFs, the monoatomic xenon is
the simplest, and only �* (expressing polarizability) is
relevant to it. The probe 2-nitroanisole was employed by
Smith et al.52 to establish that xenon was less polarizable
than SCCD, having at Tr	 1.02 (299 K) and critical
density dr¼ 1 a �* value of �0.4, compared with �0.2
for CO2. The �* values for supercritical xenon hardly
vary at higher densities, remaining near �0.4 up to
dr¼ 1.6.


The application of Phenol Blue as a solvatochromic
probe in supercritical ethene was reported by Kim and
Johnston.44 A large bathochromic shift was noted as the
density increased in the range 0.85� dr� 2.2, with in-
appreciable temperature dependence at 283 and 298 K.
The relevant quantity here is the polarizability per unit
volume that increases with the density. The local density
of ethene around the probe molecules is linearly related
to the compressibility of the SCF.


Much more attention was paid to supercritical ethane
in this respect. The �* values measured by Smith et al.52


at Tr	 1.02 (308 K) with 2-nitroanisole increased from
the gas value to �0.45 at the critical density, dr¼ 1 and
reached �0.25 at dr¼ 2.4, ethane therefore being con-
siderably more polarizable than, say, supercritical xenon.
A further study by Yonker and Smith29 reported �* values
with the same probe at Tr	 1.06 (323 K) plotted against
the Onsager reaction field F0¼ 2(n2� 1)/(2n2þ 1) and
found for ethane considerably more negative �* values
than for SCCD at the same F0 and Tr. Sun et al.23


employed ethyl 4-(N,N-dimethylamino)benzoate in
supercritical ethane but found only small bathochromic
shifts for the absorption band and practically none for the
emission band on increasing the density from dr< 0.4 to
dr> 1.8. Ethane was the reference SCF for fluorinated
ethanes in the study of Lagalante et al.48 Supercritical
ethane, propane (non-dipolar) and dimethyl ether
(dipolar) featured in the study by Lemert and
DeSimone53 over the pressure range 3.5–30 MPa and
temperature range 298–428 K. They used the dye


9-(�-perfluoroheptyl-�,�-dicyanovinyl)julolidine as the
solvatochromic probe and found the solvent molecules
to cluster around the probe.


SOLVATOCHROMIC PROBES IN SCF
MIXTURES AND EXPANDED FLUIDS


Since SCCD is an inexpensive solvent with convenient
density, temperature and pressure ranges and is also
environmentally benign and safe, it has, as said, found
extensive use. Its main drawback is its pronounced non-
polar and non-polarizable nature (negative or slightly
positive �* values), so that its solvation power for polar
solutes is small. This situation can be ameliorated by the
use of polar co-solvents in the SCCD. With small addi-
tions of the co-solvent the polarity increases appreciable
but the fluid can still be considered an SCF. Of course, the
co-solvent must be chosen so as to retain the advantages
of the SCCD in terms of environmental effects and ease
of removal from a reaction or separation mixture. On the
other hand, it is possible to provide an ordinary liquid
solvent with properties more like those of an SCF by
dissolving in it a gas, say carbon dioxide, at a temperature
and pressure making it a sub- or near-critical fluid, where
it is strongly expanded and its compressibility is much
enhanced. Such a liquid can then be called an expanded
fluid, the density, hence solvation power, of which can be
readily tuned advantageously.49–54 SCCD was again the
most widely studied modified SCF with respect to the use
of solvatochromic probes to trace the effects of the co-
solvents. Yonker et al.19 determined the spectral shifts of
2-nitroanisole in SCCD at 323 K with the addition of 5.6
and 9.5 wt% methanol as a function of the pressure.
Above �20 MPa the pressure had little effect but a
considerable bathochromic effect of the methanol was
noted, although less than proportional to the methanol
content. Deye et al.55 studied SCCD modified with
methanol at Tr¼ 0.99, i.e. at near-critical conditions
with Nile Red as the probe, and again found a bath-
ochromic effect with 1–4% methanol (by volume). At
higher methanol contents the temperature employed was
298 K, i.e. Tr¼ 0.98, and the trend continued smoothly
with higher methanol contents (5, 10, 20, . . . , 100%). At
318 K, Tr¼ 1.046, where the mixture can be considered
supercritical, the effect of 1–10 vol% persisted, but was
smaller than at the lower temperature. In a subsequent
paper, Berger and Deye56 studied methanol-modified
SCCD at 313 K to ascertain the pressure–density relation-
ships with up to 11.5 mol% methanol. The pressure
required to achieve a given density decreased with in-
creasing methanol content, as expected. However, the
critical point changed with composition, hence the values
were not valid for Tr¼ 1.03 as in pure carbon dioxide. In
near-critical SCCD (Tr¼ 1.01) with up to 4.5 mol%
methanol the fluorescence of 7-azaindole was shifted con-
siderably towards the red, increasingly with increasing
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density, as measured by Tomasko et al.61 The results
indicated that the fluorescence by the exciplex formed
dominated the observed shift. Kelley and Lemert57 studied
several solvents (cyclohexane, toluene, tetrahydrofuran,
acetone and methanol) expanded with carbon dioxide at
308 and 329 K by means of Phenol Blue as the probe. As
the pressure, and hence the CO2 content, increased, a
hypsochromic shift of the absorption band of the probe
was noted. The polarity of the fluid decreased and the
polar solvent clustered around the probe molecules.


Bulgarevich et al.31 employed 4-nitroanisole to study
the microscopic solvent structure of SCCD modified with
methanol (up to 0.055 mole fraction) at 318 K (Tr¼
1.046) in the cybotactic region of the probe. That is, the
preferential clustering or aggregation of the solvent
molecules in the immediate surroundings of the probe
was investigated. The polar methanol was indeed prefer-
entially present in these surroundings, but with increasing
pressure it was pressed out from there by the more
abundant carbon dioxide. The maximum enhancement
of the local mole fraction of methanol over its bulk
mole fraction, xMeOH, about 4.5-fold, was attained near
10 MPa. In a subsequent study, Bulgarevich et al.58 con-
firmed these findings and also studied the HBA/EPD
properties of the mixtures by using the probe pair 4-
nitrophenol–4-nitroanisole to obtain � values. These were
rather independent of the pressure (at 1.0� dr� 1.8) and
changed from nearly zero for pure SCCD up to nearly
those of pure methanol at xMeOH¼ 0.05.


SCCD modified by ethanol was studied by Ikushima
et al.26 at an 8.9 mol% content and 318 K by means of
cyclohexanone to measure �*, the probe pair 4-nitrophe-
nol–4-nitroanisole to measure �, and the probe pair
1-ethyl-4-(methoxycarbonyl)pyridinium iodide (Koso-
wer’s Z-probe)–4-nitroanisole for �. In these experiments
the content of the modifier was kept constant so that the
increasing pressures (�10 to �30 MPa) applied did not
dilute the ethanol further with CO2. Hence the values of
all three solvatochromic parameters increased towards
the value of liquid ethanol. For 2,2,2-trifluoroethanol
(TFE) as the modifier, Ikushima et al.26 found qualita-
tively similar results, but a larger enhancement of �* with
pressure than for ethanol, but the � values were much
below that of pure TFE, more so than for the ethanol
mixtures. TFE and its mixture with SCCD are devoid of
appreciable HBA/EPD properties.


The fluorescence of bis[4,40-(dimethylamino)phenyl]-
sulfone and its decay were used by Schulte and Kauff-
man59 to probe the local polarity of supercritical mixtures
of carbon dioxide and ethanol at 328 K and at a mole
fraction of ethanol¼ 0.1. The clustering of the ethanol
around the probe enhanced its local concentration to
at least fourfold but possibly up to 10-fold, the enhance-
ment decreasing as the bulk concentration of the co-
solvent increased.


Yonker and Smith60 used 2-nitroanisole as a probe in
solutions of 2-propanol in SCCD at mole fractions xiPrOH


of 0.051, 0.106 and 0.132 at three temperatures, 317, 335
and 395 K, and various pressures in the range 7–41 MPa.
Both polarity and hydrogen bonding were measured in a
combined manner with this probe, but it was possible to
obtain the enhancement of the local composition of the
solvent around the probe molecules in these experiments.
At xiPrOH¼ 0.051, up to threefold enhancement was
obtained at the lower temperatures and even higher at
395 K, where the mixtures were supercritical. At 317 and
335 K at the higher xiPrOH the mixtures were subcritical
and a smaller enhancement was obtained at the lower
pressures.


A summarizing paper by Bulgarevich et al.58 explored
several n-alkanols (ROH, up to hexanol) as modifiers of
SCCD at low mole fractions (xROH¼ 0.05) at 318 K as a
function of the pressure. At the lowest mole fraction
studied, xROH¼ 0.01, the increase in �* with pressure/
density was almost the same for all alkanols, but the �
values increased systematically from methanol to hexa-
nol, being rather independent of the density (at 1.0� dr�
1.8), although increasing somewhat as the density is
diminished below dr¼ 1, i.e. to subcritical regions.


Few polar co-solvents other than the alcohols were
used as modifiers with SCCD and were also studied with
solvatochromic probes. Dimethyl sulfoxide at 8.9 mol%
and 318 K was studied by Ikushima et al.26 as described
above for ethanol-modified SCCD. The HBA/EPD ability
as measured by � was fairly high, � increasing from
0.47 at �10 MPa to 0.52 at 25 MPa, and the �* value
remained near 0.12 in this pressure range. Water in
SCCD, up to 0.3 mol%, caused at Tr¼ 1.01 only small
spectral changes in the emission from 2-naphthol or 5-
cyanonaphthol, as found by Tomasko et al.61 The effect
of acetone as a modifier of SCCD was studied by Lu
et al.62 Deye et al.55 studied acetonitrile, dichloro-
methane and tetrahydrofuran expanded by carbon dioxide
at 298 K by means of Nile Red as the probe. A red shift
was noted, approximately the same for all three co-
solvents, as their content increased, somewhat smaller
than that observed for methanol co-solvent discussed
above. Fluorinated co-solvents of SCCD were studied
by Abbott et al.63 and by Kho et al.64 The former group
employed 1,1,1,2-tetrafluoroethane (HFC134a) as the co-
solvent and Nile Red as the solvatochromic probe. At
30 mol% HFC134a the mixture had a critical temperature
Tc¼ 332 K that was more convenient than the higher one,
374 K, of pure HFC134a, but the polarity of the mixture
was near that of the latter SCF. Clustering of the polar
component near the probe molecules was observed,
yielding up to fourfold enhanced concentrations.63 The
latter group studied fluorocompounds expanded by
carbon dioxide: methyl nonafluorobutyl ether, ethyl
nonafluorobutyl ether and decafluoropentane. In CO2-
expanded ethyl nonafluorobutyl ether, the �* values
measured with 2-nitroaniline and N-methyl-2-nitroani-
line decreased gradually from 0.17 and 0.14 to 0.11 and
0.09, respectively, as the pressure, and with it the CO2
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content, increased from 0.1 to 5.5 MPa at 308 K, but the
exact CO2 content was not reported (>80 mol% at
4.93 MPa). Note, however, that the ‘�*’ is not the same
when measured by the two probes, although the curves
are fairly parallel. Further modification of the solvation
power was achieved by using another co-solvent with the
CO2-expanded fluoro ether. Thus, 10 mol% 2,2,2-trifluor-
oethanol enhanced the HBD properties (�) rather inde-
pendently of the pressure (CO2 content), whereas
10 mol% N-methylpyrrolidin-2-one yielded sizable
HBA/EPD properties (�), but these decreased somewhat
with increasing pressure (CO2 content).64 The solvation
power of an unusual solvent, a room temperature ionic
liquid (RTIL) expanded by SCCD, was studied by Lu
et al.65 employing a solvatochromic probe. It was ex-
pected to gain the benefits of a non-volatile and envir-
onmentally benign solvent such as an RTIL together with
the advantages of SCCD in terms of tunability and
reduction of the viscosity of the resulting fluid. Specifi-
cally, Lu et al.65 used 1-butyl-3-methylimidazolium hex-
afluorophosphate as the RTIL and N,N-dimethyl-4-
nitroaniline as the solvatochromic probe, and measure-
ments were made at 308–323 K and pressures up to
22 MPa. The expansion by CO2 had little effect (a
minimal diminution) on �*, since the RTIL ion pairs
clustered around the probe molecules. However, the
composition of the expanded solvent was not reported,
but the volume expansion, up to 40% at 20 MPa and
308 K, showed a smooth dependence on the pressure
through the critical value.


Not many studies of mixed SCFs that do not involve
SCCD have been reported. Deye et al.55 studied trifluor-
omethane (fluoroform, Freon 23) and chlorotrifluoro-
methane (Freon 13) modified with methanol by means
of Nile Red and the betaine dye used to obtain ET(30)
values as the solvatochromic probes. Whereas the ab-
sorption band of the former probe in Freon 13 was
considerably affected by addition of methanol above 1%
(the probe is insoluble in supercritical pure Freon 13),
that of the latter already attained values close to that of
pure methanol at 1% modifier. The emission maximum
of 7-azaindole in supercritical fluoroform modified with
0.3, 1.2 and 3.0 mol% ethanol was studied by Tomasko
et al.61 The bathochromic effect found was not propor-
tional to the ethanol content (the results for the two
lower values practically coincided). Supercritical ethane
modified by various basic co-solvents was studied with
solvatochromic probes by Tomasko et al.61 and by
Hafner et al.66 The former group used ethanol as the
modifier and 7-azaindole as the probe, and they also
studied ethene modified with ethanol with the same
probe. The latter group66 used 4-nitrophenol as the probe
and propionitrile, acetone, triethylamine and N,N-
dimethylacetamide as the co-solvents at 308 K. They
found a bathochromic effect of the co-solvents increas-
ing in the above order but only a slight dependence
(increase) on the density. With 4-nitroanisole the effect


was smaller (only propionitrile and triethylamine were
tested) but the dependence on the density was somewhat
larger.


CONCLUSIONS


The use of solvatochromic probes for the estimation of
the solvation properties of SCFs is now well established.
Nevertheless, some problems with this practice have not
been solved satisfactorily. The main problem is the
specific interaction of the probe molecule with the mole-
cules of the SCF, so that its ability to represent the
solvation properties of the SCF towards any other solute
can be questioned. The above review of what has been
achieved to date shows only a few cases where results,
say in terms of �*, for several dissimilar probes converge
towards common values. This was more or less the case
for SCCD at dr¼ 1.5, where liquid-like conditions pre-
vail. For other SCFs mainly a single probe was employed,
so that no assurance has been obtained that the results are
generally meaningful.


At lower reduced densities and near the critical point
where the SCF has more gas-like properties and is highly
compressible, the clustering of the SCF around the probe
is well established, but this could well differ for different
solutes, hence the resulting �* or � values for the SCF
have little general validity. This problem is exacerbated
when mixtures of an SCF and a polar modifier are used.
Little confidence can be placed in the solvatochromic
parameters even at substantial densities, owing to the
preferential solvation (clustering) around the necessarily
polar probe molecules by the more polar component of
the mixture (whether an SCF or an expanded liquid
solvent).


Another problem that has not so far found a satisfac-
tory solution is the transfer of numerical �* or � values
from liquid solvents under ambient conditions, obtained
for given solvatochromic spectral shifts of the probes, to
SCFs at different pressures but mainly different tempera-
tures. For some SCFs the temperature of application of
the probes, 323 K, is sufficiently near to ambient that the
established thermochromism of the probes can be ignored
as an approximation. For other SCFs, say SCW, difluor-
omethane or 1,1,1,2-tetrafluoroethane, the temperatures
involved should not allow this simplification, and if
analogy with ordinary liquid solvents is to be sought,
the thermochromic shifts of the probes have to be taken
into account.
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ABSTRACT: Oxidation of a pair of associating thiols 1 and 2 with oxygen, each with a binding site [—C(——
O)NHC(——O)NH—] and a recognition site (R1 or R2), is examined at various temperatures in aqueous binary
solvents of water or deuterium oxide with ethanol, acetonitrile or methanol. The selectivity (r)—a measure of
the degree of molecular recognition in the oxidation—represented by the logarithmic ratio of the yield of the
unsymmetrical disulfide (4) to twice that of the symmetrical disulfide (3) was examined as a function of the mole
fractions of water (xw) and deuterium oxide (xdo). It is found that, on deuteration of aqueous binary solvents
containing ethanol (xw¼ 0.50 and 0.75), the temperature dependence of molecular recognition (r) alters strikingly
from a clear bell-shaped type (a maximum at 35 �C) to a plateau-like type in the range 20–70 �C. It is clarified further
that, in aqueous acetonitrile at xw¼ 0.20 and 0.75, deuteration of water causes the temperature dependence of r to
become fairly dull. In contrast, it is found that the deuteration effect in water–methanol is much less than that in
water–ethanol or in water–acetonitrile. Furthermore, conversion of the NH groups in 1 and 2 to the ND groups occurs
very quickly. A possible cause of the large deuterium effect is discussed. Copyright# 2005 John Wiley & Sons, Ltd.


KEYWORDS: deuteration effect of aqueous binary solvents on molecular recognition; ethanol–deuterium oxide solvent;


acetonitrile–deuterium oxide solvent; molecular recognition in oxidation of associating thiols; solute–solvent interaction;


temperature dependence of molecular recognition; bell-shaped curve


INTRODUCTION


Specific and precise molecular recognition in aqueous
media is essential to living systems. With regard to
studies on molecular recognition, it is now very important
to clarify the factors controlling discrimination:


(i) The steric relationship between solute molecules—
this produces the most striking effects on discrimi-
nation, thus leading to specific and precise molecular
recognition.1


(ii) Alterations in solute–solvent interactions on the
deuteration.2


(iii) solvent–solvent interactions, especially in binary
solvents of water with organic solvents capable of
forming intermolecular hydrogen bonds with each
other and/or with themselves, probably concerned
with solvent structures.


Differences in physicochemical properties are known
to be very slight between water and deuterium oxide. On
the other hand, there have been reports published on
differences in properties between binary H2O and D2O
solutions: vapor pressures of tetramethylurea–H2O and
tetramethylurea–D2O solutions;3a and liquid–liquid co-
existence curves of re-entrant phase transitions beyond
the asymptotic range: tetrahydrofuran–H2O and tetrahy-
drofuran–D2O.


3b


There are also studies on the ability of deuterium oxide
to self-associate4 and on its effect on the association of
hydrophobic polymers5 and a protein.6


Molecular recognition has been reported in deuterium
oxide7 but, no reports have been published on molecular
recognition in binary deuterium oxide solvents (and
mixtures). In view of the significance of binary aqueous
media in specific recognition,8 studies on discrimination
in binary deuterium oxide solvents should give some
information on the effect of binary aqueous media on
discrimination.
As a continuing study for elucidating environmental


factors controlling specific recognition, the degree of
molecular recognition in binary solvents containing water
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was compared with that in binary solvents containing
D2O at various temperatures. Here we report the first
example in which deuteration of water in binary solvents
causes the temperature dependence of the recognition to
become fairly dull.
Our model compounds8,9 for molecular recognition


consist of a pair of acylurea derivatives 1 and 2, which
are open-chain analog of pyrimidine bases (e.g. uracil
and thymine). Thiols 1 and 2 have three sites: the reaction
site (SH group) where a model reaction takes place; the
binding site [—C(——O)NHC(——O)NH—, acylurea
bond] whose inner NHC(——O) unit participates in two
NH � � �O intermolecular hydrogen bonds10,11 and which
extends in the opposite direction to each other; and the
recognition site (R1 or R2) that participates in the dis-
crimination through specific weak intermolecular inter-
actions.12 Thiol 1 has the same group as a cysteine side-
chain (HSCH2) and thiol 2 is a derivative of cysteamine
(the decarboxylated compound of cysteine).


Oxidation13 of a pair of thiols 1 and 2 [Eqn (1)] was
examined as a model reaction for discrimination because
the correct pairing of half-cystine residues (S—S bond
formation) has been suggested to depend upon specific
non-covalent bonds. The selectivity (r) in the oxidation—
ameasure of the degree of molecular recognition of 1 by 2
(or of 2 by 1)—is defined as the logarithmic ratio of the
yield of the unsymmetrical disulfide (4) to twice that of
the symmetrical disulfide (3): r¼ ln{[4]/2[3]}.


ð1Þ


Therefore, when the three disulfides (3, 4 and 5) are
formed in the statistical ratio (i.e. 1:2:1 ratio), then r
becomes zero.


RESULTS AND DISCUSSION


Temperature dependence of molecular
recognition in undeuterated and deuterated
aqueous binary solvents


The temperature dependence of the selectivity (r) was
examined in various undeuterated and deuterated binary
aqueous solvents. The mole fractions of water (xw) used
were 0.50 and 0.75 for the H2O–ethanol (EtOH) system,
0.20 and 0.75 for the H2O–acetonitrile (MeCN) system
and 0.20 and 0.75 for the H2O–methanol (MeOH)
system. These solvents were chosen because of the


remarkable temperature dependence of r in undeuterated
solvents,14 thus the effect of deuteration on discrimina-
tion was likely to be observed.
Plate 1 shows the temperature dependence of the


selectivity (r) for R1¼R2¼C5H11 in undeuterated14


and deuterated binary aqueous ethanol (xw¼ 0.50).
Upon deuteration of water in aqueous ethanol, the tem-
perature dependence of r has been found to alter mark-
edly from a clear bell-shaped curve (a maximum at 35 �C)
to a nearly flat curve (20–35 �C), followed by a progres-
sive decrease (35–70 �C) with increasing temperature. It
is interesting that the r values at 35 �C remain practically
unaltered regardless of the solvents used. Furthermore,
deuteration of ethanol (i.e. the D2O–EtOD system) only
slightly changes the selectivity (r) compared with that in
the D2O–EtOH system.
Plate 2 displays the temperature dependence of r for


R1¼R2¼C5H11 in undeuterated
14 and deuterated binary


aqueous ethanol at xw¼ 0.75. On deuteration of the H2O–
EtOH system, the temperature dependence has proved
to alter radically from the very sharp bell-shaped curve
(a maximum at 35 �C) to a plateau-like curve. As is
evident from Plates 1 and 2, the deuteration effect on
the temperature dependence at xw¼ 0.75 becomes more
remarkable than that at xw¼ 0.50. Also in this case, the r
values at 35 �C remain practically unaltered regardless of
the solvents used. Furthermore, deuteration of ethanol
(i.e. the D2O–EtOD system) only slightly changes the
selectivity (r) compared with that in the D2O–EtOH
system.
Plate 3 illustrates temperature dependence of r for


R1¼R2¼C5H11 in undeuterated
14 and deuterated binary


aqueous acetonitrile at xw¼ 0.20 and 0.75. On deutera-
tion of water at xw¼ 0.20, the temperature dependence of
r changes from a marked decrease to a dull decrease in
the 20–50 �C range. Furthermore, deuteration of water at
xw¼ 0.75 causes the bell-shaped curve in the tempera-
ture–r value profiles to become fairly dull in the 20–70 �C
range.
Plate 4 plots r for for R1¼R2¼C5H11 in undeuterated


and deuterated binary aqueous methanol at xw¼ 0.20 and
0.75. The deuteration effect in the H2O–MeOH system
has been found to be far slighter than that in the H2O–
EtOH and H2O–MeCN system.


Product ratio in the oxidation.8 It has been demon-
strated that the product ratio in the oxidation is kinetically
controlled.9,15 Both IH NMR and IR studies of 1 and 2
revealed that they formed homodimers (6 and 8) and a
heterodimer (7) through two NH � � �O intermolecular
hydrogen bonds (Fig. 1).10a Moreover, based on experi-
mental evidence, at least five tetramers (two homotetra-
mers 9 and 10 and three heterotetramers 11–13) (Fig. 2)
formed by dimerization of the dimers10a have been
suggested to be intermediates in this oxidation.8,16 In
addition, the product ratio is considered to depend on the
relative concentrations of the tetramers.
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Intermolecular association. Intermolecular associa-
tion has been demonstrated to be the first requirement for
molecular recognition.9


The decrease in r with increasing temperature
(Plates 1–3), which is usually observed for selectivity
in ordinary organic reactions, would be explained by
weakening of intermolecular association between asso-
ciating thiols 1 and 2 with increasing temperature.


Conversion of NH groups to ND groups by H-D
exchange. In addition to the above findings that thiols 1
and 2 form two intermolecular NH � � �O hydrogen bonds
between the inner —NHC(——O)— units in the —C(——
O)NHC(——O)NH— groups, thiols 1 and 2 form two
intramolecular NH � � �O hydrogen bonds between the
outer —NH— and —C(——O)— units in the —C(——
O)NHC(——O)NH— groups.10b,17 These —NH— groups
can be converted to —ND— groups by H–D exchange.
Indeed, NMR spectra of 1 or 2 at 500MHz have


clarified that signals for NH protons participating in the


intermolecular and intramolecular hydrogen bonds are
scarcely detected in EtOD after the time required to
prepare a sample solution (ca. 20min). In contrast, the
reaction times in undeuterated and deuterated aqueous
ethanol (e.g. xw¼ 0.50) are ca. 520 h (20 �C), ca. 130 h
(35 �C), ca. 50 h (50 �C) and 7 h (70 �C). Moreover, a long
reaction time also is required for oxidation in undeuter-
ated and deuterated aqueous ethanol (xw¼ 0.75). Thus, it
is suggested that almost all of the NH groups in 1 and 2
would be converted to ND groups, prior to the oxidation
reaction, under the reaction conditions and that the NH–
ND exchange would afford no significant change in the
time course of the reaction.


Pattern change in temperature dependence
of molecular recognition by deuteration of
aqueous binary solvents. As mentioned above, deu-
teration of water in binary solvents causes the tempera-
ture dependence of the discrimination to become fairly
dull.


Figure 1. Association patterns of dimers 6–8. Dashed lines depict hydrogen bonding


Figure 2. Association schemes of tetramers 9–13 formed by dimerization of dimers 6–8. Hydrogen bonding responsible for the
stabilization of dimers is depicted by diagonal dashed lines. Non-covalent weak interactions responsible for the stabilization of
tetramers are depicted by vertical dashed lines
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Plate 1. Temperature dependence of the selectivity (r) for
R1¼R2¼C5H11 in undeuterated and deuterated aqueous
ethanol (xw¼0.50). Solvents used are H2O–EtOH (–~–),
D2O–EtOH (–*–) and D2O–EtOD (–*–). Errors (three times
the standard deviations) for r values range from� 0.04
to� 0.17


Plate 2. Temperature dependence of the selectivity (r) for
R1¼R2¼C5H11 in undeuterated and deuterated aqueous
ethanol (xw¼0.75). Solvents used are H2O–EtOH (–~–),
D2O–EtOH (–*–), and D2O–EtOD (–*–). Errors (three times
the standard deviations) for r values range from� 0.05
to� 0.16


Plate 3. Temperature dependence of the selectivity (r) for
R1¼R2¼C5H11 in undeuterated and deuterated aqueous
acetonitrile. In the case of xw¼0.20, solvents used are H2O–
MeCN (–~–) and D2O–MeCN (–*–); for xw¼0.75, solvents
used are H2O—MeCN (–~–) and D2O–MeCN (–*–). Errors
(three times the standard deviations) for r values range
from�0.06 to� 0.22


Plate 4. Temperature dependence of the selectivity (r) for
R1¼R2¼C5H11 in undeuterated and deuterated aqueous
methanol. In the case of xw¼ 0.20, solvents used are H2O–
MeOH (–~–) and D2O–MeOH (–*–); for xw¼ 0.75, solvents
used are H2O–MeOH (–~–) and D2O–MeOH (–*–). Errors
(three times the standard deviations) for r values range
from�0.02 to� 0.12
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The NH groups in the two thiols (1 and 2) had been
converted to the corresponding ND groups when the
oxidation started. In view of the above findings, it seems
reasonable that the marked changes in the pattern of
dependence of the selectivity (r) on xw would result from
changes in the properties of intermolecular association
between the two thiols (1 and 2) due to the deuteration.
This is because intermolecular association has been
demonstrated to be the first requirement for molecular
recognition (namely, for the r values becoming higher or
lower than zero),9 although it has not been clarified
whether or not deuterium bonds are stronger than hydro-
gen bonds.18


It should be noted also that the temperature depen-
dence of the discrimination differs markedly with the
solvent systems employed, even in deuterated solvents
(i.e. D2O–EtOH and D2O–MeCN). Therefore, it is ne-
cessary to consider the alterations in solute–solvent
interactions on deuteration because they could change
the solvent structures of binary aqueous solvents of the
same xw.
Our previous work indicated that the selectivity (r)


varies strikingly with the solvent composition in undeut-
erated aqueous solvents;14 this has been shown to be
caused by alterations in the structures of binary aqueous
solvents. Considering that similar composition–selectiv-
ity profiles are observed in deuterated solvents, although
in a rather dull manner, the possibility that the above
alterations in solvent structure would have marked effects
on r should be taken into account in deuterated solvents.


CONCLUSION


Using a pair of associating model compounds each
participating in two intermolecular hydrogen bonds and
in shape-specific weak interactions, it has been demon-
strated that: on deuteration of aqueous binary solvents,
the pattern of temperature dependence of molecular
recognition alters strikingly from a clear bell-shaped
type (a maximum at 35 �C) to a plateau-like type in
aqueous ethanol (xw¼ 0.50 and 0.75) in the range 20–
70 �C, and that in aqueous acetonitrile at xw¼ 0.20 and
0.75 the deuteration of water causes the temperature
dependence of the r to become fairly dull in the range
20–70 �C. At present, the reason for the unexpected
deuteration effect observed in the present work remains
to be elucidated.


EXPERIMENTAL


General procedures. The 1H NMR spectra were re-
corded with a Jeol GX-270 spectrometer and a Varian
Unity Plus 500 FT-NMR spectrometer. Chemical shifts
(�) are reported downfield from internal SiMe4. Low- and
high-resolution mass spectra were obtained on a Jeol


JMS-DX303 mass spectrometer. Melting points were
determined on a Yamato oil-immersion apparatus and
are uncorrected. The HPLC separations were conducted
on a Waters system (515 pump, 486 UV detector and
Millennium 32).


Materials. The alcohols and acetonitrile used were all of
HPLC grade (Wako, Tokyo) and were used as such.
Water was purified through the Millipore Milli-Q water
purification system, followed by distillation.


Preparation of thiols.8 Thiols 1 were prepared by
reaction of the corresponding S-esters [MeC(——
O)SCH2C(——O)NHC(——O)NH—R1] with cysteamine,
as described previously.8 Their properties were reported
previously.8 Thiols 2 were prepared by addition of the
corresponding acyl isocyanates to freshly sublimed
cysteamine in tetrahydrofuran (THF) under argon at
0 �C, as described previously.15 Their properties were
reported previously.19


Preparation of disulfides.15 Symmetrical disulfides 3
were obtained easily by treatment of 1 with O2 in the
presence of Et3N in MeCN at room temperature and
recrystallized from THF—dichloromethane. Unsymme-
trical disulfides 4 were prepared by repeated recrystalli-
zation of the corresponding oxidation mixtures. The
properties of disulfides 3 and 4 were reported pre-
viously.8,20


Oxidation of a pair of thiols. A mixture of 1
(0.50mmol) and 2 (0.50mmol) in a solvent (12.5 cm3)
was stirred vigorously under oxygen for 15min in a well-
stirred water bath that was thermostated to� 0.1 �C for
20–50 �C and to� 0.5 �C for 70 �C. To this mixture was
added Et3N (0.05mmol), and vigorous stirring was con-
tinued for the time required to complete the oxidation
(the oxidation was performed at least twice under the
same conditions). When the oxidation was completed, the
reaction mixture was evaporated to dryness. The yields of
3 and 4 were determined by the use of their absorption at
251 nm after separation of the three disulfides in the
mixture by HPLC using LiChrosorb CN with hexane–
isopropanol (98.5:1.5) as an eluent. The r values given in
Plates 1–3 represent the mean values for two or more
experiments, and were reproducible within the errors
shown therein.


Determination of 1H NMR spectra of a 1:1mixture
of 1 and 2. A 1:1 mixture of thiols 1 and 2, which are
difficult to dissolve in organic solvents, was dissolved in
CDCl3 for larger solubilities therein. To this solution, an
excess amount of EtOD was added. About 20min was
required to prepare a sample solution. Immediately after
the sample solution was prepared, NMR spectra for the
NH protons were measured using a 500MHz NMR
spectrometer.
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ABSTRACT: The kinetics of the gas-phase elimination of ethyl and tert-butyl carbazates were studied in a static
system over the temperature range 220.3–341.7 �C and pressure range 21.1–70.0 Torr (1 Torr¼ 133.3 Pa).
The reactions in seasoned vessels are homogeneous, unimolecular and obey a first-order rate law. The variation
of the rate coefficients with temperature is given by the following Arrhenius equations: for ethyl carbazate
log[k1ðs�1Þ]¼ (11.84� 0.22) – [(176.2� 2.5) kJ mol�1](2.303RT)�1 and for tert-butyl carbazate log[k1 (s�1)]¼
(12.34� 0.29) – [(153.6� 2.9) kJ mol�1](2.303RT)�1. The theoretical examination indicates that the molecular
mechanism corresponds to a concerted non-synchronous reaction giving the products. Bond order analysis and
natural charges imply that polarization of the O(alkyl)—C(alkyl) bond of the ester is rate determining in these
reactions. The rate coefficients from the experiments are in good agreement with the theoretical calculations.
The mechanisms of these reactions and the role of the hydrazo group at the acid side of the ester are discussed.
Copyright # 2005 John Wiley & Sons, Ltd.
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transition-state structure


INTRODUCTION


The gas-phase elimination of esters of organic acids
proceed through a six-membered cyclic transition state
type of mechanism as described in reaction (1). For
molecular elimination, the presence of a C�—H bond at
the alkyl side of the ester is necessary.


According to the general elimination reaction of esters,
Herize et al.1 examined the kinetic parameters for the
comparative rates of different substituents other than
carbon at the acid side of organic ethyl esters. These
organic esters gave a good Taft–Topsom correlation1 as
described in Scheme 1.


The parameter �F� ¼þ2.57 suggested the field or
electronic effect to be the most important influence in
the elimination process. Moreover, the resonance effect


�R
�¼�1.18 implied the interaction of the substituent


with an incipient negative reaction center and the abstrac-
tion of the �-hydrogen of the ethyl ester by the oxygen
carbonyl. The polarizability or steric effect ��¼�0.68
was believed to have a modest participation.


The presence of at least an H atom at the N in
carbamates has been found to give a different mechanistic


pathway and product formation, as reported previously2


[reaction (2)]. To avoid this type of elimination process,
most studies of the pyrolytic decomposition of carba-
mates have been carried out with the H of the amino
substituent replaced by a methyl or phenyl groups.3–8


ð2Þ


A substituent of interest to examine at the acid side of
an organic ethyl ester is the hydrazo group (NH2NH), i.e.
ethyl carbazate, and possibly include it in the above
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correlation (Scheme 1), or whether the presence of
hydrogens at the first or second nitrogen atom may lead
to the formation of other types of products. Consequently,
this work was aimed at examining the gas-phase elimina-
tion kinetics of the hydrazo substituent H2NNH at the
acid side of esters such as ethyl and tert-butyl carbazates.
Theoretical studies were also performed for an adequate
interpretation of the mechanisms of these elimination
reactions. The theoretical calculations aimed to procure
the kinetic parameters and the characterization of the
potential energy surface (PES) as a means to understand
the nature of the molecular mechanism of these reactions.


COMPUTATIONAL METHOD AND MODEL


The kinetics of the gas-phase elimination reaction of
ethyl and tert-butyl carbazates were studied using
ab initio RHF, MP2 and DFT/B3LYP methods with 6–
31G, 3–21G* and 6–31G* basis sets as implemented in
Gaussian 98W.9 The Berny analytical gradient optimiza-
tion routines were used for optimization. A transition
states search was performed using the Quadratic Syn-
chronous Transit protocol as implemented in Gaussian
98W. The nature of stationary points was established by
calculating and diagonalizing the force constant matrix to
determine the number of imaginary frequencies. Intrinsic
reaction coordinate (IRC) calculations were performed to
verify transition-state structures. The unique imaginary
frequency associated with the transition vector (TV), i.e.
the eigenvector associated with the unique negative
eigenvalue of the force constant matrix, was character-
ized. Frequency calculations provided thermodynamic
quantities such as zero point vibrational energy (ZPVE),
temperature corrections and absolute entropies, and con-
sequently the rate coefficient can be estimated assuming
that the transmission coefficient is equal to 1. Tempera-
ture corrections and absolute entropies were obtained
assuming ideal gas behavior from the harmonic frequen-
cies and moments of inertia by standard methods10 at
average temperature and pressure values within the
experimental range. Scaling factors for frequencies and
zero point energies for the HF, B3LYP and MP2 methods
used were taken from the literature.11


The first-order rate coefficient k(T) was calculated
using the TST12 and assuming that the transmission
coefficient is equal to 1, as expressed in the following
relation:


kðTÞ ¼ ðKT=hÞexpð��Gz=RTÞ


where �Gz is the Gibbs free energy change between the
reactant and the transition state and K and h are the
Boltzman and Plank constants, respectively.
�Gz was calculated using the relations


�Gz ¼ �Hz � T�Sz
and


�Hz ¼ Vz þ�ZPVE þ�EðTÞ þ PV


where Vz is the potential energy barrier and �ZPVE and
�E(T) are the differences in ZPVE and temperature
corrections between the transition state and the reactant,
respectively.


RESULTS AND DISCUSSION


Ethyl carbazate


Complete kinetic studies of ethyl carbazate were difficult.
However, the products of elimination of this substrate, in
a vessel seasoned with allyl bromide and in the presence
of toluene inhibitor, are predominantly ethylamine, HNO
and CO, with traces amount of ethylene, hydrazine and
CO2. The stoichiometry based on the reaction (3)


ð3Þ


has to give a ratio of 3.0 for Pf/P0, where Pf and P0 are the
final and initial pressures, respectively. Four measure-
ments in the temperature range 310–340 �C with initial
pressures around 60 Torr (1 Torr¼ 133.3 Pa) gave a mean
value of 2.91. The reaction was found to be homogeneous
in seasoned Pyrex vessels. However, some heterogeneous
effect on the rate, in clean packed and unpacked Pyrex
vessels, was obtained.


The effect of addition of different proportions of the
free radical inhibitor toluene can be seen from Table 1.
Nevertheless, the elimination reaction was carried out in
the presence of at least twice the amount of the inhibitor
in order to suppress any possible free radical chain
processes. No induction period was observed. The rate
coefficients were reproducible with a relative standard
deviation not greater than 5% at a given temperature.


The first-order rate coefficients of ethyl carbazate,
calculated from k1¼ (2.303/t)log[2P0/(3P0�Pt)], was
found to be invariable of the initial pressure (Table 2).
A plot of log(3P0�Pt) against time t gave a good straight
line up to 42% decomposition (Fig. 1). The variation of


Scheme 1
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rate coefficients with temperature and the corresponding
Arrhenius equation are given in Table 3 (90% confidenc
limits from a least-squares procedure).


tert-Butyl carbazate


The elimination products of tert-butyl carbazate in a
vessel seasoned with allyl bromide are mainly isobutene,
NH3, HNO, and CO. The stoichiometry of the reaction


ð4Þ


was checked by measurements of the ratio Pf/P0 of final,
to initial pressure. The average experimental result at four
different temperatures (230–260 �C) and 10 half-lives
was 3.93. The theoretical stoichiometry of reaction (4)
demands Pf¼ 4P0. To check the stoichiometry of this
elimination, the percentage decomposition obtained from
pressure measurements was found to be in good agree-
ment with the quantitative chromatographic analyses of
isobutene formation (Table 4).


The homogeneity of reaction (4) was examined by
using vessels with a surface-to-volume ratio of 6.0,
greater than that of the unpacked vessels (1.0). The rates
were unaffected in seasoned vessels, yet a small effect
was found in clean packed and unpacked Pyrex vessels.
The lack of a free-radical chain process in this reaction
was examined by carrying out several runs in the pre-
sence of different proportions of the inhibitor toluene
(Table 1).


The rates of pyrolysis elimination calculated from
equation k1¼ (2.303/t)log[3P0/(4P0�Pt)] and also be
estimated from quantitative chromatographic analyses
of isobutene formation using the equation k1¼ (2.303/t)
log[P0/(2P0� Pt)] are independent of the initial pressure
of the carbazate, and the first-order plots of log(4P0�Pt)
against time t are satisfactory up to 50% decomposition
(Table 2, Fig. 2). The temperature dependence of the
reaction and the corresponding Arrhenius equation are
shown in Table 3. The rate coefficients are reproducible
with a relative standard deviation not greater than 5% at a
given temperature. The errors were estimated to 90%
confidence limits from a least-squares procedure.


In order to use the results shown in Table 5 to provide
reasonable mechanisms of elimination of ethyl and tert-
butyl carbazates, a theoretical examination was undertaken.


Table 1. Effect of free radical inhibitor toluene on rates


Temperature Ps Pi 104k1


Substrate ( �C) (Torr)a (Torr)a Pi/Ps (s�1)


Ethyl carbazate 320.7 70 — — 3.84
65.5 33 0.5 2.41
42 73.5 1.7 2.17
62.5 116.5 1.9 2.18
60 180.5 3.0 2.10


tert-Butyl carbazate 250.2 47 — — 10.74
41.9 58 1.4 10.66
49.5 94 1.9 10.03
40.8 108.5 2.7 10.69


aPs¼ pressure of the substrate; Pi¼ pressure of the inhibitor.


Table 2. Variation of rate coefficients with initial pressure


Temperature
Substrate ( �C) Parameter Values


Ethyl 320.7 P0 (Torr) 42 50.5 62.5


carbazate 104k1 (s�1) 2.27 2.10 2.18
tert-Butyl 250.2 P0 (Torr) 21.1 39.6 49.5 57.6


carbazate 104k1 (s�1) 9.93 10.74 10.66 10.76


Figure 1. Log(3P0� Pt) vs time (t) for ethyl carbazate at
320.7 �C


Table 3. Variation of rate coefficients with temperature


Substrate Parameter Values


Ethyl carbazate Temperature ( �C) 310.0 320.7 329.3 341.7
104k1 (s�1) 1.12 2.18 3.70 7.26


Rate equation: log[k1 (s�1)]¼ (11.84� 0.22) – [(176.2� 2.5) kJ mol�1](2.303RT)�1; r¼ 0.9998


tert-Butyl carbazate Temperature ( �C) 220.3 230.2 240.1 250.2 260.8
104k1 (s1) 1.18 2.51 5.22 10.18 20.23


Rate equation: log[k1 (s�1)]¼ (12.34� 0.29) – [(153.6� 2.9) kJ mol�1] (2.303RT)�1; r¼ 0.9999
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THEORETICAL RESULTS


Ethyl carbazate


From the experimental observation that ethyl carbazate
undergoes thermal decomposition to give ethylamine,
HNO and CO, the theoretical studies on the mechanism
of elimination of this ester were carried out based on the
assumption that the reaction occurs in a two-step process.
In a first rate-determining step, ethyl carbazate eliminates
ethylamine and an unstable cyclic intermediate oxazir-
idinone COONH, which rapidly decomposes to give
HNO and CO as shown in Eqn (5).


ð5Þ


Geometries for the reactant, transition state (TS)
and products for the rate-determining step were opti-
mized using ab initio RHF, MP2 and DFT/B3LYP
methods with 6–31G, 3–21G* and 6–31G* basis sets.
Frequency calculations at the average experimental tem-
perature and pressure (598.57 K and 0.09917 atm) were
carried out.


Even though theoretical calculations of transition-state
structures have been a useful tool for reasonable mechan-
istic interpretations of organic reactions, the results have
usually been limited to enthalpy of activation, and con-
sequently to energy of activation. Reasonable entropy
values are rarely obtained directly from frequency calcu-
lations. This was the case for the thermal decomposition
of ethyl carbazate. It is our experience in true gas-phase
reactions that the difference in values between experi-
mental energy of activation (Ea


exp) and the free energy of
activation (�Gzexp) gives an idea of the magnitude of the
entropy of activation.


In view of the above considerations, entropy values are
estimated as follows. If


�Hzexp � �Hztheo


consequently


Eexp
a � Etheo


a


and therefore we expect that


�Gzexp � �Gztheo


We may define


�Gzexp � Eexp
a ¼ Cexp


to obtain


�Gztheo ¼ Etheo
a þ Cexp


where the superscripts exp and theo refer to experimental
and theoretical values, respectively, and the parameter
Cexp is


Cexp ¼ nRT � T�Szexp


n¼ 1, unimolecular reaction.


Table 4. Stoichiometry of the reaction


Temperature
Substrate ( �C) Parameter Values


tert-Butyl 250.2 Time (min) 4 6 8 10 12
carbazate Reaction (%) 21.9 31.1 38.1 44.9 50.1


(pressure)
Isobutene (%) 21.1 29.7 40.7 46.7 51.7
(GC)


Figure 2. Log(4P0� Pt) vs time (t) for tert-butyl carbazate at
250.2 �C


Table 5. Kinetic and thermodynamic parameters at 280 �C


Substrate 104k1 (s�1) Ea (kJ mol�1) Log [A (s�1)] �S 6¼ (J mol�1 K�1) �H 6¼ (kJ mol�1) �G 6¼ (kJ mol�1)


Ethyl carbazate 0.16 176.2� 2.5 11.84� 0.22 �31.6 171.6 189.1
tert-Butyl carbazate 68.0 153.6� 2.9 12.34� 0.29 �22.1 149.0 161.2
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Cexp includes the contribution of collisional entropy,
which has not been considered in frequency calculations
(isolated molecules). Using


�Gztheo ¼ �Hztheo � T�Sztheo


�Sztheo was obtained. From �Sztheo and Ea
theo, logA and


the rate coefficients can be calculated.
Several low-energy conformations of the reactant were


found. At the working temperature there is enough
thermal energy for these conformations to interconvert
[barriers ranging from 1.2 to 8.2 kcal mol�1) (1 kcal¼
4.184 kJ)]. The conformation shown in Fig. 3 is a local
minimum showing an orientation close to the TS struc-
ture or reactive conformation.


Calculation results for the RHF, B3LYP and MP2
methods are given in Table 6. Rate coefficients and
Arrhenius pre-exponential factors were determined and
compared with the experimental values. The results show
the best agreement for the B3LYP/6–31G method for all
activation parameters (Table 6), within 2.2, 2.0, 1.9, 0.7%
of error for �Hz, Ea, �Gz and �Sz, respectively. The
first-order rate coefficient is of the same order of magni-
tude as the experimental value. The best calculated values
were use to select the TS geometry for further analysis
(Fig. 3).


Structural parameters for ethyl carbazate and for the TS
at the B3LYP/6–31G level at 598.15 K and 0.09917 atm
are given in Table 7. The TS configuration is a quasi-
cyclic structure similar to the proposed intermediate
oxaziridinone (atoms C1, O2 and N11 are positioned in
a three-membered-like ring), where the O2—N11 dis-
tance is too large for a formal bond (1.77 Å in the TS) and
C1—O2 has double bond character (1.216 Å). In the TS
O3—C4 breaking is complete (3.57 Å in the TS) and
substantial progress is also observed in N11—N13 bond
breaking (2.59 Å in the TS). Analysis of NBO charges
shows an increase in partial charge on C4 (from �0.068
to �0.253 in the TS, that is, C4 becomes more positive)
and also on N13 (from �0.758 to �0.992 in the TS, i.e.
N13 becomes more negative) and a decrease in the
negative partial charge on N11 (from �0.605 to �0.366
in the TS), resulting in marked polarization of the O3—
C4 and N11—N13 bonds in the TS.


Bond order analysis. To investigate further the nature
of the TS along the reaction pathway, NBO bond order
calculations were performed.13–15 Wiberg bond indexes16


were computed using the NBO program17 as imple-
mented in Gaussian 98W. Bond breaking and making
processes involved in the reaction mechanism can be
monitored by means of the synchronicity (Sy) concept
proposed by Moyano et al.,18 defined by the expression


Sy ¼ 1 �
Xn
i¼1


j�Bi � �Bavj=�Bav


" #�
2n� 2


where n is the number of bonds directly involved in the
reaction and the relative variation of the bond index is
obtained from


�Bi ¼ BTS
i � BR


i


� �
= BP


i � BR
i


� �
where the superscripts R, TS and P, represent reactant,
transition state and product, respectively.


The evolution in bond change is calculated as


%Ev ¼ �Bi � 100


Figure 3. Thermal decomposition of ethyl carbazate (left)
and TS structure (right) at 598.57K and 0.09917 atm
(B3LYP/6–31G). Schematic drawings with atom numbers
are shown at the bottom


Table 6. Ethyl carbazate activation parameters for the thermal decomposition at 325.0 �C and 0.09917 atma


Level of theory �H 6¼ (kJ mol�1) Ea (kJ mol�1) �G 6¼ (kJ mol�1) �S 6¼ (J mol�1 K�1) Log [A (s�1)] 104 k1 (s�1)


RHF/6–31G 246.9 251.3 264.2 �28.9 12.02 1.06� 10�6


B3LYP/6–31G 174.9 179.8 192.7 �29.7 11.97 1.85
MP2/6–31G 150.9 155.9 168.8 �29.9 11.97 226.6
MP2/3–21G* 165.6 170.5 183.4 �29.7 11.97 12.02
MP2/6–31G* 163.8 168.8 181.7 �29.9 11.97 16.90
Experimental 171.6 176.2 189.1 �29.9 11.97 3.82


a Free energy values were calculated using the parameter Cexp (12.9 kJ mol�1). From these and �H 6¼ from frequency calculations, entropy values were
obtained.
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The average value is calculated from


�Bav ¼ 1


�
n
Xn
i¼1


�Bi


Bonds indexes were calculated for those bonds involved
in the reaction changes, i.e. O3—N11 (B3–11), O3—C4
(B3–4), C4—N13 (B4–13) and N11—N13 (B11–13). The
C1—O2 and C1—O3 bonds remain practically unaltered
during the process.


NBO analysis results are given in Table 8. The syn-
chronicity parameter Sy¼ 0.731 suggest a concerted non-
synchronous mechanism, where the breaking of the O3—
C4 bond plays an important role.


tert-Butyl carbazate


Theoretical studies on the mechanism of elimination of
tert-butyl carbazate were based on the hypothesis that the
reaction occurs in a two-step process, the first step giving
isobutylene and H2NNCOOH being rate determining, as
shown in Eqn (4). Under the conditions of the reaction,


the intermediate NH2NHCOOH proceeds to give NH3


and the unstable oxaziridinone COONH is believed to
decompose rapidly to HNO and CO gas [reaction (6)].


ð6Þ


Geometries of the reactant tert-butyl carbazate and the
intermediate products isobutylene and H2NNCOOH were
optimized using ab initio RHF, MP2 and DFT/B3LYP
methods with 6–31G, 3–21G* and 6–31G* basis sets.
Quadratic Synchronous Transit calculations were per-
formed to obtain TS structures.


Frequency calculations at the average experimental
temperature and pressure (513.45 K and 0.055197 atm)
were carried out for the reactant tert-butyl carbazate, the
TS and products of the rate-determining step. Calculation
results for RHF, B3LYP and MP2 methods are given in
Table 9. The best agreement in Ea and �Hz were found
for both the MP2/6–31G and MP2/6–31G* levels of
theory. Agreement with experimental values is within
2.4, 1.4, 1.4 and 5.0% error for �Hz, Ea, �Gz and �Sz,
respectively. As for ethyl carbazate, entropies for tert-
butyl carbazate were obtained using the Cexp parameter to
estimate �Gz. The best calculated values were used to
select the best TS geometry for further analysis (Fig. 4).


The TS structure for tert-butyl carbazate thermal
decomposition is an almost planar six-membered ring
where the hydrogen being transferred is half way between
O2 and C5, and there is partial double bond character of


Table 7. Structural parameters for ethyl carbazate and the TS for thermal decomposition at 598.57K and 0.09917 atm (B3LYP/
6–31G method) (atom distances in Å and dihedral angles in degrees)


Structure C1—O3 O3—N11 O3—C4 N11—N13 C4—N13


Ethyl carbazate 1.373 2.370 1.480 1.390 2.890
TS 1.216 2.470 3.570 2.590 1.480
Product 1.380 1.710 3.510 2.710 1.490


N11—C1—O3 O2—C1—O3 O2—C1—N11


Ethyl carbazate 118.41 120.91 120.67
TS 141.06 139.18 79.71
Product 76.61 137.72 144.97


Atomic charges from NBO analysis for ethyl carbazate and the TS for thermal decomposition (B3LYP/6–31G method):


Structure C1 O2 O3 C4 N11 N13


Ethyl carbazate 1.090 �0.710 �0.666 �0.068 �0.605 �0.758
TS 1.018 �0.530 �0.633 �0.253 �0.367 �0.992


Table 8. NBO analysis for ethyl carbazate thermal decom-
position at 598.57K and 0.09917 atm (B3LYP/6–31G level):
Wiberg bond indexes (Bi), % evolution through the reaction
coordinate (%Ev), average bond index variation (�Bav) and
synchronicity parameter (Sy)


Parameter O3—N11 O3—C4 C4—N13 N11—N13


Bi
R �0.0378 0.5707 �0.0010 0.9499


Bi
TS �0.5440 �0.0003 0.7743 0.0194


Bi
P 0.6768 0.0006 0.7511 �0.2040


%Ev 70.83 100.15 103.08 19.36
�Bav 0.283
Sy 0.731
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both the C1—O3 and C1—O2 bonds (Fig. 2). Structural
parameters for tert-butyl carbazate and the TS are given
in Table 10. In the TS structure there is substantial
progress in O3—C4 bond breaking (2.17 Å) and O2—
H8 bond formation (1.35 Å), an important double bond
character of C1—O3 (1.30 Å) and intermediate progress
in double bond formation for C4—C5 (1.42 Å). Analysis


of NBO charges shows an increase in partial charge on
C4 (from 0.325 to 0.456 in the TS), an increase in partial
charge on O3 (from �0.691 to �0.846 in the TS), an
increase in partial charge on C5 (from �0.713 to �0.883
in the TS) and an increase in positive partial charge on H8
(from 0.270 to 0.469 in the TS), resulting in polarization
of the O3—C4 and C4—C5 bonds in the TS. The bond
angles show progress in hybridization change from sp3 to
sp2 in C4; both C5—C4—C14 and C5—C4—C18 are
close to 120 � in the TS.


Bond order analysis. NBO bond order calculations
were performed13–15 to investigate further the nature of
the TS along the reaction pathway. Wiberg bond in-
dexes16 were computed using the NBO program17 as
implemented in Gaussian 98W. Synchronicity (Sy), �Bi,
%Ev and �Bav values were determined as described
above.


Bonds indexes were calculated for those bonds being
modified during the reaction, i.e. C1—O2 (B1–2), C1—
O3 (B1–3), O3—C4 (B3–4), C4—C5 (B4–5), C5—H8 (B5–8)
and O2—H8 (B2–8). NBO results are given in Table 11.
The greatest progress in the reaction coordinate is the
breaking of the O3—C4 bond. The synchronicity para-
meter Sy¼ 0.882 and partial charges in the TS suggest a


Table 9. tert-Butyl carbazate activation parameters for the thermal decomposition at 240.3 �C and 0.055197 atma


Level of theory �H 6¼ (kJ mol�1) Ea (kJ mol�1) �G 6¼ (kJ mol�1) �S 6¼ (J mol�1 K�1) Log [A (s�1)] 104k1 (s�1)


RHF/6–31G 142.2 146.0 153.6 �22.2 12.30 24.4
B3LYP/6–31G 115.7 120.0 127.6 �23.2 11.09 1120.0
MP2/6–31G 151.8 155.8 163.4 �22.6 12.28 2.55
MP2/3–21G* 170.6 174.6 182.2 �22.6 12.28 0.031
MP2/6–31G* 148.5 152.5 160.1 �22.6 12.28 5.52
Experimental 149.0 153.6 161.2 �23.8 12.22 4.27


a Free energy values were calculated using the parameter Cexp (7.6 kJ mol�1). From these and �H 6¼ from frequency calculations, entropy values were obtained.


Figure 4. Thermal decomposition of tert-butyl carbazate
(left) and TS structure (right) at 513.47K and 0.055197 atm
(MP2/6–31G). Schematic drawings with atom numbers are
shown at the bottom


Table 10. Structural parameters for tert-butyl carbazate and the TS for thermal decomposition at 513.47 K and 0.055197 atm
(MP2/6–31G method) (atom distances in Å and dihedral angles in degrees)


Structures C1—O2 C1—O3 O3—C4 C4—C5 C5—H8 O2—H8


tert-Butyl carbazate 1.258 1.390 1.520 1.537 1.090 2.450
TS 1.390 1.300 2.170 1.420 1.300 1.350
Product 1.520 1.250 3.470 1.354 2.310 0.980


O2—C1—O3 C5—C4—C14 C5—C4—C18


tert-Butyl carbazate 126.69 112.87 111.63
TS 124.62 119.96 120.14
Product 124.20 122.19 122.19


Atomic charges from NBO analysis for tert-Butyl carbazate and the TS for thermal decomposition (MP2/6–31G method):


Structure C1 O2 O3 C4 C5 H8 N9


tert-Butyl carbazate 1.075 �0.764 �0.691 0.325 �0.713 0.270 �0.588
TS 1.082 �0.859 �0.846 0.456 �0.883 0.469 �0.593
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concerted non-synchronous mechanism, where the polar-
ization of O3—C4 is rate determining.


CONCLUSIONS


Ethyl carbazate


Theoretical calculations on ethyl carbazate thermal de-
composition were based on the assumption that the
reaction occurs in a two step-process [reaction (5)],
involving an unstable three-membered ring intermediate,
oxaziridinone. The TS structure obtained supports the
mechanistic hypothesis and the formation of the inter-
mediate oxaziridinone, because the TS found is similar
to this intermediate as shown in Fig. 3. The results there-
fore suggest that the reaction proceeds by a concerted
non-synchronous mechanism, through a quasi-three-
membered ring transition state. Structural parameters,
partial charges and NBO analysis suggest that polariza-
tion of O3—C4 bond is the determining factor in the
decomposition process. The synchronicity parameter
Sy¼ 0.731 is in accord with a concerted non-synchronous
polar type of mechanism. Reasonable agreement of the
activation parameters with the experimental parameters
was found for the B3LYP/6–31G method.


tert-Butyl carbazate


Theoretical calculations suggest that the reaction pro-
ceeds via a concerted non-synchronous mechanism. The
TS structure for tert-butyl carbazate thermal decomposi-
tion is an almost planar six-membered ring with the
hydrogen being transferred located half way between
O2 and C5. The activation parameters are in agreement
with the experimental values for both the MP2/6–31G
and MP2/6–31G* levels of theory and the first-order
reaction rate coefficient of in the same order of
magnitude.


Results from calculations and the agreement with
experiment suggest the validity of the methods and
mechanistic assumption proposed. Comparison of the


synchronicity parameters for ethyl and tert-butyl
carbazate implies a more polarized asynchronous me-
chanism for ethyl carbazate (Sy¼ 0.731) compared with
tert-butyl carbazate (Sy¼ 0.882).


With regard to the methods used, ethyl carbazate gave
the best results with the B3LYP/6–31G method whereas
for tert-butyl carbazate the best parameters were obtained
with both the MP2/6–31G and MP2/6–31G* methods.
For ethyl carbazate, the electronic distribution in the TS
structure is more polarized and there is more charge
separation. For this molecular system, a different level
of electron correlation energy may be involved. The MP4
perturbation method accounts for �95% of electron
correlation energy or more, compared with multilevel
correlated methods such as CC and CI theories. MP2,
being a lower level of calculation, does not account for
the total correlation energy. In this case DFT methods
using hybrid ACM functionals such as B3LYP give better
results.


For the thermal decomposition of tert-butyl carbazate,
entropy values were obtained directly from frequency
calculations whereas for ethyl carbazate decomposition,
entropy values were estimated using the empirical para-
meter Cexp described above.


EXPERIMENTAL


Ethyl carbazate (Aldrich) after several distillations and
tert-butyl carbazate (Aldrich) both, with >99.0% purity
[GC/MS (Saturn 2000, Varian), DB-5MS capillary col-
umn, 30 m� 0.250 mm i.d., 0.25mm film thickness] were
used. The product isobutene was quantitatively analyzed
in a column of Porapak Q (80–100 mesh). The
CH3CH2NH2 product, when collected from the reaction
vessel in the trap, reacts with the HNO to form a solid,
CH3CH2NH3


þ NO�. This salt was identified by mass
spectrometry. The free amine was obtained through a
column of soda lime.


Kinetics


Kinetic studies were carried out in a static system as
described previously19–21 with an Omega DP41-TC/
DP41-RTD high-performance digital temperature indica-
tor. The rate coefficients were calculated from pressure
increase and from chromatographic analyses. The tem-
perature was controlled by a resistance thermometer
controller and an Omega Model SSR280A45 solid-state
relay, maintained within� 0.2 �C and measured with a
calibrated platinum–platinum–13% rhodium thermocou-
ple. No temperature gradient was detected along the
reaction vessel. Both carbazate esters were dissolved in
dioxane and injected directly into the reaction vessel with
a syringe through a silicone rubber septum. The amount
of substrates used for each run was �0.05–0.1 ml.


Table 11. NBO analysis for tert-butyl carbazate thermal
decomposition at 513.45K and 0.055197 atm (MP2/6–
31G level): Wiberg bond indexes (Bi), % evolution through
the reaction coordinate (%Ev), average bond index variation
(�Bav) and synchronicity parameter (Sy)


Parameter C1—O2 C1—O3 O3—C4 C4—C5 C5—H8 O2—H8


Bi
R 1.1810 0.6997 0.5362 0.9820 0.7229 0.0017


Bi
TS 0.8919 0.9881 0.1207 1.1986 0.3341 0.1576


Bi
P 0.701 1.1801 0.0001 1.8361 0.0155 0.4221


%Ev 60.23 60.03 77.50 25.36 54.96
�Bav 0.568
Sy 0.882
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Relative solvation and strength of polycyano- and
polynitromethanes in water: a study with molecular
dynamics simulationsy
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ABSTRACT: The long-known saturation effect in the acidity of polynitromethanes as the number of electron-
withdrawing substituents is increased has no parallel in the polycyanomethane series, leading to a reversal in acidity
when the two series are compared. A theoretical study based on molecular dynamics simulations was carried out, with
a view to investigating the solvation patterns of all acidic polynitro- and polycyanomethanes and their conjugate bases
in water. The results provide a qualitative interpretation of the causes of the saturation effect and the observed reversal
in acidity. Copyright # 2004 John Wiley & Sons, Ltd.
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INTRODUCTION


Theoretical studies on the acid–base properties of organic
molecules are a subject of continuing interest in the
literature.1–12 The task of theoretically explaining and
comparing the acidities or basicities of families of com-
pounds is simpler in the gas phase.2,3,7,9,12 In solution,
interactions with the solvent may change intrinsic acidities
or basicities drastically, so that calculations must take
into account not only the intrinsic properties of the
studied molecules but also their environment. This may
be obviated by considering the medium as a continuum,
capable of introducing significant perturbations on the
geometries and charge distributions of the solute.4,6,8


Alternatively, specific solute–solvent interactions may
be taken into account in the calculations, which may
then treat the solvated substrate as a supramolecule.11


In spite of the importance of the medium in defining
the acidity of compounds, the behavior of limited sets of
acids in solution has sometimes been successfully de-
scribed in terms of intrinsic descriptors, with the neglect
of any solvent contributions.1,13 This may be the result
of the linear correlations which are sometimes obtained
between gas-phase and solvent acidities of families


of organic acids.14 Thus, we have been successful in
describing the acidity of carbon acids, and not only in the
gas phase15 but also in solution,16 in terms of theoretical
descriptors, without including solvent perturbations in
the calculations. The same treatment has been success-
fully applied by us in describing the basicity of carbonyl
compounds in CCl4.17 A simple model relying on two
descriptors proved successful in a regression analysis of
32 carbon acids in water, spanning a range of nearly
31 pKa units.16 The first descriptor was the calculated heat
of deprotonation of the acid and the second was the total
charge variation on the hard centers of the substrate upon
deprotonation. This charge descriptor was envisaged as a
measure of the degree of interaction of the acid and its
conjugate base with the solvent, since solvation in water
should be predominantly a result of hydrogen-bond
interactions of the hard centers of the molecule with the
medium.


In this work, we undertook a different approach to the
rationalization of the acidic behavior of carbon acids in
water, based on molecular dynamics simulations. This
theoretical tool has been only rarely employed for the
study of inorganic acids and bases in solution.18–20 We
hoped to arrive at detailed pictures of the patterns of
solvation of a set of acids and their conjugate bases in
solution. We chose two sets of carbon acids, polynitro-
and polycyanomethanes, that exhibit a reversal in their
acidities in water as the number of electron-withdrawing
substituents on the molecule increases. Our theoretical
approach, if successful, should be able to rationalize this
observed reversal in acidity, an expectation which was
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only partially fulfilled by our previous theoretical
model.16


RESULTS AND DISCUSSION


It has long been known that the acidity of carbon acids of
the form CH4�m Xm where X is an electron-withdrawing
group such as NO2, COR or SO2R, does not increase
linearly with the number of X groups. Pearson and
Dillon21 had already observed that ‘it would be mislead-
ing to estimate the ionization constant of a di- or
trisubstituted acid from those of the monosubstituted
acids’, drawing attention to the fact that this ‘saturation
effect . . . sets in more strongly the greater the electron-
withdrawing power of the substituting group’. This
behavior is illustrated in Fig. 1, where the pKa values22


of two sets of carbon acids CH4�mXm are plotted against
the number m of substituents X, where X¼NO2 and CN.
In contrast with the polynitromethanes, the acidity of
polycyanomethanes does not exhibit a saturation effect
as the number of CN substituents increases. As a
result, when the two sets of substituted methanes are
compared, a reversal of their acidity behavior is observed.
Nitromethane is a much stronger acid (pKa¼ 10.24)
than acetonitrile (pKa¼ 25), whereas trinitromethane
(pKa¼ 0.06) is a comparatively weaker acid than tricya-
nomethane (pKa¼�5.1).


This reversal in acidity was previously rationalized by
a reversal of the relative stabilities of the acids and their
conjugate bases in the gas phase.16 In polysubstituted
acids, the nitro group is increasingly less effective than
the cyano substituent in stabilizing the conjugate bases,
because of steric and electronic repulsions that are pre-
sent in the former but not in the latter series of com-
pounds. A comparison of the heats of deprotonation of all
polynitro- and polycyanomethanes should provide sup-
port to the above rationalization. This theoretical para-
meter was found to be a good measure of relative gas-


phase acidities of carbon acids. A plot of the experimen-
tal �G � values versus the deprotonation energy �E of
13 acids CH2ZY yielded a straight line with a corr-
elation coefficient r¼ 0.985 and a standard deviation of
2.3 kcal mol�1 (1 kcal¼ 4.184 kJ).16


Figure 2 is a plot of the calculated heats of deprotona-
tion 16 of carbon acids CH4�mXm against the number m
of substituents X, where X¼NO2 and CN. An attenua-
tion effect is observed in the gas-phase acidities of the
polynitro- but not of the polycyanomethanes. When Fig. 2
is compared with Fig. 1, it becomes clear that the gas-
phase behavior of the two series of acids may partially
account for the observed behavior in water. However, an
additional contribution in solution must be invoked in
order to explain the reversal in acidity present in Fig. 1
but not in Fig. 2. Solvation by water molecules should
modify the relative stabilities of all acids and their
conjugate bases in aqueous solution. We therefore re-
sorted to molecular dynamics simulations in trying to
gain a more detailed insight into these solvation effects.
Dissociation of a carbon acid in water leads to the
formation of an anion, where the negative charge is
shared among the carbon and the hard centers (oxygen
and nitrogen atoms) conjugated with it, as shown for the
tricyano and trinitromethyl anions (Scheme 1).


The spheres of solvation around each of these centers
are different for the acid and its conjugate base. For a
given center, a comparison of its solvation pattern upon
deprotonation should provide us with a measure of its
contribution to the relative stability of the acid and its
conjugate base. We may assume that a significant
increase in solvation of a given center upon deprotonation
should reflect a large contribution to the anion stabiliza-
tion and therefore to the acidity of the corresponding
acid.


Figures 3–6 depict radial distribution functions (RDFs)
of the water molecules around the carbon and oxygen or
nitrogen centers of the polycyano and -nitro acids,
comparing in each case the variations in solvation


Figure 1. Variation of the pKa values of polycyano- and
polynitromethanes with the number of electron-withdrawing
substituents X. The data were taken from Ref. 22


Figure 2. Variation of the calculated heats of deprotona-
tion, �E, of polycyano- and polynitromethanes with the
number of electron-withdrawing substituents X. The �E
values, calculated with the B3LYP/HF/6–31G(d)//HF/3–21G
method, were taken from Ref. 16
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brought about by deprotonation. A solvation sphere is
easily recognized as a peak, reflecting a sharp increase in
the number of water molecules at a given distance from
the center under investigation. In most cases, one or more
solvation spheres are apparent from the plots. The first
sphere corresponds to the water molecules that are
actually solvating the reference atom. The second, and


sometimes third, spheres comprise water molecules that
accumulate further away from the reference center, and
that may also belong to solvation spheres of other atoms
in the molecule.


Figure 3 shows that, for all three members of the series,
the polycyano acids exhibit little qualitative difference
in the patterns of solvation of their carbon centers between
the acid and its conjugate base. The anionic carbon atom
is slightly more solvated than the corresponding proto-
nated C atom, with a first solvation sphere around 3.5 Å.
The second, more diffuse, solvation sphere reflects con-
tributions from the nitrogen atom(s) of the molecule.
These localized contributions, further away from the
central carbon atom, appear small because of the greater
distance from the reference atom. The same observation
applies to the distribution plots around the nitrogen atoms


Scheme 1


Figure 3. Radial distribution functions (RDFs) for the solvat-
ing water molecules around the carbon atoms of the neutral
acid and the corresponding anion for (a) CH3CN, (b)
CH2(CN)2 and (c) CH(CN)3


Figure 4. Radial distribution functions (RDFs) for the solvat-
ing water molecules around the nitrogen atoms of the
neutral acid and the corresponding anion for (a) CH3CN,
(b) CH2(CN)2 and (c) CH(CN)3
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(Fig. 4). The first sphere is apparent around 3.5 Å,
followed by a second, smaller sphere around 6 Å, origi-
nating from contributions from the solvated carbon atom.
Upon deprotonation, there is a steady increase in solva-
tion by the water molecules of the carbon and the
nitrogen atoms, with a resulting increased stabilization
of the anionic form in solution. This leads to a regular
increase in the acidity of polycyanomethanes with the
number of cyano substituents.


The polynitromethanes behave differently. Although
the nitro groups in these compounds were non-equivalent,
with different partial charges on the oxygen atoms, the
corresponding RDFs of these oxygen centers did not
differ significantly. We therefore employed average
values in the analysis of their solvation pattern.


Although solvation of the hard oxygen centers (Fig. 5)
follows a pattern similar to that of the nitrogen atoms in
the polycyano acids, there is a marked difference between
the solvation patterns of the carbon atom of nitromethane
[Fig. 6(a)] and the di-/trinitromethane pair [Fig. 6(b) and
(c)]. For the latter compounds, deprotonation leads to a
significant desolvation of the carbon center. In its first
sphere, the solvating water molecules of the carbon atom
of di- and trinitromethane practically disappear in the
anionic form, merging with the second sphere of solva-
tion, which becomes increasingly important with increase
in symmetry of the molecule. Solvating molecules are
pushed away from the anionic carbon center into the
peripheral spheres of the oxygen atoms.


A second characteristic feature of the polynitro-
methanes is the significant contributions of the peripheral


Figure 5. Radial distribution functions (RDFs) for the solvat-
ing water molecules around the oxygen atoms of the NO2


groups in the neutral acid and the corresponding anion for
(a) CH3NO2, (b) CH2(NO2)2 and (c) CH(NO2)3. Curves (b) and
(c) were constructed with average values for the non-
equivalent oxygen centers


Figure 6. Radial distribution functions (RDFs) for the solvat-
ing water molecules around the carbon atom in the neutral
acid and the corresponding anion for (a) CH3NO2, (b)
CH2(NO2)2 and (c) CH(NO2)3
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oxygen atoms to the second sphere of solvation of the
carbon center. This observation [Fig. 6(b) and (c)] is in
contrast with what happens with the di- and tricyano-
methanes [Fig. 3(b) and (c)]. As discussed above, this
reflects the larger number of strongly solvated oxygen
atoms, symmetrically distributed around the central
carbon atom in the di- and trinitromethanes.


Carbon desolvation has a destabilizing effect on the
conjugate base of di- and trinitromethane that partly
neutralizes the stabilizing effect due to oxygen solvation
of the nitro groups. As a result, incorporation of one
cyano group to cyanomethane increases the methane
acidity more than the analogous incorporation of one
nitro group to nitromethane. This pattern of behavior,
repeated once more when a third electron-withdrawing
group is added, has the result of inverting the relative
acidities of these compounds and tricyanomethane be-
comes a stronger acid than trinitromethane.


This difference in behavior between the two sets of
compounds may be assigned to steric effects. Access to
the carbon center of polycyano anions by the solvating
water molecules is not hindered by the increased number
of substituents. In the case of the polynitro analogs, a
different picture emerges. The optimized geometry of the
trinitromethyl anion showed that the nitro groups are not
coplanar. The central carbon atom lies in a plane shielded
from above and below by three of the oxygen atoms of the
surrounding nitro groups. This has the effect of blocking
access of the water molecules from both sides of the plane
to the carbanionic center.


In conclusion, the attenuation effect observed in the
pKa values of polynitromethanes is predicted by calcula-
tions of gas-phase acidities of these compounds, as a
result of steric and electronic repulsions among an
increasing number of substituents around the carbon
atom. Calculations also show that the intrinsic acidities
of polycyanomethanes do not follow this pattern, because
of the smaller size of the linear CN group. Such trends in
the gas-phase acidities of the two series of compounds are
only partially responsible for the observed reversal in
acidity depicted in Fig. 1. Molecular dynamics simula-
tions show that solvation effects also contribute to the
observed behavior in aqueous solution. Desolvation of
the carbon atom of di- and trinitromethane upon depro-
tonation has a destabilizing effect on the corresponding
conjugate bases. Such desolvation is a result of steric
hindrance in these anions, and is not observed with di-
and tricyanomethane. Thus, solvation effects add to the
reduced intrinsic acidities of polynitromethanes when
compared with their cyano analogs, leading to the
observed reversal of their pKa values in aqueous solution.


EXPERIMENTAL


The optimized molecular geometries and the partial
atomic charges for each acid and the corresponding


conjugate base were calculated with the Gaussian 98 w
package23 using the B3LYP/6–31G* method. Three-
dimensional models of all structures in a water box of
dimensions 20� 20� 20 Å were built under periodic
boundary conditions, using TIP3 water molecules. All
molecular dynamics calculations were carried out with
the program TINKER,24 using MM3 force-field para-
meters.25–27 Some specific parameters were taken from
analogous functional groups, whenever they were not
available in the literature, with the object of preserving
the optimized molecular geometry, as obtained from the
ab initio calculations.


The initial systems under periodic boundary conditions
were relaxed using energy minimization and short mole-
cular dynamics cycles until appropriate energy gradients
were attained. Then a 100 ps dynamics was performed for
system equilibration, followed by a 500 ps dynamics of
data collection, employing a time step of 1 fs. During data
collection, all systems showed potential energy fluctua-
tions <10%. Simulations were carried out without any
restraints on the initial geometries. All calculations were
done using a cutoff of 9 Å for coulombic and van der
Waals interactions. The radial distribution functions were
calculated using the gOpenMol program (v. 2.10).28
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ABSTRACT: 2-Methylbenzimidazole ribonucleoside arylphosphates (1a,b) and alkylphosphates (2a,b) were
synthesized as RNA model compounds containing a minimised number of exchangeable protons. Intramolecular
transesterification of these substrates was studied in H2O and D2O solutions over a wide pL range and apparent kinetic
solvent deuterium isotope effects of the alkaline cleavage of both substrates and of the cleavage and isomerisation of
2a under neutral and acidic conditions were determined. The observed kH2O


/kD2O
of 4.9 obtained for the alkaline


cleavage of the arylphosphate 1b can be primarily attributed to the �pK of the attacking nucleophile. The alkyl
leaving group in 2a brings about an additional 1.5-fold isotope effect (kH2O


/kD2O
of 7.1 observed), which, considering


the pL–dependence of the reaction, can not be explained by a process involving a proton transfer. Differences in
solvation of the transition state are tentatively suggested as a source of the difference. In contrast to alkaline cleavage,
under neutral and acidic conditions the cleavage and isomerisation of 2a showed no apparent solvent isotope effect.
Several examples found in the literature show that intramolecular proton transfer from phosphate to the leaving group
in pre-equilibria may not necessarily result in an observable solvent isotope effect. This may also explain the results
obtained in the present work, since intramolecular proton transfer processes take place in transesterification reactions
of 2a under neutral and acidic conditions. Relevance of the results obtained in the base catalysed cleavage to
hammerhead ribozyme reaction is briefly discussed. Copyright # 2004 John Wiley & Sons, Ltd.
Supplementary electronic material for this paper is available in Wiley Interscience at http://www.interscience.
wiley.com/jpages/0894-3230/suppmat/
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INTRODUCTION


The mechanism of the cleavage of phosphodiesters has
been extensively studied1 ever since it was discovered
that DNA and RNA are polymers made up of nucleoside
units linked by phosphodiester bonds. Studies on the
cleavage of simple phosphodiesters in vitro have been
carried out to help to understand the mechanisms utilized
by enzymes involved in phosphate transfer processes.
More recently, the mechanism of autocatalytic cleavage
observed with ribozymes has attracted wide interest.2


Studies with RNA models have also been carried out to
define the parameters required of efficient catalysts for
RNA cleavage to develop artificial nucleases,3 chemical
catalysts that are hoped to permit the selective and
efficient cleavage of intracellular RNA molecules.


The phosphodiester bonds in RNA react via an intra-
molecular transesterification, where the 20-OH group
attacks the phosphate, resulting in the formation of a
pentacoordinated species.1c–e The status of this species
depends on the reaction conditions. Under acidic and


neutral conditions, a phosphorane intermediate is formed,
and isomerization of the natural 30,50-phosphodiester bond
to a 20,50-bond competes with cleavage (Scheme 1).
Under alkaline conditions the situation is not as clear.
Base-catalysed isomerization of the phosphodiester
bonds is not observed, so the reaction is believed to
proceed via a dianionic phosphorane-like transition state
or a marginally stable intermediate (Scheme 2). However,
a stepwise mechanism has also been recently proposed.4


Irrespective of the exact status of the dianionic species,
the departure of the alkyl leaving group takes place in the
rate-limiting step of the reaction.


The kinetic solvent deuterium isotope effect is a tool
utilized in mechanistic studies,5 which has been widely
applied to study phosphate transfer.6–8 Information on the
proton transfer processes in or before the rate-limiting
step of the reaction can be obtained, and the role of
solvent molecules as nucleophiles or general acid–base
catalysts can be deduced by comparing the rates of the
reaction in H2O and D2O solutions. Medium effects can
also contribute to the observed k(H2O)/k(D2O) values.5


Results of kinetic solvent deuterium isotope effect ex-
periments carried out with simple phosphate esters6 and
with ribozymes7 have been reported over the last few
decades. The mechanism of the metal ion-promoted
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cleavage of phosphodiesters has also been studied by
applying kinetic solvent deuterium isotope effects.8


Although the solvent isotope effect is a powerful tool in
mechanistic studies, the results may be difficult to inter-
pret. With a simple well-defined system the interpretation
is often straightforward and unambiguous, but as the
systems studied grow more complicated, the number of
plausible mechanistic alternatives increase. The cleavage
of phosphodiester bonds of RNA is a very complicated
system owing to the number of potential ionic forms of
the ground and transition states. There are also a number
of exchangeable protons in the heterocyclic nucleic acid
bases, which may contribute to the overall isotope effect
observed. The situation becomes even more complicated
when reactions are carried out in buffer solutions and/or
in the presence of metal ions, which add to the number of
protolytic equilibria and proton transfer processes in the
reaction system.


We have therefore started a systematic study on the
kinetic solvent deuterium isotope effects in the transes-
terification of phosphodiester bonds of RNA. The under-
lying idea is to start the experiments using model systems
where the number of exchangeable protons has been
minimized so that any effects observed can be attributed
to only a few proton transfer processes, and then increase
the number of possible protolytic processes. As the first
part of the project, we report here the synthesis of model
compounds 1a,b [1-(50-O-methyl-�-D-ribofuranosyl)-2-
methylbenzimidazole 20- and 30-phenylphosphates] and
2a,b [1-(50-O-methyl-�-D-ribofuranosyl)-2-methylbenzi-
midazole 20-and 30-(2-methoxyethyl)phosphates] and the
results of studies on their intramolecular transesterifica-
tion reactions (Scheme 3) in H2O and D2O solutions over
a wide pL range. The 2-methylbenzimidazole base moi-
ety in 1 and 2 contains no exchangeable protons and the
proton transfer between the 50-OH and solvent has been
prevented by methylation. Compound 1 contains a good
leaving group, which is known to depart as an aryloxy ion
under neutral and alkaline conditions9 and, therefore, the
deprotonation of the 20-OH group is the only proton
transfer process involved in the alkaline cleavage. The
leaving group in 2 is poorer and its departure clearly
limits the observed reactivity.10 Under neutral and acidic
conditions, the alkyloxy leaving group of 2 becomes
protonated on departure. Furthermore, 2 also isomerises
under neutral and acidic conditions (Scheme 3), and the
kinetic solvent deuterium isotope effect on this reaction
was also determined. The mechanisms of the intramole-
cular transesterification reactions of RNA model com-
pounds are known and, therefore, the solvent isotope
effects obtained can be attributed to different acid- and
base-dependent reaction steps. The data obtained there-
fore provide useful background information to interpret
solvent isotope effects obtained with more complicated
systems such as metal ion-promoted, ribozyme and en-
zyme-catalysed reactions.


RESULTS


Synthesis of 1a,b and 2a,b


Compounds 1a,b and 2a,b were synthesized by phos-
phorylation of protected 2-methylbenzimidazole nucleo-
sides 6a,b. The synthetic routes are shown in Schemes 4–
6 and a detailed description of the synthetic procedures is
given as electronic supplementary material (available in
Wiley Interscience). Two different routes were followed.
Initially, 6a,b were prepared from D-(� ) ribose, which
was cyclized in a reaction with benzyl alcohol in 1% HCl
solution to give 7. NMR analysis showed that the product
was predominantly in the �-configuration. The 2- and 3-
hydroxyl groups were protected with an isopropylidene
group and the 5-hydroxyl was methylated with methyl
iodide. The benzyl and 2,3-isopropylidene groups were


Scheme 1


Scheme 2
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removed with trifluoroacetic acid. The free hydroxyl
groups were then acetylated with acetic anhydride in
pyridine and the fully protected sugar was reacted with
trimethylsilyl-protected 2-methylbenzimidazole (13)
using SnCl4 as a catalyst. After removal of the 20- and
30-acetyl protecting groups with NaOMe in methanol, the
nucleoside was reacted with TBDMSCl in pyridine with
diaminopyridine as a catalyst, which gave a mixture of 20-
and 30- protected nucleosides 6a,b. This route was initi-
ally chosen because all the reagents are inexpensive and
the methods well documented in the literature. However,
it is tedious owing to the large number of steps and the
overall yield was low. Therefore, an alternative route was
used to prepare another batch of the protected nucleoside,
and 6a,b were synthesized starting from 1-O-acetyl-
2,3,5-tri-O-benzoyl-�-D-ribofuranose (16), which was
reacted with silylated 2-methylbenzimidazole base 13
to prepare the corresponding nucleoside 17. Hydrolysis
of 17 in 0.4 M sodium methoxide in methanol yielded 18,
which was protected with a 20,30-isopropylidene group


and methylated at 50-OH. Acid-catalysed hydrolysis of
the isopropylidene group of 20 gave nucleoside 15, which
was reacted with TBDMSCl using Ag2NO3 as a catalyst
to give 6a,b.


Isomers 6a and 6b could not be separated by silica gel
chromatography so the phosphorylation reactions were
carried out with the isomer mixture. Compounds 1a,b
were prepared by phosphorylating 6a,b with phenyl
phosphorodichloridate using triazole as an activator
(Scheme 5). The TBDMS protecting group was removed
with tetrabutylammonium fluoride in anhydrous THF.
The deprotected phosphodiesters were purified by semi-
preparative reversed-phase high-performance liquid
chromatography (RP-HPLC). Compounds 2a,b were pre-
pared by phosphorylation of 6a,b with 2-cyanoethyl
N,N,N0,N0-tetraisopropylphosphoramidite in anhydrous
acetonitrile with tetrazole as an activator (Scheme 6).
Compounds 22a,b were reacted with anhydrous 2-meth-
oxyethanol in the presence of tetrazole under an N2


atmosphere to give 23a,b. The phosphoramidite group


Scheme 3
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was oxidized with iodine in a mixture of lutidine, water
and THF, the cyanoethyl group removed in methanolic
ammonia and the TBDMS group removed with tetrabu-
tylammonium fluoride. The products were purified by
RP-HPLC.


The final products were analysed by high-resolution
mass spectrometry (HRMS) and 1H, 13C and 31P NMR
spectroscopy. Assignation of signals was supported by
proton–proton and proton–carbon correlation spectra.
The spectral data showed that in both cases the 20-isomer
was the predominant product. Clear splitting of the 20-H
signal due to the coupling with phosphate was observed


in the 1H NMR spectra. In the case of 1b this was also
verified by the proton–phosphorus correlation spectrum
that showed coupling between the 20-H and phosphate. As
both isomers of the TBDMS protected nucleoside 6a,b
were present, it appears that the 20-isomer 6a is less
reactive in phosphorylation reactions than its 30-isomer
6b. In fact, practically no 30-isomer 2a was formed at all
and the yield of 1a was very low. Compound 2a was
prepared by isomerizing 2b in 0.1 M MES buffer at pH
5.5. Under these conditions the isomerization is the
predominant reaction of ribonucleoside alkylphospha-
tes,1d and the 30-isomer accumulates to a significant


Scheme 4
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extent. This method could not be used to obtain 1a, since
the cleavage of ribonucleoside arylphosphates predomi-
nates over a wide pH range, and isomerization is only
observed under acidic conditions.11 For this reason, the
cleavage of 2-methylbenzimidazole arylphosphates was
studied with the 20-isomer 1b as the substrate, whereas
the 30-isomer 2a was used in kinetic studies of the
reactions of 2-methylbenzimidazole alkylphosphates.


Kinetic experiments


Cleavage of 1b was followed over a pL range of 7–13 and
the reactions of 2a from pL 1 to 13. Reactions of 2a and
the cleavage of 1b below pL 11 were followed by taking
aliquots from a reaction solution that was thermostated to
the appropriate temperature using a water bath. As is
explained in more detail in the Experimental section, the
aliquots were analysed by using RP-HPLC with a mixture
of acetic acid buffer and acetonitrile as an eluent. UV
detection at 245 nm was employed. At pL> 11 the
cleavage of 1b was too fast for HPLC analysis, and
the reaction was followed by UV spectrophotometry.
The reaction was carried out in the spectrophotometer
cell thermostated at 25.0 �C and the absorbance at 287 nm
was recorded. At this wavelength the 2-methylbenzimi-
dazole base absorbs weakly, and the increase in absor-
bance due to the release of the phenolate product is
readily detected.


The cleavage of 1b resulted in the formation of the
20,30-cyclic monophosphate of 2-methylbenzimidazole
nucleoside (3) and phenol (Scheme 3). Both products
were detected by HPLC and identified by spiking with
authentic samples. The cleavage of 2a resulted in the


formation of 3 and methoxyethanol, which, being non-
chromophoric, was not detected in the HPLC analysis.
Consistent with previous reports on the cleavage of
nucleoside alkyl phosphates,10–13 the cleavage of 2a is
slower than the subsequent hydrolysis of the cyclic
phosphate product 3, and 20- and 30-monophosphates of
2-methylbenzimidazole nucleoside (4a,b) were detected


Scheme 5


Scheme 6
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as the reaction products. Under neutral and acidic condi-
tions the monophosphate products were further depho-
sphorylated to yield the corresponding nucleoside 5.
Below pL 9, isomerization of 2a to its 20-isomer 2b
competes with the cleavage, and between pL 5 and 7
it is the faster process of the two, similarly to the reaction
of other ribonucleoside alkylphosphates.10–13 Compound
1b does not isomerize under neutral or slightly acidic
conditions. As was mentioned above, isomerization of
aryl phosphates has only been observed below pH 2.14


Acid-catalysed depurination of the 2-methylbenzimida-
zole nucleoside in 2a was detected between pL 2 and 7,
and 2-methylbenzimidazole 26 was formed as a product
(Scheme 7), consistent with results obtained previously
with benzimidazole nucleosides.15


Calculation of rate constants


Rate constants for the cleavage of 1b between pL 7 and
11 were calculated from the decrease of the signal area of
1b in the chromatograms, and above pL 11 from the
increase of the absorbance at 287 nm detected spectro-
photometrically, by applying the integrated first-order
rate law. In the spectrophotometric analysis, the reaction
was followed for 5–10 half-lives to obtain the final
absorbance value. Rate constants for the cleavage and
isomerization of 2a were calculated on the basis of mole
fraction of the substrate remaining in the reaction solu-
tion using the Ufit program as described previously.16 In
cases where depurination was observed, the rate con-
stants of cleavage obtained from Ufit were divided into
contributions from phosphate cleavage and depurination
by using the ratio of the products formed. The mole
fractions based on signal areas were used as the basis of
the calculations, since the chromophoric group is the
same in the substrate and products, and the molar
absorptivity is not expected to vary significantly. This


assumption was verified by following the reaction spec-
trophotometrically at pH 3, where all the three processes
contribute to the overall disappearance of the starting
material. Less than 10% decrease in the total absorbance
at 250 nm was observed during three half-lives of the
reaction. As discussed below, the rate constants for
cleavage, isomerization and depurination match those
reported for similar substrates, which shows that the
calculation methods are correct.


The observed rate constants for the cleavage of 1b and
the cleavage and isomerization of 2a as a function of pL
are shown in Figs 1, 2(a) and 2(b), respectively. The data
in Fig. 1 were determined at 25 �C and those in Fig. 2(a)
and (b) at 90 �C. The observed rate constants of the
cleavage and isomerization of 2a in Fig. 2(a) and (b)
were fitted to Eqns (1) and (2), respectively.12


kcobs ¼ ðka½Hþ�2=Ka;1 þ kb½Hþ�=
Ka;1 þ kc þ kdKa;2=½Hþ�Þ=
ð½Hþ�=Ka;1 þ 1 þ Ka;2=½Hþ�Þ


ð1Þ


kiobs ¼ ðke½Hþ�2=Ka;1 þ kf ½Hþ�=Ka;1 þ kgÞ=
ð1 þ ½Hþ�=Ka;1Þ


ð2Þ


In Eqn (1), kcobs, ka, kb, kc and kd are the observed first-
order rate constant for the cleavage of 2a, the second-
order rate constant for the acid-catalysed cleavage of
neutral 2a and the first-order rate constants for the
cleavage of neutral, monoanionic and dianionic form of
2a. In Eqn (2), kiobs, ke, kf and kg are the observed first-
order rate constant for isomerization of 2a to 2b, the
second-order rate constant for the acid-catalysed isomer-
ization of neutral 2a and the first-order rate constants for
isomerization of neutral and monoanionic form of 2a. Ka,1


and Ka,2 are the equilibrium constants for deprotonation of
the phosphate and 20-hydroxy groups, respectively.


Scheme 7


Figure 1. pL–rate profiles of the cleavage of 1b to 3 and
phenolate at 25 �C and I¼1.0M. Open circles, cleavage in
H2O solutions; closed circles, cleavage in D2O solutions
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Adjusting the pL of the reaction solutions


Under acidic conditions, pL was adjusted with HCl or
DCl, and under alkaline conditions with NaOH or NaOD.
Between pL 3 and 10 the lyonium ion concentration was
maintained with an appropriate buffer. Varying the buffer
concentration did not have any effect on the observed rate
constants, and the rate constants refer to a total buffer
concentration of 0.1 M. The ionic strength was maintained
at 1.0 M with NaCl or NaNO3. The pL values under the
experimental conditions were calculated using the data
available for the effects of temperature and ionic strength
on the pKa values of the buffer acids and on the water
autoprotolysis constant pKw in H2O and D2O. The
calculations performed are explained in detail in the
Experimental section and the pKa and pKw values used
are given in Table 1. Even though in some cases the
calculation of the pK values is based on rather extensive
extrapolation, the facts that the rate constants obtained in
different buffers are consistent with each other, both in
H2O and D2O, with those reported before for other
ribonucleoside alkylphosphates, and that the solvent iso-
tope effects calculated under acidic and neutral condi-


tions are independent of the buffer used, suggest that the
pK values calculated are reliable.


DISCUSSION


The rate constants shown in Figs 1, 2(a) and 2(b) are
consistent with previous data on the reactivity of ribonu-
cleoside aryl and alkyl phosphates. The pL–rate profiles
of the cleavage and isomerization of 2a are similar to
those obtained previously with 30,50-UpU12 and with
adenosine11 and uridine10,13 30-alkylphosphates. The
cleavage of 2a shows a first-order dependence on hydro-
xide ion concentration above pL 7 and on hydronium ion
concentration below pL 4. Between pL 1 and 2, a second-
order dependence on hydronium ion concentration is
observed. Consistent with previous reports, isomerization
is not base-catalysed, but this reaction is independent of
pL above pL 5. Above pL 9, the cleavage is much faster
than isomerization and the rate constants for isomerisa-
tion cannot be obtained. The cleavage of 1b is much
faster owing to the presence of a good aryloxy leaving


Table 1. pKa values of buffers and values of autoprotolysis
constants of water used to calculate the pL values of
reaction solution (all values refer to I¼1.0M)


H2O, H2O, D2O, D2O,
Parameter 25 �Ca 90 �Ca 25 �Ca 90 �Ca


pKa formate 3.74 4.13
pKa acetate 4.67 5.19
pKa MOBS 6.82 7.44
pKa HEPES 7.45 8.07
pKa CHES 9.75 10.43
pKa glycine 8.33 8.96
pKa Et3N 10.99 11.58
pKw 13.727 12.102 14.683 12.984


a References and detailed descriptions of the calculations performed can be
found in the text.


Figure 2. (a) pL–rate profiles of the cleavage of 2a to 3 and methoxyethanol at 90 �C and I¼1.0M. Open circles, cleavage in
H2O solutions; closed circles, cleavage in D2O solutions. (b). pL–rate profiles of the isomerization of 2a to 2b at 90 �C and
I¼1.0M. Open circles, isomerization in H2O solutions; closed circles, isomerization in D2O solutions


Figure 3. pL–rate profiles of the depurination of 2a at 90 �C
and I¼1.0M. Open circles, depurination in H2O solutions;
closed circles, depurination in D2O solutions


SOLVENT ISOTOPE EFFECT IN RNA MODEL TRANSESTERIFICATION 391


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2005; 18: 385–397







group, and isomerization of this compound cannot be
detected under the experimental conditions.9,14,17 The
rate constants of acid-catalysed depurination of 2a
(Fig. 3) are fully consistent with data on the depurination
of other benzimidazole nucleosides.15 The observed rate
constants can be fitted to a reaction scheme where the
only active ionic form is the protonated base. The kinetic
pKa is 4.6, which in good agreement with the pKa of 4.0
at 393 K.15


Solvent isotope effects on the alkaline
cleavage of 1b and 2a


The solvent isotope effects on the alkaline cleavage of 1b
and 2a were first calculated on the basis of the second-
order rate constants of hydroxide/deuteroxide ion-catalys-
ed cleavage (kOL) obtained from the slopes of kobs vs [LO�]
plots using the linear part of the pL–rate profiles above
pL 7. The kOH(HO�) and kOD(DO�) values for the cleav-
age of 1b were 10.4� 0.2 and 2.1� 0.1 mol dm�3 s�1;
for the cleavage of 2a, kOH¼ 1.61� 0.03 and kOD¼
0.22� 0.01 mol dm�3 s�1. These data give solvent iso-
tope effects of 4.9� 0.2 for 1b and 7.2� 0.2 for 2a.
The value obtained with 1b is reasonably consistent with
the value of 4.01 reported for the alkaline cleavage of
2-hydroxypropyl-p-nitrophenyl phosphate.8d As the alka-
line cleavage of RNA involves deprotonation of the
nucleophilic OH group in a pre-equilibrium before attack
at the phosphate, the values obtained consist of contribu-
tions from solvent isotope effects on the pKa of the
attacking nucleophile and on the cleavage reaction of
the dianionic substrate.


pKa values for similar OH nucleophiles have been
determined kinetically by measuring the rate constants
for the cleavage at pHs where the deprotonation of the
hydroxy group approaches completion.12 Saturation is
not observed with either of the substrates studied in the
present work, suggesting that the 20/30-OH groups of
the benzimidazole nucleoside are more basic than
those in natural nucleosides, and consequently the
�pKa [pKa(D2O)� pKa(H2O)] could not be reliably
determined in the present case. An estimate was obtained
from the non-linear fit according to Eqn (1) as discussed
below. The kOH(HO�)/kOH(DO�) value of 4.9 obtained
with 1b is probably entirely due to this difference in the
deprotonation of the attacking OH group of the 20-
methylbenzimidazole nucleoside. This suggestion is
based on the fact that the cleavage of nucleoside arylpho-
sphates under neutral and alkaline conditions results in a
release of aryl oxyanion.9 Once the attacking OH group is
deprotonated, there is no other proton transfer between
the solvent and the substrate and, consequently, no other
source of primary isotope effect. The solvent isotope
effect for the attack of a fully ionized oxyanion on a
diester is 0.9 with the p-nitrophenyl ester of 30-TMP,6i 0.8
with cis-4-hydroxytetrahydrofuran 3-phenylphosphate6c


and 1.04 with dialkyl 2-carboxyphenyl phosphates. If the
kOH(HO�)/kOH(DO�) value of 4.9 is completely attrib-
uted to the deprotonation of the attacking nucleophile, a
�pKa of 0.69 can be calculated, which is consistent with
the �pKa value of 0.63 estimated for the cis-hydroxyl
group of cis-4-hydroxytetrahydrofuran 3-phosphate.6c


The alkaline cleavage of nucleoside alkylphosphates
differs from the cleavage of corresponding arylpho-
sphates in that the departure of the leaving group more
clearly determines the rate of the reaction. The �lg values
of the alkaline cleavage of uridine 30-aryl and alkylpho-
sphates are �0.549 and �1.10,10 respectively. The highly
negative value obtained with alkylphosphates has been
suggested to support a mechanism where the departure of
the alkyloxy leaving group is far advanced in the transi-
tion state.1e,10 In contrast, the modestly negative � values
obtained with uridine 30-arylphosphates are consistent
with a reaction proceeding through a symmetric transi-
tion state with bond formation to the incoming nucleo-
phile and the bond cleavage of departing aryloxyion
being similarly advanced.9 Alternatively, these data
have been interpreted in terms of a change in rate-limiting
step, with the formation of a dianionic phosphorane rate
limiting for aryloxy leaving groups and its breakdown for
alkoxy leaving groups.4 In either case, the transition
states will be substantially different and the mechanistic
interpretation does not change the conclusions about the
origin of the solvent isotope effects observed. As the
solvent isotope effect on the pre-equilibrium deprotona-
tion of the attacking OH group can be assumed to be
similar in 1b and 2a, the difference in the apparent
kOH(HO�)/kOH(DO�) values show that a reaction invol-
ving a release of an alkyloxy leaving group is more
sensitive to the isotopic composition of the solvent and
an additional isotope effect of 1.5 needs to be accounted
for in the reaction involving an alkyl leaving group.


It must be noted that the attacking nucleophiles in 1b
and 2a are not in the same position and their pKa values
are expected to be different.12 When the reactivities of 1a
and 1b are compared, it is observed that the cleavage of
1a is approximately four times faster than that of 1b (data
not shown), suggesting that the pKa of the 20-OH is lower
than that of 30-OH by �0.6 pKa units (assuming that the
fully ionized forms have identical reactivity). Differences
of the same magnitude have also been obtained with
dinucleoside monophosphates.12 However, as the reac-
tivity difference between 1a and 1b is the same in H2O
and D2O, the observed solvent isotope effects must also
be the same. Therefore, even though different absolute
values of kOH(HO�) and kOH(DO�) would have been
obtained with 1a, the �pKa value obtained by the
equivalent analysis would have been the same as those
obtained with 1b.


The rate constants obtained for the reaction of dianion
2a from the non-linear fits are not sufficiently accurately
defined owing to the lack of data at very high pL to draw
firm conclusions, but the same 1.5-fold isotope effect on
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the cleavage is observed. Similarly, the �pKa value
(0.54) obtained from the fits is consistent with the value
obtained as the ratio of the second-order rate constants of
the alkaline cleavage of 1b (0.69). The pKa,2 values
obtained are 12.06 and 12.60 in H2O and D2O, respec-
tively, and as discussed above, the pKa value of the 20-OH
group of 2a in H2O is slightly higher than the correspond-
ing pKa value in 30,50-UpU (11.5 at 90 �C12).


The origin of the additional solvent isotope effect of
1.5 observed in the cleavage of 2a is not clear. As shown
in Fig. 2(a) and reported by several authors previously,
the cleavage of nucleoside 30-alkylphosphates shows a
first-order dependence on hydroxide ion concentration.
No kinetically significant protonation/deprotonation step,
other than the deprotonation of the attacking nucleophile,
can take place in the cleavage reaction, since this would
result in a different dependence on hydroxide ion con-
centration. Therefore, the additional effect has to be
attributed to the properties of the phosphorane intermedi-
ate/transition state. Medium effects, such as differences
in solvation, can contribute significantly to observed
solvent isotope effect5,18 and the 1.5-fold difference
could result from a poorer hydrogen bond stabilization
of the polar transition state in D2O than in H2O. Con-
sistent with this suggestion, k(H2O)/k(D2O) values from
1.1 to 1.8, which have been attributed to medium effects,
have been reported for the nucleophilic reactions of
carboxylic acid esters.18 The fact that such an effect is
reduced in the cleavage of the arylphosphate 1b can be
explained by the lower polarity of the transition state: as
the charge on the leaving group in the transition state for
the cleavage of an alkylphosphate is more developed, the
charge is less dispersed than in the case of arylpho-
sphates, and so hydrogen bonding with solvent may be
more important than in the case of the arylphosphate 1b.
The solvent isotope effect values reported for the clea-
vage of arylphosphates6c,d,i by fully ionized intramole-
cular nucleophiles are close to unity, which supports the
suggestion that these medium effects play a minor role in
the case of arylphosphates.


The apparent solvent isotope effects obtained with 1b
and 2a in this work are very similar to those obtained in
hammerhead ribozyme reaction in the presence of Mg2þ


and NH4
þ ions (4.47a and 7.69,7e respectively). Therefore,


it is tempting to speculate about the mechanism of the
hammerhead cleavage on the basis of the present results.
Since the kobs(H2O)/kobs(D2O) value is similar to that
obtained with 1b, it may be that Mg2þ ions promote the
hammerhead reaction mainly by stabilizing the phosphor-
ane and/or the leaving group, thereby making the phos-
phorane resemble that in the cleavage of an
arylphosphate. The solvent isotope effects obtained do
not need to be explained by catalysis of the deprotonation
of the 20-OH by Mg2þ , but could simply reflect the
spontaneous deprotonation of the attacking 20-nucleo-
phile. As the kobs(H2O)/kobs(D2O) value obtained in the
presence of NH4


þ ions is very close to that obtained in this


work with 2a, the NH4
þ ion might not enhance the


hammerhead reaction by proton transfer to the leaving
group, but let it depart without catalysis.


Solvent isotope effects under neutral
and acidic conditions


In contrast to the alkaline cleavage, no significant solvent
isotope effect was observed in the cleavage and isomer-
ization of 2a under acidic conditions, as is shown by the
results in Fig. 2(a) and (b) and Table 2. The second-order
rate constants of the acid-catalysed cleavage (kcH in
Table 2) and isomerization (kiH) of 2a give isotope effects
of 0.9 and 1.0, respectively. Similar values are obtained
from the rate constants of different partial reactions
obtained from the non-linear fit according to Eqns (1)
and (2) collected in Table 2.


Practically no solvent isotope effect on the sponta-
neous cleavage and isomerization of monoanionic 2a was
observed either. The rate constants of spontaneous reac-
tions (kc and kg in Table 2) obtained by the non-linear fits
of Eqns (1) and (2) give solvent isotope effects of 1.3 and
1.2 for cleavage and isomerization, respectively.


The similarity of the k(H2O)/k(D2O) values for the
cleavage and isomerization reactions obtained under
neutral conditions is slightly surprising, since the me-
chanisms of these reactions are different. Both reactions
take place via the same monoanionic phosphorane inter-
mediate,1d,e which is formed via a minor tautomer with a
deprotonated 20-oxy group and a protonated phosphate
(Scheme 8).14 However, the second steps, which are rate-
limiting, at least in the cleavage reaction, involve differ-
ing proton transfers. The second step of the isomerization
does not require protonation of the leaving group as the
endocyclic leaving group can depart as an oxyanion,
whereas exocyclic cleavage requires protonation of the
leaving group oxygen (Scheme 8).1e Therefore, the clea-
vage reaction involves a proton transfer from the phos-
phorane to the leaving group, which probably takes place
simultaneously with the departure of the leaving group,
while isomerization involves no such protonation. Hence,
different solvent isotope effects may be expected. It is
possible that the intramolecular proton transfer proposed
to take place in the second step of the cleavage reaction,
even if it is concerted with the departure of the leaving
group, need not result in an observable solvent isotope
effect, but that the effects of proton transfer from the
phosphate and to the leaving group compensate each
other. Supporting this contention are several reports of
k(H2O)/k(D2O) values close to zero for the dephosphor-
ylation of various different phosphate esters.19 All these
reactions involve a proton transfer from a monoanionic
phosphate to the leaving group in a pre-equilibrium or
concertedly to form a zwitterionic species with a dianio-
nic phosphate and a protonated leaving group. Therefore,
the similar and small k(H2O)/k(D2O) values of the
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cleavage and isomerization observed under neutral con-
ditions can be explained most plausibly by suggesting
that neither step of the two reactions is characterized by
any significant solvent isotope effect.


The results obtained under acidic conditions are
slightly more difficult to explain. The cleavage and
isomerization occur via two different routes, showing


second- and first-order dependences on hydronium ion
concentration. The second-order dependence refers to the
reaction that proceeds via a cationic phosphorane formed
by a nucleophilic attack of a neutral 20-OH on the doubly
protonated phosphate (rate constants ka for cleavage and
ke for isomerization in Table 2) (Scheme 9). In the
reaction showing a first-order dependence, the phosphate


Table 2. Kinetic solvent deuterium isotope effects of intramolecular transesterification of the phosphodiester bond of 1b
and 2a


Parameter In H2O In D2O k(H2O)/k(D2O)


kHO(1b) (dm3 mol�1 s�1)a 10.4� 0.2 2.1� 0.1 4.94
kHO(2a) (dm3 mol�1 s�1)b 1.61� 0.03 0.223� 0.005 7.24
kcH(2a) (dm3 mol�1 s�1)c (6.7� 0.4)� 10�3 (7.3� 0.4)� 10�3 0.92
kiH(2a) (dm3 mol�1 s�1)d (2.30� 0.07)� 10�3 (2.40� 0.07)� 10�3 1.00
kd(2a, dianion) (s�1)e 0.045� 0.037 0.030� 0.034 1.5
kc(2a, monoanion) (s�1)f (1.7� 0.8)� 10�7 (1.3� 0.8)� 10�7 1.3
kb(2a, neutral) (s�1)g 0.16� 0.06 0.16� 0.06 1.0
ka(2a, neutral) (dm3 mol�1 s�1)h 3� 2 3� 2 1.0
kg(2a, monoanion) (s�1)i (1.2� 0.3)� 10�6 (1.0� 0.3)� 10�6 1.2
kf(2a, neutral) (s�1)j 0.1� 0.1 0.1� 0.1 1.0
ke(2a, neutral) (dm3 mol�1 s�1)k 1� 2 2� 4 1.0


a Second-order rate constant of base-catalysed cleavage of 1b at 25 �C. Obtained as a slope of plot kobs vs [LO�].
b Second-order rate constant of base-catalysed cleavage of 2a at 90 �C. Obtained as a slope of plot kobs vs [LO�].
c Second-order rate constant of acid-catalysed cleavage of 2a at 90 �C. Obtained as a slope of plot kobs vs [L3Oþ].
d Second-order rate constant of acid-catalysed isomerization of 2a at 90 �C. Obtained as a slope of plot kobs vs [L3Oþ].
e Rate constant of the cleavage of dianionic 2a at 90 �C. Obtained by a non-linear fit of kobs vs [Hþ] according to Eqn (1).
f Rate constant of the spontaneous cleavage of monoanionic 2a at 90 �C. Obtained by a non-linear fit of kobs vs [Hþ] according to Eqn (1).
g Rate constant of the cleavage of neutral 2a at 90 �C. Obtained by a non-linear fit of kobs vs [Hþ] according to Eqn (1).
h Second-order rate constant of acid-catalysed cleavage of neutral 2a. Obtained by a non-linear fit of kobs vs [Hþ] according to Eqn (1).
i Rate constant of the spontaneous isomerization of monoanionic 2a at 90 �C. Obtained by a non-linear fit of kobs vs [Hþ] according to Eqn (2).
j Rate constant of the isomerization of neutral 2a at 90 �C. Obtained by a non-linear fit of kobs vs [Hþ] according to Eqn (2).
k Second-order rate constant of the acid-catalysed isomerization of neutral 2a at 90 �C. Obtained by a non-linear fit of kobs vs [Hþ] according to Eqn (2).


Scheme 8
Scheme 9
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and the phosphorane are neutral (kb and kf) (Scheme 10).
In both cases, a prototropic arrangement that places a
proton on the leaving group oxygen takes place in the
second step of the reaction, and the leaving group departs
as an alcohol. As can be seen in Schemes 9 and 10, the
reactions involve protonation of the phosphate. As
the pKa of the phosphate is higher in D2O than in
H2O,20 the proportion of the protonated form of the
phosphate is higher and, therefore, D2O solution favours
the formation of the intermediate. If, as above, the
intramolecular proton transfer processes taking place in
the second step of isomerization and cleavage do not
result in an observable solvent isotope effect, then an
inverse solvent isotope effect would have been expected.
No such effects are observed and the k(H2O)/k(D2O)
values obtained under acidic conditions were close to
unity. However, the suggestion that the intramolecular
proton transfer does not result in a solvent isotope
effect is based on observations obtained with phospho-
monoesters, where a species with a dianionic phosphate
and a protonated leaving group is formed. A similar
species is formed with 2a under neutral conditions, but
it may be that these results cannot be extrapolated to
reactions where the proton transfer takes place between
initially neutral species. Such a proton transfer might
be characterized by a k(H2O)/k(D2O) value higher than
unity which compensates for any effects on ground-state
protonation.


Plots of observed rate constants of depurination vs
[Hþ] give second-order rate constants of 0.020 and
0.062 mol dm�3 s�1 in H2O and D2O, respectively. The


apparent k(H2O)/k(D2O) of 0.32 is consistent with the
mechanism of the acid-catalysed hydrolysis of the N-
glycosidic bond (Scheme 7). The rate-limiting step is the
unimolecular bond rupture of the base-protonated sub-
strate, which results in the formation of 2-methylbenzi-
midazole base and ribosyl carbocation.14 Water attacks
the carbocation in a subsequent step, and the nucleophilic
attack does not contribute to the observed solvent isotope
effect. The clear inverse solvent isotope effect is most
simply attributed to the pre-equilibrium protonation of
the substrate, which is favoured in D2O.


CONCLUSIONS


The alkaline cleavage of nucleoside phosphodiesters is
characterized by large apparent solvent deuterium isotope
effect values. In the case of phosphodiesters with an aryl
leaving group, the effect observed can be accounted for
satisfactorily by the equilibrium effect on the �pKa of the
attacking nucleophile. When the leaving group is an
alkyloxy function, an additional 1.5-fold isotope effect
is observed, which may be due to the requirement for
better solvation of the more highly polarized transition
state. In contrast to alkaline cleavage, cleavage and
isomerization under neutral and acidic conditions showed
no significant solvent isotope effects which probably
result from very small effects and from opposite effects
involved in different steps of the reaction that compensate
each other, respectively.


EXPERIMENTAL


General


Acetonitrile, pyridine and THF were refluxed with NaH,
and acetone with Na2SO4, and then distilled. 1,2-Dichlor-
oethane was refluxed with PO5. DMF and xylene were
dried with molecular sieves. Triazole was purified by
recrystallization from ethanol. D2O (99.97% D) and
D3COOD (99.5% D) were products of Eurisotop and
DCOOD (98% D), NaOD (40 wt% in D2O, 99% D)
and DCl (20% in D2O, 99.5% D) of Aldrich. Quarz-
distilled water was used to prepare the reaction solutions.
Buffer constituents were of analytical grade and other
reagents of at least reagent grade. HPLC-grade acetoni-
trile was used in HPLC eluents. Details of the syntheses
of 1a,b and 2a,b are given in the electronic supplemen-
tary material available in Wiley Interscience.


Preparation of buffers and calculation
of pKa values


All the reaction solutions were in freshly distilled water
and buffers were prepared just before the experiments


Scheme 10
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to avoid CO2 absorption. The pH of acidic solutions
was adjusted with a known concentration of HCl or
DCl. Under alkaline conditions, NaOH or NaOD was
used. pH values between 2 and 10 were obtained with
appropriate buffer systems. Formate, acetate, HEPES
[N-(2-hydroxyethyl)piperazine-N0-(ethanesulfonic
acid), 27], MOBS [4-(N-morpholine)butanesulfonic
acid, 28], CHES [2-(N-cyclohexylamino)ethanesulfo-
nic acid, 29], glycine, triethylamine were employed.
Their pKa values under the experimental conditions
were calculated as explained below. The values used
are given in Table 1. The pH of the reaction solutions
was checked with a pH meter, but the lyonium ion
concentrations given are based on calculated pKa va-
lues. Formate and acetate buffers were available in a
deuterated form. In other cases, the deuterated form
was prepared by evaporating the protiated form three
times from D2O. D2O solutions were kept in a desic-
cator after preparation.


The pL values of reaction solution were calculated
using pKw and pKa values referring to the experimental
conditions. Using the data on the effects of temperature
and ionic strength on the activity coefficients,21 pKw


values of H2O at I¼ 1.0 M of 13.727 and 12.102 were
calculated at 25 and 90 �C. The ionic product of D2O and
its temperature dependence at I¼ 0 M are known.22 As-
suming that the �pKw value pKw(D2O)� pKw(H2O) is
independent of ionic strength, pKw values of D2O at
I¼ 1.0 M at 25 and 90 �C of 14.683 and 12.984, respec-
tively, were calculated.


The effects of temperature23and ionic strength24 on the
pKa of formic acid are known, and a value of 3.74 at
90 �C and at ionic strength of 1.0 M was calculated. A
�pKa [pKa(D2O)� pKa(H2O)] of 0.394 has been re-
ported25 and assuming that the effects of temperature
and I are the same as in H2O, a pKa of 4.13 can be
calculated for DCOOD in D2O at 90 �C and at ionic
strength of 1.0 M. The pKa values of acetic acid and
CD3COOD at 90 �C were calculated by using the known
temperature dependence26 and the effect of the ionic
strength was calculated by using the effect reported at
20 �C,27 assuming that it is the same in both cases. pKa


Values of CHES (9.7528) and HEPES (7.4529) at
I¼ 1.0 M were calculated using data found in the litera-
ture. The effect of I on the pKa value of MOBS was


assumed to be similar to that on the pKa of HEPES. This
was considered a valid approximation, since HEPES (27)
and MOBS (28) are structurally very similar. MOBS was
the only sulfonic acid derivative used at 90 �C, and the
pKa value at 90 �C of 6.82 was calculated using the
temperature dependence reported.30 pKa values of
MOBS and CHES in D2O were calculated by using
�pKa values reported for morpholine and cyclohexy-
lammonium, respectively.31 The approximation is as-
sumed to be valid since the deprotonation equilibria in
MOBS (28) and and CHES (29) take place at the
nitrogen atom of the zwitterionic form. The �pKa


reported for morpholine was used also to calculate the
pKa of HEPES in D2O. Values of 7.44 (90 �C), 10.43
(25 �C) and 8.07 (25 �C) were calculated for the pKa of
MOBS, CHES and HEPES, respectively, in D2O at
I¼ 1.0 M. The effects of temperature32 and ionic
strength32,33 on the pKa of glycine are known, and a
value of 8.33 was calculated at 90 �C and I¼ 1.0 M. A
�pKa of 0.63 has been reported for glycine34 and
assuming that it is independent of temperature and ionic
strength, a pKa of 8.96 was calculated for glycine in D2O
at 90 �C and I¼ 1.0 M. The pKa of triethylamine at
I¼ 1.0 M at 25 �C has been reported (10.9929). The pKa


in D2O at 25 �C (11.58) was calculated using �pKa


reported for trimethylammonium ion.35


HPLC and spectrophotometric methods


All reactions, except for those followed spectrophoto-
metrically, were carried out in stoppered tubes that were
thermostated to 90.0� 0.1 or 25.0� 0.1 �C in a water-
bath. Reactions were initiated by adding a small volume
of substrate stock solution to the thermostated reaction
solution to make a final concentration of 0.1 mM or less.
The 10–15 aliquots of 150 ml were withdrawn to cover 1–
3 half-lives of the reaction, and the reactions were
quenched by keeping the samples in an ice-bath. Acidic
samples were neutralized with a small volume of sodium
acetate solution and basic samples with acetic acid
solution. In cases where the samples were not analysed
immediately, they were kept at �20 �C until the analysis.
The samples were analysed by RP-HPLC using a Hy-
persil ODS C18 (reactions of 1b) or Aquasil C18 column
(reactions of 2a). Both columns were obtained from
ThermoHypersil-Keystone. The dimensions of the col-
umns were 150� 4 mm i.d., 5 mm particle size. The
eluents were mixtures of 0.06 M acetic acid buffer (pH
4.3, containing 0.1 M NH4Cl) and acetonitrile. The acet-
onitrile content was 13 and 8% in the reactions of 1b
and 2a, respectively. Signals were detected by a UV
detector at 245 nm. Cleavage of 1b at pH >11 was
carried out in the spectrophotometer cell thermostated
to 25.0� 0.1 �C. The absorbance at 287 was detected and
the reaction was followed until the absorbance no longer
increased.
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ABSTRACT: The thermo-solvatochromic behavior of 2,6-dichloro-4-(2,4,6-triphenylpyridinium-1-yl)phenolate
(WB), 1-methylquinolinium-8-olate (QB) and 4-[2-(1-methylpyridinium-4-yl)ethenyl]phenolate (MC) was investi-
gated in binary mixtures of water (W) and 2-alkoxyethanols (ROEtOH) in the temperature ranges from 10 to 60 �C (2-
ethoxyethanol and 2-n-propoxyethanol) and 10 to 40 �C (2-n-butoxyethanol). Thermo-solvatochromic data were
treated according to a model that is based on the presence in bulk solution of three solvents, W, ROEtOH and a 1:1 H-
bonded species, ROEtOH–W. Solvation by ROEtOH–W is favored over solvation by either of the two precursor
solvents. The present data, and those recently published on thermo-solvatochromism of the same probes in five
alcohols (methanol, ethanol, 1-propanol, 2-propanol and 2-methyl-2-propanol) and one ROEtOH (2-methoxyetha-
nol), were submitted to regression analysis. The results indicate that solvation is more sensitive to solute–solvent
hydrophobic interactions than H-bonding between the probe phenoxy oxygen and the hydroxyl group of the H-bond
donating solvent (HBD). Temperature increase results in gradual desolvation of the probes, due to the concomitant
decrease of the structure of all components of the binary solvent mixture. For pure solvents, the temperature-induced
desolvation depends on the structure of the probe (order: WB>MC>QB) and the HBD solvent (order: 2-
ethoxyethanols> aliphatic alcohols, for the same alkyl group; organic solvent>water). The probe solvatochromic
response is due to the electronic transition zwitterion! di-radical; it serves as a model for reactions that are
associated with a large polarity difference between the reagents and activated complexes. For WB, for �T¼ 50 �C,
the desolvation energies range from 2.1 to 3.7 kcal mol�1. The contribution of temperature-induced desolvation to the
activation enthalpies of these reactions is, therefore, important. Copyright # 2005 John Wiley & Sons, Ltd.
Supplementary electronic material for this paper is available in Wiley Interscience at http://www.interscience,
wiley.com/jpages/0894-3230/suppmat/


KEYWORDS: thermo-solvatochromism; aqueous alcohols; aqueous alkoxyethanols; solvation energy


INTRODUCTION


The effects of reaction media on the rates and equilibria
of chemical reactions are a fascinating subject. Important
examples of the effects of solvents on reactivity include
the spontaneous decomposition of benzisoxazole-3-car-
boxylate;1 rate enhancements of many SN2 reactions, and
inversion of the order of nucleophilicity of the halide
ions, as H-bond donating (HBD) solvents are replaced
with non-H-bond donating (non-HBD) solvents;2,3a and
the partial or complete control of the energetics of
reactions involving neutral molecules and strongly sol-
vated species, in particular alkoxide and hydroxide ions,
by the barrier required for desolvation of the base.4


Intensive efforts have been directed, therefore, at under-


standing solvation and its dependence on the properties of
solutes and solvents.3


The study of solvatochromism has contributed a great
deal to our understanding of solvation. The UV–visible
spectra, absorption, or emission of certain solvatochro-
mic substances (hereafter designated ‘probes’) were
measured in solvents and/or solvent mixtures, and the
data therefrom have been employed to analyze both
solvent–probe and solvent–solvent interactions.3b Exten-
sive use has been made of an empirical solvent polarity
scale, ET, calculated from


ET ðkcal mol�1Þ ¼ 28591:5=�maxðnmÞ ð1Þ


which converts the electronic transition within the probe
into the corresponding intramolecular energy transition,
in kcal mol�1. Zwitterionic probes have been extensively
employed because of their favorable UV–visible spectral
properties. Examples include 2,6-diphenyl-4-(2,4,6-
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triphenylpyridinium-1-yl)phenolate (RB), 2,6-dichloro-
4-(2,4,6-triphenylpyridinium-1-yl)phenolate (WB), 1-
methyl-8-oxyquinolinium betaine (QB) and 4-[2-(1-
methylpyridinium-4-yl)ethenyl]phenolate (MC). Their
structures are depicted in Fig. 1; the corresponding
solvent polarity scales are designated ET(30), ET(33),
ET(QB) and ET(MC), respectively.


Solvatochromic data have been analyzed by modeling
the solvatochromic shift as a combination of a dipolarity/
polarizability term, two hydrogen-bonding terms, in
which the solvent is an H-bond donor or H-bond acceptor,
and a cavity term.5 Explanation of solvatochromic data in
binary solvent mixtures is complex because of ‘prefer-
ential solvation’ of the probe by one component of the
mixture. A significant consequence of this phenomenon
is that the composition of the probe solvation micro-
sphere is most probably different from that in bulk
solvent.4,6


Thermo-solvatochromism refers to temperature-
induced changes of solvatochromism. This phenomenon
has been studied much less than solvatochromism, espe-
cially in binary solvent mixtures. The results can be
employed, e.g., for calculation of the relative contribu-
tions of solvation barriers, and hence intrinsic energy
barriers to the activation enthalpies of chemical reactions.
A recently developed solvation model has been applied to
analyze the thermo-solvatochromism of WB, QB and MC
in binary mixtures of water with the following HBD
solvents: methanol (MeOH), ethanol (EtOH), 1-propanol
(1-PrOH), 2-propanol (2-PrOH), 2-methyl-2-propanol (2-
Me-2-PrOH) and 2-methoxyethanol (MeOEtOH). The
model is based on the presence, in bulk solution, of the
solvents water (W), alcohol (ROH) and the 1:1 H-bonded
species W–ROH (or W, ROEtOH and W–ROEtOH for
mixtures of water with a 2-alkoxyethanol).7


We have now extended the range of 2-alkoxyethanols
to include 2-ethoxyethanol (EtOEtOH), 2-n-propoxy-
ethanol (PrOEtOH) and 2-n-butoxyethanol (BuOEtOH).
In principle, the bifunctional structure of these solvents
leads to the formation of several inter- and intra-
molecular H-bonded species, as discussed elsewhere.8


Additionally, they are known to form clusters in aqueous
solutions. In particular, BuOEtOH behaves as a short-
chain non-ionic surfactant; several physical properties of
its aqueous solution show a sudden variation at


�BuOEtOH� 0.05 (� refers to mole fraction); the homo-
geneous solution phase separates at ca 49 �C.9,10 To our
knowledge, thermo-solvatochromism has never been stu-
died for mixtures of water with these 2-alkoxyethanols.


EXPERIMENTAL


Materials


The solvents (Acros and Merck) were purified by dis-
tillation from CaH2 and stored over activated type 4 Å
molecular sieves. Their purity was assured by comparing
their experimentally determined ET(30) values (at 25 �C,
where available) and densities (DMA 40 resonating-tube
densimeter; Anton Paar, Graz, Austria) with literature
values.3b,11 The probes were available from previous
studies.7 Doubly distilled, deionized water was used
throughout.


Sample preparation


Binary mixtures (16 per set) were prepared by weight at
25 �C. For MC, we employed a dilute aqueous solution of
tetramethylammonium hydroxide (10�3 mol l�1) instead
of pure water, so that a convenient concentration of the
probe zwitterionic form is always present.7


Spectrophotometric determination of ET


The final probe concentration was (2–5)� 10�4 mol l�1.
No changes in �max and/or the peak shape were observed
when the probe concentration was varied from 1� 10�4


to 1� 10�3 mol l�1, indicating the absence of intermole-
cular probe interactions. We employed a Beckman
DU-70 UV–visible spectrophotometer, provided with a
thermostated cell holder (�0.05 �C). Each spectrum was
recorded twice, at 120 nm min�1; �max was determined
from the first derivative of the absorption peak. The
uncertainties in ET are 0.1 kcal mol�1 for QB and
� 0.2 kcal mol�1 for WB and MC.


RESULTS AND DISCUSSION


The discussion is organized in the following order.
First, we briefly discuss preferential solvation and the
model that has been recently introduced in order to cal-
culate the solvent fractionation factor, ’. We then address
the dependence of ’ on the properties of the organic
solvent, the structure of the probe and temperature.
Finally, temperature-induced desolvation is analyzed.
Calculations of all quantities discussed are detailed in
the Calculations section. In all ensuing discussion we use,
for convenience, the symbol ROH to denote the organic
solvent, alcohol and/or 2-alkoxyethanol.


Figure 1. Structures of solvatochromic probes
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Preferential solvation in binary solvent mixtures


In these mixtures, the dependence of ET on solvent
composition, e.g. on �W, is usually not linear because
of ‘preferential solvation’ of the probe by one of the
solvents present. In principle, this phenomenon includes
contributions from dielectric enrichment and specific
probe–solvent interactions, e.g. H-bonding. Non-linear
behavior also results from solvent microheterogeneity,
i.e. where solvent ‘clustering’ occurs.3b,6,7 The realiza-
tion that preferential solvation leads to differences be-
tween the compositions of bulk solvent and that in the
solvation microsphere of the reaction has been employed
in order to explain the (complex) dependence of reactiv-
ity on solvent composition.12 Determination of the com-
position of the solvation microsphere is highly relevant,
therefore, to the (correct) analysis of solvent effects on
chemical phenomena.


The solvation model employed


The solvation model that we have recently introduced
considers explicitly the formation of 1:1 H-bonded spe-
cies between water and the HBD organic solvent. The
formation of such species is manifested by several
macroscopic and spectroscopic (IR and NMR) properties
of these binary mixtures.8,10,13–15 Equations (2)–(5) de-
scribe the solvent–exchange equilibria involved:7


ROH þ W Ð ROH--W ð2Þ
ProbeðROHÞmþ mW Ð ProbeðWÞm þ mROH ð3Þ


ProbeðROHÞm þ mðROH--WÞ Ð ProbeðROH--WÞm
þ mROH ð4Þ


ProbeðWÞm þ mðROH--WÞ Ð ProbeðROH--WÞm
þ mW ð5Þ


where m is the number of solvent molecules whose
exchange (in the solvation microsphere) affects ET


(usually m� 1). The most important consequence of
this model is that the correlation between ET and the
medium composition is based on effective, not analytical
concentrations of W and ROH. The relationship between
bulk solvent composition and that in the probe solvation
microsphere is given by the appropriate ’s, defined by
Eqns (6)–(8):


’W=ROH ¼ �Probe
W =�Probe


ROH


�Bk; Effective
W =�Bk;Effective


ROH


� �m ð6Þ


’ROH�W=ROH ¼ �Probe
ROH�W=�Probe


ROH�
�Bk; Effective


ROH�W =�Bk; Effective
ROH


�m ð7Þ


’ROH�W=W ¼ �Probe
ROH�W=�Probe


W�
�Bk; Effective


ROH�W =�Bk; Effective
W


�m ð8Þ


where the superscript Bk refers to bulk solvent. For
’W/ROH< 1, the solvation microsphere is richer in ROH
than bulk solvent; the converse is true for ’W/ROH> 1;
’W/ROH¼ 1 indicates an ideal behavior, i.e. the composi-
tion of the solvation microsphere and that of bulk solvent
are the same. A similar line of reasoning applies to
’ROH–W/ROH and ’ROH–W/W.


Dependence of thermo-solvatochromism on the
properties of the probe, the organic HBD solvent
and temperature


We now address the results of application of this model to
the binary solvent mixtures studied. Where relevant, we
include results for the previously studied ROH.7 Analysis
of our results leads to the following.


Table 1 shows Kassoc at different temperatures for the 2-
alkoxyethanols studied. In all cases, the van’t Hoff
equation was obeyed, i.e. the corresponding �Cp is
essentially temperature independent in the temperature
range studied, in agreement with published data.16 Kassoc


were then employed to calculate �Bk; Effective
W , �Bk; Effective


ROH


and xBk; Effective
ROH�W respectively. The relationship between the


analytical �W and effective mole fractions of the solvent
components is shown in Fig. 2. ROH and W interact with
each other by H-bonding, and hydrophobic hydration of
the alkyl group, whereas hydrophobic interactions be-
tween the alkyl groups is the main force among ROH
molecules. Table 2 shows the pKa, McGowan’s intrinsic
volume, VX (a measure of alcohol hydrophobicity), and
Kassoc, at 25 �C, for the nine HBD solvents studied. The
pKas of PrOEtOH and BuOEtOH were estimated, based
on the difference between the pKa of MeOEtOH and
EtOEtOH (0.1 unit), and the known increase in the pKa of
aliphatic alcohols as a function of increasing length of
R.17 The fact that more basic alcohols do not bind more
strongly to water shows that increasing the chain length
of the alkyl group attenuates H-bonding, due to (a) an


Table 1. Density-based Kassoc at different temperatures for
EtOEtOH–W, 1-PrOEtOH–W and 1-BuOEtOH–W


Binary mixture Temperature ( �C) Kassoc (l mol�1)


EtOEtOH–W 10 13.0
25 12.5
40 12.1
60 11.5


1-PrOEtOH–W 10 7.6
25 7.0
40 6.6
60 6.1


1-BuOEtOH–W 10 5.0
25 4.5
40 4.0
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increase in hydrophobic interactions, whose relative im-
portance increases rapidly as a function of increasing the
volume of R and (b) an increase in the number of thermal


collisions between W and ROH that are required for
H-bond formation. The latter entails an increase in the
time required for the alcohol molecule to assume a
favorable orientation for H-bonding with water.14,15,18


A similar explanation applies to 2-alkoxyethanols since
their H-bonding occurs largely through the hydroxylic
OH group.14a,18b


We calculated the (polynomial) dependence of ET on
the analytical �W and present the regression coefficients
in Tables ESI-1 to ESI-3 (Electronic Supplementary
Material, available in Wiley Interscience). The degree
of the polynomial used is that which gave the best data fit,
as indicated by the correlation coefficient, r2, and the
standard deviation, SD. The quality of our data is evi-
denced by these statistical parameters and by the excel-
lent agreement between calculated and experimental
ET(probe)ROH and ET(probe)W, at all temperatures. At
25 �C, ET(probe)ROH and ET(probe)W are in excellent
agreement with literature values (reported for EtOEtOH
and BuOEtOH);3,7 this agreement is an additional criter-
ion for the purity of 2-alkoxyethanols.
�effective values of the species present are readily


calculated from Kassoc and the densities of W and ROH
at different temperatures, as given in the Calculations
section. These mole fractions, and the data in Tables
ESI-1 to ESI-3 (Electronic Supplementary Material) were
employed to plot solvent polarity–temperature–solvent
composition contours, as shown in Figs 3–5, for the
probes studied in EtOEtOH and BuOEtOH.


The solvent fractionation factors shown in Table 3
were calculated from the appropriate ET and �effective.
In discussing ’, it should be borne in mind that the
zwitterionic form of the probe is the solvatochromic one,
i.e. the probe acts as H-bond acceptor through its pheno-
late oxygen.3b There are also hydrophobic interactions
between the probe and the alkyl chain of the organic
solvent (either pure or as ROH–W). Therefore, prefer-
ential solvation is expected to depend on the pKas and the
hydrophilic/hydrophobic character of both the probe and
ROH. All ’W/ROH were found to be <1, i.e. the probes are
preferentially solvated by ROH, independent of their


Figure 2. Species distribution at 25 �C, for EtOEtOH–W,
PrOEtOH–W and BuOEtOH–W mixtures, respectively, W
(&), EtOEtOH (*), PrOEtOH (~), BuOEtOH (!), EtOE-
tOH–W (*), PrOEtOH–W (~), and BuOEtOH–W (!)


Table 2. Comparative data for all HBD solvents studied at
25 �C


Kassoc VX


HBD solvent (l mol�1)a pKa
d (cm3 mol�1/100)f


MeOH 173.3b 15.5 0.308
EtOH 28.0b 15.9 0.449
1-PrOH 12.3b 16.1 0.590
2-PrOH 8.1b 17.1 0.590
2-Me-2-PrOH 7.0b 19.2 0.731
MeOEtOH 32.1b 14.8 0.649
EtOEtOH 12.5c 15.1 0.790
PrOEtOH 7.0c 15.2e 0.931
BuOEtOH 4.5c 15.3e 1.071


a Kassoc is the association constant of the 1:1 H-bonded complex between
water and the organic HBD solvent.
b Data taken from Ref. 7.
c Data determined in the present work.
d Data taken from Ref. 18.
e Estimated values; see text for explanation.
f Calculated as given in Reference 19.


Figure 3. Solvent polarity–temperature–solvent composition contours for WB in EtOEtOH–W and BuOEtOH–W
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hydrophobicity. This seems to be a general behavior.7 At
each temperature, however, the observed order is
’W/ROH(WB)>’W/ROH(QB) and ’W/ROH(MC). The
pKa values in water are 4.78, 6.80 and 8.37, whereas the
logP (a measure of hydrophobicity¼ log ([probe]n-octanol/
[probe]water)


19 values are 1.79, �0.63 and �1.94, for WB,
QB and MC, respectively.7 That is, WB, the most hydro-
phobic and least basic probe, is less preferentially sol-
vated by ROH (i.e. more solvated by water)! The reason
is that the structure of WB enhances its H-bond accep-
tance, e.g. from water.20 This probe is a derivative of 2,
6-dichlorophenol; the C—Cl bonds of chlorophenols
are appreciably polarized, so that the chlorine atom forms
H-bonds with suitable donors, e.g. HBD solvents.21


Table 3, and other recent data,7b show that for each
probe the order of ’W/ROH is MeOEtOH>EtOEtOH>
PrOEtOH>BuEtOH; the single exception is WB at
40 �C, for which the order for MeOEtOH and EtOEtOH
is reversed. That is, the longer the chain length of the
2-alkoxyethanol, the stronger its preferential solvation of
the probe (small ’W/ROH are associated with efficient
solvation by ROH); an indication of the importance of
probe–ROH hydrophobic interactions.


For 2-alkoxyethanols, in the temperature range studied,
all ’ROH–W/ROH and ’ROH–W/W are >1, indicating that the


probes are preferentially solvated by ROH–W. Likewise,
all ’ROH–W/W are larger than the corresponding ’ROH–


W/ROH, indicating that ROH–W displaces water from the
probe solvation microsphere more efficiently than 2-
alkoxyethanol.


The order of both ’ROH–W/ROH and ’ROH–W/W is
for each probe BuOEtOH> PrOEtOH>EtOEtOH>
MeOEtOH (with one exception in 72 data points: WB
in BuOEtOH, at 10 �C). That is, preferential solvation by
ROH–W increases as a function of increasing the hydro-
phobicity of its HBD organic component. This conclu-
sion agrees with the order of ’W/ROH discussed above,
and with the fact that ’ROH–W/W>’ROH–W/ROH. This is
because ’ROH–W/W is related to the difference between
H-bonding plus hydrophobic interactions of ROH–W
versus only H-bonding by water [see Eqn (6)]. On the
other hand, both H-bonding and hydrophobic interactions
contribute to solvation by the two solvent components
that define ’ROH–W/ROH.


We are interested in the dependence of ’ on the
properties of ROH. In order that our correlations
are statistically meaningful,5a,b and considering that we
have data for nine organic solvents, we decided to limit
the number of properties (to be used in the correlation
analysis) to two, namely ‘acidity’ and hydrophobicity of


Figure 4. Solvent polarity–temperature–solvent composition contours for QB in EtOEtOH–W and BuOEtOH–W


Figure 5. Solvent polarity–temperature–solvent composition contours for MC in EtOEtOH–W and BuOEtOH–W respectively
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ROH.3b,7 The same parameters have been employed to
explain several properties of W–ROH binary mixtures,
including density, relative permittivity, dielectric relaxa-
tion, NMR chemical shifts, IR frequency of the �O–H


band and formation of solvent ‘clusters’ in binary mix-
tures, as evidenced by mass spectrometry and as deduced
from the Buff–Kirkwood integral functions.13–22 The use
of McGowan’s intrinsic volume, VX (cm3 mol�1/100), in
structure–property relationships is superior to the corre-
sponding bulk molar volume, because the latter also
reflects the interactions between alcohol molecules in
bulk liquid.19 Solvent fractionation factors for all probes
and organic solvents studied are listed in Table 4. The
reason for reporting data at 25 �C is that pKa and/or VX


are not available for other temperatures, and there are no
established correlations between these properties and
temperature. Modest correlation coefficients (r2� 0.80)
were obtained for the regression analysis of ’W/ROH


versus (pKaþVX) for the three probes in the nine solvents
studied. Since steric interactions affect the ability of ROH


to form H-bonds,22,23 we excluded the data for 2-PrOH
and 2-Me-2-PrOH; this resulted in the equations.


’W=ROHðWBÞ ¼ 3:332 � 0:163 pKa � 0:620VX


r2 ¼ 0:8617
ð9Þ


’W=ROHðQBÞ ¼ 1:020 � 0:0371 pKa � 0:193VX


r2 ¼ 0:9834 ð10Þ


’W=ROHðMCÞ ¼ 0:972 � 0:0343 pKa � 0:213VX


r2 ¼ 0:9448 ð11Þ


If Eqns (9)–(11) are written as: ’ ¼ constant
�apKa � bVX, then for each probe jbj > jaj; jbj de-
creases in the order. WB>MC�QB, i.e. in the same
direction as the decrease in the hydrophobic character of
the probes. A similar regression analysis was performed
for ’ROH–W/ROH and/or ’ROH–W/W versus (pKaþVX).


Table 3. Analysis of thermo-solvatochromic responses in binary water–alcohol mixtures


ROH Probe T (�C) m ’W/ROH ’ROH–W/ROH ’ROH–W/W ET(probe)ROH
a ET(probe)W


a SDb �Q2b


EtOEtOH WB 10 1.532 0.378 55.137 145.865 59.471 [�0.051] 70.886 [0.034] 0.094 2.7� 10�6


25 1.293 0.415 23.468 56.549 58.805 [�0.025] 70.531 [0.009] 0.068 2.8� 10�6


40 1.157 0.587 19.261 32.813 57.766 [�0.006] 70.038 [0.007] 0.056 2.3� 10�5


60 1.115 0.661 18.815 28.464 56.611 [�0.021] 69.290 [0.002] 0.071 3.1� 10�6


QB 10 1.329 0.274 17.095 62.391 59.370 [�0.017] 64.850 [�0.010] 0.031 1.3� 10�5


25 1.235 0.315 11.834 37.568 58.933 [0.005] 64.509 [0.003] 0.056 4.5� 10�5


40 1.047 0.411 6.213 15.117 58.421 [�0.032] 64.291 [�0.004] 0.071 1.7� 10�4


60 0.904 0.533 3.551 6.662 57.704 [�0.004] 63.955 [�0.006] 0.065 3.3� 10�5


MC 10 1.314 0.251 20.610 82.112 55.071 [�0.140] 64.860 [�0.040] 0.105 2.8� 10�6


25 1.188 0.288 13.106 45.507 54.234 [�0.045] 64.531 [�0.017] 0.079 1.2� 10�4


40 1.021 0.367 6.273 17.093 53.547 [0.014] 64.238 [�0.015] 0.061 4.7� 10�6


60 0.976 0.454 5.640 12.423 52.639 [0.029] 63.834 [�0.022] 0.109 4.6� 10�5


1-PrOEtOH WB 10 1.382 0.221 63.003 285.081 59.414 [�0.174] 70.827 [0.047] 0.176 1.6� 10�6


25 1.101 0.285 27.209 95.470 58.233 [�0.073] 70.322 [�0.042] 0.225 3.7� 10�6


40 1.014 0.394 25.170 63.883 56.852 [�0.042] 69.764 [�0.024] 0.122 1.4� 10�7


60 0.918 0.454 17.610 38.789 55.757 [�0.017] 69.210 [�0.023] 0.196 1.0� 10�5


QB 10 1.194 0.163 17.252 105.840 59.252 [�0.010] 64.868 [0.002] 0.037 1.4� 10�5


25 1.062 0.281 15.253 54.281 58.729 [�0.029] 64.696 [�0.009] 0.055 3.4� 10�6


40 0.922 0.342 6.499 19.003 58.099 [0.001] 64.428 [0.004] 0.051 3.7� 10�5


60 0.836 0.411 4.268 10.384 57.528 [�0.014] 64.111 [�0.004] 0.057 3.3� 10�6


MC 10 1.278 0.211 47.227 223.825 54.369 [�0.109] 64.872 [�0.032] 0.129 2.7� 10�6


25 1.052 0.250 17.330 69.320 53.550 [�0.089] 64.491 [�0.032] 0.128 1.8� 10�5


40 0.933 0.313 9.230 29.489 52.771 [�0.037] 64.230 [�0.016] 0.081 9.7� 10�6


60 0.896 0.361 7.099 19.665 51.943 [�0.006] 63.818 [�0.008] 0.088 1.0� 10�5


1-BuOEtOH WB 10 1.067 0.173 60.567 350.098 58.370 [�0.050] 70.591 [�0.006] 0.086 1.2� 10�6


25 0.992 0.192 56.440 293.958 57.470 [0] 70.153 [�0.010] 0.069 2.5� 10�5


40 0.872 0.210 37.861 199.900 56.243 [�0.033] 69.502 [�0.002] 0.152 1.2� 10�5


QB 10 1.074 0.171 23.540 137.661 59.172 [0.028] 64.629 [0.003] 0.034 7.2� 10�6


25 0.990 0.238 16.459 69.155 58.868 [0.022] 64.421 [0.002] 0.065 2.1� 10�5


40 0.891 0.291 13.267 45.591 58.026 [0.034] 64.173 [0.014] 0.095 1.5� 10�6


MC 10 1.008 0.205 16.324 79.629 53.680 [0.009] 64.527 [0.023] 0.166 4.5� 10�5


25 0.979 0.227 14.326 63.110 52.893 [0.107] 64.426 [0.037] 0.200 4.7� 10�5


40 0.902 0.386 9.684 25.088 52.114 [0.084] 64.073 [0.052] 0.204 3.6� 10�5


a Calculated by regression of ET of the binary mixture versus composition, and given in kcal mol�1. The values in square brackets are �ET(probe)Solvent


(ROH and/or W)¼ experimental �ET(probe)Solvent� calculated �ET(probe)Solvent.
b SD¼ standard deviation; �Q2¼ sum of the squares of the residuals.
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Although the correlation coefficients obtained were lower
than those calculated for ’W/ROH (r2¼ 0.57–0.77 and
0.64–0.92, respectively), the trends observed were the
same. This lack of better correlations may be attributed to
the fact that the parameters employed in the regression
analyses (i.e. pKa and VX) were those of the precursor
ROH, not of the (experimentally inaccessible) complex
species ROH–W. The relevant point is that H-bond
donation by ROH to the phenolate oxygen of the probe
and probe–solvent hydrophobic interactions seem to be
the major factors that affect solvation of these indicators
and, presumably, other species (reactants and activated
complexes) for which they serve as models.


We now focus on the relevance of thermo-solvatochro-
mism for a clearer understanding of the role of solvation
in chemical reactions. In doing so, we address the
following points: (a) response of the probes to composi-
tion-induced structural changes in the binary solvent
mixture and (b) effects of temperature on solvation. Point
(a) is shown in Fig. 6, which depicts the dependence of
reduced ET, Er


T ¼ Eobs
T � EROH


T


� �
= EW


T � EROH
T


� �
, on �W,


for the water-rich regions of aqueous methanol and
aqueous BuOEtOH. In the former binary mixture, ET


increases gradually as a function of increasing �W,
whereas the change is abrupt for aqueous BuOEtOH,
especially at the ‘magic’ �ROH, 0.05. As was indicated


above, this is the composition at which solution proper-
ties change abruptly and, as a consequence, the activation
enthalpy and entropy of several pH-independent hydro-
lytic reactions show maxima and minima.9,10,24 This
shows that the probes employed respond to changes of
the intermolecular structures of binary solvent mixtures


Table 4. Calculated ’W/ROH, ’ROH–W/ROH and ’ROH–W/W for all aqueous mixtures studied at 25 �C, and temperature-induced
desolvation energies


�ET(solvent)/�T ET(10 �C)�ET (60 �C)
Probe ROH ’W/ROH ’ROH–W/ROH ’ROH–W/W (cal mol�1 K�1)a (kcal mol�1)b


WB MeOH 0.601 2.212 3.681 �48.4
EtOH 0.554 11.482 20.726 �46.2 2.1
1-PrOH 0.265 149.208 563.049 �51.0 2.6
2-PrOH 0.551 192.625 349.592 �44.7 2.4
2-Me-2-PrOH 0.484 111.267 229.890 �68.0
MeOEtOH 0.479 5.659 11.814 �55.1 2.6
EtOEtOH 0.415 23.468 56.549 �57.8 2.9
PrOEtOH 0.285 27.209 95.470 �71.3 3.7
BuOEtOH 0.192 56.440 293.958 �70.3


QB MeOH 0.381 1.172 3.076 �21.3
EtOH 0.349 5.053 14.479 �16.3 0.8
1-PrOH 0.305 29.599 97.046 �21.0 1.1
2-PrOH 0.428 26.418 61.724 �25.5 1.3
2-Me-2-PrOH 0.364 21.713 59.651 �30.8
MeOEtOH 0.341 4.855 14.238 �27.3 1.4
EtOEtOH 0.315 11.834 37.568 �33.4 1.7
PrOEtOH 0.281 15.253 54.281 �34.9 1.7
BuOEtOH 0.238 16.459 69.155 �38.0


MC MeOH 0.375 1.416 3.776 �39.5
EtOH 0.351 13.252 37.755 �41.7 2.2
1-PrOH 0.274 23.279 84.960 �49.4 2.5
2-PrOH 2.918 105.188 36.048 �41.2 2.1
2-Me-2-PrOH 0.554 18.283 33.002 �23.1
MeOEtOH 0.318 6.888 21.660 �47.2 2.4
EtOEtOH 0.288 13.106 45.507 �45.1 2.4
PrOEtOH 0.250 17.330 69.320 �46.4 2.4
BuOEtOH 0.227 14.326 63.110 �52.4


a �ET(W) are 31� 3, 17� 3 and 19� 2 cal mol�1 K�1 for WB, QB and MC, respectively.
b The values for water are 1.6, 0.9 and 1.0 kcal mol�1 for WB, QB and MC, respectively.


Figure 6. Dependence of reduced ET on water mole frac-
tion, �w for the water-rich regions of aqueous methanol and
aqueous BuOEtOH, for WB, QB and MC
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that accompany changes in their compositions,25a i.e. the
probes serve as models for chemical reactions. Point (b)
includes effects of temperature on solvation by pure
solvents (W and/or ROH) and binary solvent mixtures.
Table 3 shows that as the temperature increases, m,
ET(probe)ROH, ET(probe)W, ’ROH–W/ROH and ’ROH–W/W


decrease, whereas ’W/ROH increases. The decrease in the
polarities of pure solvents can be attributed to a decrease
in solvent stabilization of the probe ground state, as a
result of the concomitant decrease in solvent structure,
and H-bonding ability.25 Preferential ‘clustering’ of water
and ROH as a function of increasing temperature means
that the strength of ROH–W interactions also decreases as
a function of increasing temperature,13b,c,25,26 with a
concomitant decrease in the ability of the mixed species
to displace both water and alcohol. This explains the
decrease in ’ROH–W/ROH and ’ROH–W/W with increase
in temperature. Plots (not shown) of ET(probe)Solvent


versus T gave excellent straight lines (r2� 0.99 for 90%
of the data), whose (negative) slopes are given by
�ET(probe)Solvent/�T (cal mol�1 K�1). These were cal-
culated for all pure solvents and are listed in Table 4. The
order is |�ET(probe)ROH|> |�ET(probe)W|, reflecting the
greater effect of temperature on the structure of ROH.
Consequently, H-bonding of water with the probe ground
state is less susceptible to temperature increase than its
ROH counterpart. This leads to a measurable ‘depletion’
of ROH in the probe solvation microsphere, so that ’W/


ROH increases as a function of increasing temperature.7


With regard to the contribution of desolvation energy
to �H 6¼ , consider a chemical reaction for which the
solvatochromic transition of WB serves as a model, e.g.
pH-independent hydrolyses of 1-acyl-1,2,4-triazoles,
4-methoxyphenyl 2,2-dichloropropionate and bis(2,4-
dinitrophenyl) carbonate. Table 3 and previous data
show that ET(10 �C)�ET(60 �C) ranges between 2.1
and 3.7 kcal mol�1, whereas �H 6¼ for the above-
mentioned reactions range from 7.8 to 13.5 kcal mol�1.27


That is, temperature-induced desolvation is sizeable,
accounting for 15–47% of the reaction activation enthal-
pies! This underlines the importance of studying thermo-
solvatochromism to quantify the contribution of tempera-
ture-induced changes in solvation to the energetics of
reactions in solution, a quantity that cannot be calculated,
e.g. from rate data.


Finally, a brief discussion of the composition scale
employed is in order, because it affects the fractionation
factors calculated. Compositions of mixtures may be
described in terms of their molarities, molalities, volume
fractions, VF (VW/VWþVROH), and/or mole fractions.
Because the temperature range employed in the present
study is rather wide (10–60 �C), it is advisable to employ
a temperature-independent scale, i.e. molarity and VF
are not convenient, because the coefficients of thermal
expansivity of liquids is both temperature and solvent
dependent. The temperature-independent molality scale
is based on the number of moles of a solute per kilogram


of solvent. The meaning of solute and solvent becomes
unclear in the present case, because �W varies from 0 to
1. That is, if ROH is considered the solvent over the entire
composition range, then the molality scale becomes
open-ended, because the number of moles of water per
kilogram of ROH becomes progressively large. Addition-
ally, in order to convert Eqn (23) (see Calculations
section) to this scale, the molality of each species present,
W, ROH and ROH–W, should be known. If alcohol is
chosen as the solvent, then only the molality of W and
ROH–W can be calculated. That the mole fraction is the
most important quantity, as far as the laws of mixing of
components are concerned, is evidenced by its use in the
definition of the chemical potential and the standard
states of solutes in solutions. It is also employed in
equations that describe the behavior of multi-component
systems, e.g. Gibbs–Duhem and Duhem–Margules equa-
tions, and in describing the dependence of macroscopic
and spectroscopic properties of mixtures on their compo-
sition28 (see ‘Note on composition scales’ and attached
references, in Electronic Supplementary Material). In
order to show the importance of the composition scale
employed, we have plotted ET(RB), at 25 �C, as a func-
tion of �W and/or VF of water for aqueous solutions of
1-PrOH and 2-Me-2PrOH, respectively (Fig. 1, Electro-
nic Supplementary Material). Whereas the former scale
shows preferential solvation by ROH (for both solvents),
the latter shows the converse! This is an intriguing result
in view of the large body of data that indicates that RB is
preferentially solvated by the organic component of the
aqueous mixture,7,20,25,29 in agreement with its negligible
solubility in water, 2� 10�6 mol l�1.3b In summary, the
basic thermodynamic equations that describe the beha-
vior of multi-component systems, and the large body of
data on the macroscopic, spectroscopic and solvatochro-
mic properties of binary solvent mixture, rely on the mole
fraction scale.


CONCLUSIONS


Thermo-solvatochromism can be described by a model
based on exchange equilibria between the species present
in solution (W, ROH, ROH–W) with ROH and/or W
present in the probe solvation microsphere. Analysis of
all data available, five aliphatic alcohols and four 2-
alkoxyethanols, indicated that the different ’s can be
rationalized in terms of H-bonding and hydrophobic
interactions, the latter being more important. Tempera-
ture increase results in gradual desolvation of every
probe. Desolvation energies depend on the molecular
structures of the probe and the solvent and are sensitive
to the composition of the binary solvent mixture. The
relevance of these results to reactions for which solvato-
chromic probes serve as models is that they can be
employed to quantify the contribution of desolvation
energies to the corresponding enthalpies of activation.
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CALCULATIONS


Determination of Kassoc and �Effective
Species from density


data


The model proposed by Katz and co-workers30 has been
employed to determine the association constant of W and
ROH from density data. The model is based on the
formation of a 1:1 ROH–W complex, Eqn (2), whose
dissociation constant, Kdissoc is given by Eqn (12):


Kdissoc ¼
ROH½ � W½ �
ROH--W½ � ð12Þ


where Kassoc is the reciprocal of Kdissoc. The density of a
solution composed of W, ROH, and ROH–W is given by
Eqn (13):


d ¼ W½ �MW þ ½ROH�MROH þ ½ROH--W�MROH�W


W½ �VW þ ½ROH�VROH þ ½ROH--W�VROH�W


ð13Þ


where [W], [ROH], [ROH–W], M and V refer to molar
concentration, molecular mass and molar volume of the
appropriate species, respectively. [W], [ROH] and
[ROH–W] are given by Eqns (14)–(16):


½W� ¼ �bþ ðb2 þ 4cÞ0:5


2
ð14Þ


½ROH� ¼ VFðROHÞ
VROH


� ½ROH--W� ð15Þ


½ROH--W� ¼ 1 � VFðROHÞ
VW


� ½W� ð16Þ


where VF(ROH) is the analytical volume fraction of ROH
and the coefficients b and c of Eqn (14) are given by


b ¼ Kdissoc þ
VFðROHÞ


VROH


þ VFðROHÞ
VW


� 1


VW


ð17Þ


c ¼ Kdissoc


1


VW


� VFðROHÞ
VW


� �
ð18Þ


The input data to solve Eqn (13) include MW, MROH,
MROH–W, VM and VROH, along with initial estimates for


Kdissoc and VROH–W. The densities were calculated by
iteration as described previously.7 We have determined
the densities of EtOEtOH/W and PrOEtOH/W in the


range 25–50 �C and of BuOEtOH/W in the range 25–
45 �C. As shown by the following regression analysis, the
van’t Hoff equation applied satisfactorily to the data and
was employed to obtain Kassoc at the desired temperatures
(see Table 1). Figure 7 shows typical results, where the
densities are experimental and the curves were obtained
by iteration.


EtOEtOH=W: lnKassoc ¼ 226:967 T�1 � 1:765


r ¼ 0:9985 ð19Þ


PrOEtOH=W: lnKassoc ¼ 417:175 T�1 þ 0:555


r ¼ 0:9936 ð20Þ


BuOEtOH=W: lnKassoc ¼ 631:025 T�1 � 0:615


r ¼ 0:9952 ð21Þ


Preferential solvation model


The probe solvation microsphere is composed of W, ROH
and ROH–W. The observed ET, Eobs


T , is the sum of the
polarity of each component, EW


T , EROH
T and ET


ROH–W,
multiplied by the corresponding mole fraction in the
probe solvation microsphere, �Probe


W , �Probe
ROH and �Probe


ROH�W,
respectively:


Eobs
T ¼ �Probe


W EW
T þ �Probe


ROH EROH
T þ �Probe


ROH�WEROH�W
T ð22Þ


Substitution of Eqns (6) and (7) in Eqn (22) gives Eqn
(23):


where �Probe
W þ �Probe


ROH þ �Probe
ROH--W ¼ 1; ðmÞ; �Bk; Effective


ROH ;
xBk; Effective


W and xBk; Effective
ROH�W refer to the number of solvent


molecules in the micro-sphere that affect the


Figure 7. Representative plots showing the dependence of
calculated and experimental solution density on the 2-
alkoxyethanol volume fraction, VF, in aqueous EtOEtoH,
PrOEtoH and BuOEtOH. The points are experimental and
the curves were generated from Eqn (13) by iteration


Eobs
T ¼


�Bk; Effective
ROH


� �m
EROH


T þ ’W=ROH �Bk; Effective
W


� �m
EW


T þ ’ROH--W=ROH �Bk; Effective
ROH--W


� �m
EROH--W


T


�Bk; Effective
ROH


� �mþ’W=ROH �Bk; Effective
W


� �mþ’ROH--W=ROH �Bk; Effective
ROH--W


� �m ð23Þ


406 E. B. TADA ET AL.


Copyright # 2005 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2005; 18: 398–407







solvatochromic response, and effective mole fractions of
the appropriate species in bulk solvent, respectively. The
input data to solve Eqn (23) include Eobs


T , EW
T , EROH


T and
�Effective


Species , along with initial estimates of m, EROH�W
T and


the appropriate ’. The solvent fractionation factor, ’ROH–


W/W, is obtained from the ratio between ’ROH–W/ROH and
’ROH/W. Eobs


T was calculated by iteration until �Q2 was
�10�3. Calculations were based on a home-developed
BASIC script that relies on the S-Plus 2000 program
package (MathSoft, Seattle, WA, USA).
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5: 757–767; (b) Davis MI, Molina MC, Douhéret G. Thermochim.
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ABSTRACT: The pathway of the iodination of methoxybenzene by electrophilic iodine monochloride (ICl) was
studied by using density functional theory (DFT) calculations at the B3LYP/6–311G* and MP2/6–311G*//B3LYP/6–
311G* levels. The iodination occurs in the position para to the methoxy group, and proceeds in two steps. Initially, a
�-complex forms between ICl and aromatic ring of methoxybenzene. With a barrier of 60.81 kcal mol�1


(1 kcal¼ 4.184 kJ), the �-complex can be activated to an intermediate �-complex with energy 42.02 kcal mol�1


higher than that of the �-complex. The �-complex then transforms easily (barrier 3.56 kcal mol�1) into the final
products, 1-iodo-4-methoxybenzene and HCl. The total iodination is slightly exothermic. Accompanying to the I—Cl
bond breaking and C—I bond formation, a hydrogen atom migrates first to iodine and then to chlorine. According to
NBO charge, Wiberg bond index and molecular orbital analysis, both charge separation and charge transfer occur
during the iodination. Solvent effects were examined with the IEFPCM method and the B3LYP/6–311G* level. The
results imply that polar solvents should play a key role in lowering the energy barrier, and favor the ion-pair route of
the iodination reaction. Copyright # 2005 John Wiley & Sons, Ltd.
Supplementary electronic material for this paper is available in Wiley Interscience at http://www.interscience.
wiley.com/jpages/0894-3230/suppmat/


KEYWORDS: density functional theory; iodination; iodine monochloride; methoxybenzene; transition state; solvent effects


INTRODUCTION


Electrophilic aromatic substitutions are generally pro-
posed as proceeding via a �- and a subsequent �-complex
(or Wheland intermediate) [Eqn (1)].1–3 This proposal
has been strongly evidenced by the experimental results
that the �-complex and corresponding �-complex were
first formed along the reaction pathway.4,5 However, the
detailed mechanism, especially the transformation from
�- to �-complex, is still unclear. The understanding of the
mechanism, desired for practical and theoretical purpo-
sees, has been the focus of recent investigations.6


ð1Þ


Iodine monochloride (ICl, CAS No. 7790-99-0) has
been used as a neutral electrophile in aromatic substitu-
tions and the mechanism has been also investigated
experimentally.7–19 It was reported that aromatic halo-


genation with ICl may proceed via a reactive triad. The
triad may experience a radical-pair collapse to form
iodination product [Eqn (2)], or an ion-pair collapse to
form chlorination product [Eqn (3)].15 In some cases, this
mechanism agrees with the fact that the chlorination
product and diiodine are usually produced as byproduct
in the reactions using ICl as an attacking electrophile.
However, this is not always so. For example, iodination of
methoxybenzene with ICl was observed to undergo ex-
clusive iodination without producing diiodine in dichlor-
omethane,15 which is difficult to explain by the triad
intermediate mechanism. Zhong et al. carried out an
in-depth study of on the bimolecular reaction of benzene
and ICl with femtosecond time resolution.18 They ad-
dressed another viewpoint that the iodination may occur
via a covalent channel in which a covalent bond is formed
between aromatic carbon and iodine in the transition-
state region by reverse electron transfer (RET) from
halogen back to the benzene donor [Eqn (4)].


ð4Þ
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So far, complete mapping of the whole course of
electrophilic aromatic substitutions is still limited by the
available techniques.5 Therefore, theoretical calculations
may play a key role in elucidating the mechanism. In fact,
the structure and electronic nature of benzene-based �- and
�-complexes with various positive or neutral electrophiles
have been studied theoretically in recent years.20–26 For the
benzene–ICl system, various conformations of the initial �-
complex have also been calculated and compared.20 How-
ever, there have still been no studies on the potential energy
surface including both �- and �-complexes, their transfor-
mation barrier and subsequent products.


Electrophilic aromatic iodination of methoxybenzene
(CAS No. 100-66-3) with ICl has been reported to
undergo exclusive iodination with high regioselectivity
of para substitution in dichloromethane.15 In the present
work, we selected this reaction as a model to study the
mechanism of electrophilic aromatic substitution with
ICl by theoretical calculation. The main aim of our work
was to search for the possible mechanism for the reaction
of methoxybenzene and ICl. Furthermore, based on the
selected mode, we also tried to illuminate the unclear
nature (such as the charge and bond character) in the
transformation from �-complex to �-complex.


COMPUTATIONAL METHODS


It is well known that DFT methods such as B3LYP27–29


have been successfully used in the prediction of large
conjugated molecules. Recently, this method was re-
ported to yield excellent results for some more compli-
cated species, e.g. partially bonded systems,30 certain
radical ions31 and even some biradical structures that
normally require a multireference treatment.32–36 There-
fore, in this study we chose the B3LYP method for
geometry optimizations and frequency calculations and
the MP2 method for single-point energy calculations.


The geometry was optimized at the B3LYP/6–311G*
level.37 Transition states were located using the synchro-
nous transit-guided quasi-Newton (STQN) method.38


Frequency calculations were performed following each
optimization to obtain the zero point energy (ZPE) and to
characterize all the stationary points located on the poten-
tial energy surface. Intrinsic reaction coordinate (IRC)
calculations were performed to confirm the relationship
of each transition state with its reactant and product.
Furthermore, the energies were refined by single-point
calculation at the MP2/6–311G*//B3LYP/6–311G* level.
Charge distributions and Wiberg bond indices39 were
determined via natural bond orbital (NBO) analyses at
the B3LYP/6–311G* level. Solvent effects were modeled
using the integral equation formalism polarized conti-
nuum model40 (IEFPCM), by means of geometry opti-
mization and frequency calculation at the B3LYP/6–
311G* level.


The Gaussian 98 program package41,42 was employed
for these calculations. All computations were carried out


on PCs (CPU, 3000 MHz; memory, 1024 MB; operating
system, Microsoft Windows XP) or a workstation
(16 CPUs, 1024 MB memory, Linux system).


RESULTS AND DISCUSSION


Structure and energy


The calculated geometries of all stationary points along
the reaction coordinate are shown in Fig. 1. Selected
structural parameters are listed in Table 1. Total electro-
nic energies are listed in Table 2. The potential energy
surfaces given by DFT and MP2 calculations are practi-
cally identical, and the former has energy barriers even
lower than those of the latter. Hence all the discussion
below is based on results calculated at the B3LYP/6–
311G* level.


The ICl–benzene �-complex has been reported to have
an oblique structure with the iodine atom directed
towards one of the six C—C bonds in terms of theore-
tical calculation.20 Similarly, the present structure of the
�-complex (�-R) between ICl and methoxybenzene is
also oblique from the ring plane, but has the iodine
atom facing the carbon atom para to the methoxy group
(i.e. C-2) owing to the substitution effect. The carbon
and oxygen atoms of the methoxy group in the stable
structure are coplanar with the ring plane, indicating
that the oxygen atom adopts an sp2 hybridization, leav-
ing a p-orbital and a pair of electrons to conjugate with
the �-system of benzene ring. Furthermore, the angle � in
�-R is near 90� (79.6�), and RI—Cl (2.442 Å) is
slightly longer than that of the isolated ICl molecule
(2.389 Å), indicating a weak � interaction between ICl
and methoxybenzene.


As the system is activated to transition state TS1,
considerable structural change occurs. First, the I—Cl
moiety migrates towards the ring plane with the iodine
atom heading towards C-2 and � changed from 79.6� to
6.3�, indicating that the interaction essentially transforms
from �- to �-character. Second, RC-2—I is shortened from
3.060 to 2.390 Å, whereas RI—Cl is lengthened from
2.442 to 2.677 Å, indicating that the partial C-2—I bond
formation and I—Cl bond breaking happen in a concerted
way. Third, RC-2—H-1 is lengthened from 1.084 to 1.848
Å, whereas RI—H-1 is shortened significantly from 3.140
to 1.701 Å, indicating the formation of a C � � �H � � �I
hydrogen bond.


To activate �-R to TS1, 60.81 kcal mol�1 are required.
Over this barrier, the system goes to the �-intermediate
(�-INT). The energy of �-INT is 42.02 kcal mol�1 rela-
tive to �-R. The structure of �-INT is similar to that of
TS1, with RC-2—I further shortened and RI—Cl further
lengthened slightly. The most remarkable change from
TS1 to �-INT is that the bridging H-1 has completely
migrated to I, with RI—H-1 (1.645 Å) close to the experi-
mental H—I bond length (1.609 Å).43
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Starting from �-INT, the system can be easily activated
to the second transition state (TS2), which leads to the
final product. The energy barrier of the second step is


only 3.56 kcal mol�1. It is obvious that from �-R across
TS1 to �-INT, the first step along the reaction path, is rate
limiting.


The migration of H-1 from I to Cl is the dominant
structural change in the second step, from �-INT to TS2.
RI—H-1 is lengthened only slightly from 1.645 to 1.676 Å,
whereas RCl—H-1 is shortened from 2.873 to 2.247 Å. The
leaving Cl atom in TS2 is actually hydrogen bonded by
H-1, because the I—Cl bond (2.904 Å) is remarkably
weakened. As H-1 migrates to Cl (RCl—H-1 1.302 Å), the
iodination completes and the iodinated product, 1-iodo-4-
methoxy-benzene (CAS No. 696-62-8), is loosely asso-
ciated with HCl as the final product. Because the energy
of the product is �3.87 kcal mol�1 relative to the initial
�-R, the iodination is thermodynamically favored.


Figure 1. Energy diagram of methoxybenzene iodination with ICl along the reaction coordinate. The energies (kcalmol�1)
have been corrected for ZPE


Table 1. Selected structural parameters of the methoxy-
benzene–ICl stationary pointsa


Geometry �-R TS 1 �-INT TS 2 Product


C-2—H-1 1.084 1.848 2.713 3.049 3.693
C-2—I 3.062 2.390 2.197 2.169 2.133
I—Cl 2.442 2.677 2.708 2.904 4.115
I—H-1 3.140 1.701 1.645 1.676 2.812
Cl—H-1 5.472 3.970 2.873 2.247 1.302
� 79.6 6.3 2.0 0.3 0.1


a Bond lengths are in Å and angles are in degrees. The numbers of the C and
H atoms are shown in Fig. 1.


Table 2. Calculated electronic energies of the methoxybenzene–ICl system


B3LYP/6–311G* MP2/6–311G*//B3LYP/6–311G*


Species Ee
a (a.u.) ZPEb (a.u.) Er


c (kcal mol�1) Ee
a (a.u.) Ed


r-s (kcal mol�1)


�-R �7648.277423 0.134438 0 �7644.024358 0
TS 1 �7648.173951 0.127870 60.81 �7643.915214 68.49
�-INT �7648.206473 0.130452 42.02 �7643.946856 48.63
TS 2 �7648.198709 0.128354 45.57 �7643.936220 55.31
Product �7648.279375 0.130231 �3.87 �7644.035629 �7.07


a Calculated electronic energies.
b Zero-point energy.
c Relative energies with ZPE corrections.
d Relative energies without ZPE corrections.
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Apparently, the picture described above is different
from the aforementioned radical-pair collapse mechan-
ism [Eqn (2)]. A remarkable structure change during this
process is the transfer of H-1 from C-2 first to iodine, and
finally to chlorine, accompanying the formation of the
C-2—I bond and the breaking of the I—Cl bond. By this
route the reaction of ICl and methoxybenzene should
produce only the product of 1-iodo-4-methoxybenzene
and HCl, without the byproduct chlorinated methoxyben-
zene and diiodine. This deduction is in agreement with
the experimental results.15 In addition, the potential
energy surface following the pathway is also identical
with the compact energy profile of aromatic electrophilic
substitutions deduced from the kinetic examinations
(Fig. 2).2 However, the high energy barrier of the rate-
limiting step, which means a poor reactivity of this
system, is inconsistent with the observation that the
reaction of ICl and methoxybenzene occurs easily in
dichloromethane.15 In our opinion, solvent effects may
play a key role on decreasing the energy barrier of iodi-
nation reaction (see the section Solvent effects, below).


Wiberg bond index


Chemical bond disruption and formation can be quanti-
fied by the Wiberg bond index, which reflects the super-
position of electron density between two interacting
atoms.39 A large Wiberg bond index indicates a strong
covalent bonding interaction between the two relevant
atoms. Figure 3 shows the Wiberg bond indices of several
bonds along the IRC.


From �-R to �-INT, two bonds (C-2—I and I—H-1)
are formed and two bonds (I—Cl and C-2—H-1) are
broken. The most significant variations of the bond index
happen on the path from �-R to TS1, rather than from
TS1 to �-INT. It may be inferred that bond disruption and
formation are substantially involved in the activation of
�-R to TS1 but not in the decay of TS1 to �-INT. As far as
the C-2—I bond is concerned, a remarkably covalent


bonding character can be observed between the C-2 and
iodine atom in both TS1 and �-INT, which is in agree-
ment with the covalent channel proposal of Zhong
et al. [Eqn (4)].18 Compared with C-2—I and I—Cl
bonds, the C-2—H-1 and I—H-1 bonds change more
significantly in bond index, which not only indicates the
dominant effect of H-1 migration in the transformation,
but also reflects more covalent bonding character of the
two bonds involving the migrating hydrogen atom.
Notably, the C-2—H-1 bond is already broken and the
I—H-1 bond is almost completely formed in the transi-
tion state (TS1). This is different from the common
notion of electrophilic aromatic substitution. For exam-
ple, in the iodination of moderately activated substrates,
the kinetic isotope effect (KIE) is determined to be close
to unity, implying that the bond between the aromatic
carbon and the hydrogen atom is not yet broken in the
rate-limiting step.44 There is still no information on KIE
measurements on the iodination of methoxybenzene. In
terms of the bond analysis above, it is predicted that the
reaction of ICl and methoxybenzene may have a KIE
different from unity.


From �-INT to the product, the dramatic decrease in
the bond index of I—H-1 and increase in that of Cl—H-1
happen concertedly during the conversion from TS2 to
the product, indicating that H-1 migration from I to Cl is
involved in this process. No other bond disruption or
formation is involved during the activation of �-INT to
TS2. Furthermore, the bond indices of C-2—I and I—Cl
are varied only slightly, indicating that the C-2—I for-
mation and I—Cl disruption are essentially completed at
the rate-limiting step. This may account for the large
energy difference between TS1 and TS2.


Charge transfer and molecular orbital


The electric charges on some selected atoms obtained by
natural population analysis (NPA) for all stationary points
are summarized in Table 3. The net charge of the ICl unit
is negative in �-R (�0.103 e). This has been attributed to
the electron donation from occupied �-orbitals of the


Figure 2. The compact energy profile of electrophilic aro-
matic substitutions


Figure 3. Selected Wiberg bond indices along the IRC
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aromatic ring to an unoccupied �*-orbital of ICl.20 As the
system overcomes the first energy barrier and transforms
into �-INT, the negative charge flows in the opposite
direction. i.e. from ICl to methoxybenzene. As a result,
the net charge of the ICl unit approaches neutral
(� 0.010 e) in TS1 and becomes positive (0.131 e) in �-
INT. Simultaneously, the positive charge on the iodine
atom in ICl unit increases gradually from 0.183 e (�-R) to
0.573 e (TS1) to 0.777 e (�-INT), whereas the chlorine
atom becomes more negative along the same path. The
charge separation effect of ICl occurring in the rate-
limiting step makes both TS1 and �-INT possess some
character similar to the iodinated arenium cation. The
positive charge of the methoxybenzene–iodine [with H-1
excepted] moiety is mainly localized on the iodine atom
rather than on the aromatic ring (see Table 3), probably
owing to the charge separation of the I—Cl bond and the
charge transfer from iodine to H-1 (as discussed below).
The positive charge of ICl in �-INT becomes near neutral
as the system is activated to TS2 (�0.002 e), partly owing
to the negative charge flow from methoxybenzene to ICl.
Simultaneously, the charge separation in the ICl unit
remains large (0.696 e for I and �0.699 e for Cl).


Charge transfer along the reaction coordinate can
also be elucidated through molecular orbital interactions
(Fig. 4). As �-R converts into �-INT, negative charge
flows from the �C-2—C-3 orbital (localized) of methox-
ybenzene to the �*-orbital of ICl [Fig. 4(a) and (b)],
strengthening the �-I bond but weakening the I—Cl


bond. As the reaction proceeds forwards, a non-bonding
orbital of the iodine atom with a lone electron pair (LP)
overlaps with the �*-orbital of C-2—H-1 [Fig. 4(c)],
resulting in charge transfer from iodine to H-1 and the
migration of hydrogen in this step. From TS2 to the
product, a lone pair, residing in a non-bonding orbital of
the chlorine atom, overlaps with the �*-orbital of I—H-1
[Fig. 4(d)], resulting in negative charge flow from Cl to
I—H-1, migration of H-1 from iodine to chlorine and a
decrease in positive charge in the methoxybenzene–
iodine moiety (H-1 excepted, see Table 3).


The charge separation effect of the ICl unit in TS1, �-
INTand TS2 implies that the iodination may proceed via an
ion-pair route [Eqn (5)]. On the other hand, the charge
transfer during iodination suggests the involvement of
covalent bonds in the whole transformation, namely a
covalent route [Eqn (6)], which requires sufficient overlap
between the electron-donating orbital and electron-accept-
ing orbital. Therefore, both mechanisms may coexist and
the real pathway of iodination may depend on the nature of
the substrate and the polarity of the solvent.


ð5Þ


ð6Þ


Solvent effects


Solvent effects on stationary points were determined by
the IEFPCM method with CCl4 (non-polar), CH2Cl2
(poorly polar), CH3COCH3 and CH3CN (polar) as sol-
vents. The relative energies for all stationary points
calculated in the gas phase and in the presence of the
solvent reaction field are compared pictorially in Fig. 5,
and the selected structure parameters of TS1, �-INT and
TS2 are given in Table 4.


Table 3. NPA charges on some selected atoms for the
anisole-ICl system on the iodination pathway


Atom/unit �-R TS 1 �-INT TS 2 Product


I 0.183 0.573 0.777 0.696 0.148
Cl �0.286 �0.583 �0.645 �0.699 �0.282
ICl �0.103 �0.010 0.131 �0.002 —
CH3OC6H4—Ia — 0.402 0.559 0.544 0.032


a The moiety includes iodine and methoxybenzene, but excludes H-1.


Figure 4. Selected orbital interaction on the isocontour of
the natural localized molecular orbital (NLMO). (a) �-R:
�C-2—C-3; �*I—Cl. (b) A point on the IRC pathway from �-R
to TS1: �C-2—C-3; �*I—Cl. (c) The same structure as (b):
�*C-2—H-1; LPI. (d) TS2: �*I—H-1; LPCl (LP¼ lone pair)


Figure 5. Relative energies (no ZPE correction) for the
iodination reaction of methoxybenzene with ICl in gas and
different media
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Since TS1, �-INT and TS2 possess large dipole mo-
ments (�¼ 10.14, 9.89 and 11.72, respectively) and
strong charge separation effects (Table 3), they are
strongly influenced by the polar solvent. Remarkably,
TS2 gains much more stabilization energy than TS1 and
�-INT by increasing the solvent polarity. Finally, the
potential energy is almost leveled in the case of �-INTs
in CH3COCH3 and CH3CN. On the other hand, in these
three structures RC-2—I is slightly shortened, whereas
RI—Cl is considerably lengthened when the solvent po-
larity is gradually increased. This indicates that the
iodination reaction may proceed mainly via the ion-pair
route [Eqn (5)] with only a single transition state (e.g.
TS1) in the highly polar medium, whereas it would
proceed via the covalent route in the gas phase or the
poorly polar medium.


Unlike the transition states and intermediate, �-R and
product exhibit small dipole moments (�¼ 5.27 and 4.25,
respectively) and weak charge-transfer effects, hence
they are slightly influenced by the solvent. As a result,
the activation energy of the rate-limiting step (from �-R
to �-INT) is reduced by increasing the dielectric constant.
This means that solvents, especially polar solvents,
should play a key role in lowering the energy barrier
for the iodination of methoxybenzene with ICl.


CONCLUSION


The iodination of methoxybenzene by ICl is a typical
electrophilic aromatic substitution. The present reaction
pathway can be divided into two steps. First, the pre-
reactive �-complex is activated to an intermediate
�-complex 42.02 kcal mol�1 higher in energy, the barrier
of the rate-limiting step being 60.81 kcal mol�1. Second,
the �-complex transforms into the final product 1-iodo-4-
methoxybenzene and HCl with a barrier of
3.87 kcal mol�1. Accompanying the C-2—I bond forma-
tion and I—Cl bond disruption, a hydrogen atom mi-
grates from carbon to iodine in the first step and from
iodine to chlorine in the second step. During the iodina-
tion, both charge transfer between the reactants and
charge separation within the ICl unit are significant,
indicating the complicated nature of the bonding, which
suggests that the reaction may undergo an ion-pair route
or a covalent route depending on the nature of the


substrate and the experimental conditions. Furthermore,
solvent effects indicate that solvents, especially polar
solvents, may effectively lower the reaction energy bar-
rier and favor the ion-pair route. Similar mechanisms
may be expected for aromatic substitutions with other
halogen species.
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ABSTRACT: Theoretical studies on the thermolysis in the gas phase of ethyl methyl and diethyl carbonates were
carried out using ab initio theoretical methods at the MP2/6–31G(d) and MP2/6–311þþG(2d,p) levels of theory. Two
possible pathways were studied, one of them via a six-membered cyclic transition state and the other one in two steps,
via a six- and a four-membered cyclic transition state, respectively, with the formation of an alcohol, ethylene and
carbon dioxide. The nucleophilic substitution to give ethers was also studied. The results indicate that the reactions
occur via a mechanism in two steps. The progress of the reactions was followed by means of the Wiberg bond indices.
The kinetic parameters calculated for the studied reactions agree well with the available experimental results.
Copyright # 2004 John Wiley & Sons, Ltd.
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INTRODUCTION


The thermal decompositions of carbonate esters have
been experimentally investigated a number of times.1–14


They belong to that class of reactions known as pyrolytic
cis eliminations,15 a class which includes the thermal
decomposition of such compounds as esters, xanthates,
amine oxides and organic halides. Carbonate pyrolysis is
a cis-concerted elimination8 which takes place more
rapidly than the reaction of the corresponding acetates.5,6


In general, it seems that esters lacking a �-hydrogen and
therefore, unable to eliminate from the alkyl group, form
the ether and carbon dioxide, whereas those that can do so
decompose to the alcohol, olefin and carbon dioxide.


Much work has been done to establish the decomposi-
tion mechanism of the carbonates.2,3,10–13 Two mechan-
isms have been proposed to explain the thermolysis of
carbonates with a �-hydrogen, that differ in the assign-
ment of the oxygen atom, which is considered to play the


role of the nucleophilic agent in the hydrogen abstraction
(see Fig. 1). In mechanism A, this role is assigned to the
ether oxygen atom and pictures the reaction as a one-step
process proceeding through a six-membered cyclic tran-
sition state. The other possibility, mechanism B, is that
the carbonyl oxygen plays the role of hydrogen abstrac-
tor. This option also provides for the formation of a six-
membered cyclic transition state whose decomposition,
however, does not lead directly to all the observed
products, but the initial alkoxy acid formed rapidly
decomposes to give the alcohol and carbon dioxide.
This two-step mechanism is similar to that proposed for
ester pyrolysis. For carbonates and acetates, the C�—O
bond is fairly polar and breaking of this is the principal
rate-determining step.13


Classical methods, such as steric and kinetic studies,
have led to a general formulation of the reaction mechan-
ism, but they afford no obvious method differentiating
between the two mechanisms. Some decades ago, there
was no firm evidence to implicate either of these mechan-
isms. Smith and co-workers1,2 favoured (A) on the basis
of linear free energy arguments, but Cross et al.9 specu-
lated that (B) is involved. Al-Awadi and Bigley11 tried a
direct and elegant approach to make the choice between
mechanisms (A) and (B), labeling isotopically the various
oxygen atoms of the carbonate and measuring the kinetic
isotope effects. They tried this method for methyl n-hexyl
carbonate but found the results vitiated by isotopic
scrambling. In the case of xanthate pyrolysis (Chugaev
reaction), in which both stepwise and concerted mechan-
isms of elimination exactly analogous to the carbonate
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mechanisms (A) and (B) are possible, it has been un-
equivocally shown16 by such a kinetic isotope effect
study that the elimination proceeds via a type (B)
mechanism.


Another approach to the problem is to measure the
kinetic effect of the introduction of chemical labels. Al-
Awadi and Bigley11,12 used sulfur as a suitable chemical
label.


It is now generally accepted that for carbonates con-
taining a �-hydrogen, the only important initial process is
a six-center retro-ene reaction followed by rapid decom-
position of the alkoxy acid [mechanism (B) in Fig. 1].


In addition to the primary elimination for carbonate
esters, a secondary reaction can occur. This is the
nucleophilic substitution to give ethers, via a four-
membered cyclic transition state, as depicted in Fig. 2.


To our knowledge, there have been no theoretical
studies on these reactions at DFT or ab initio levels; there
are only three studies, all of them at the AM1 semiempi-
rical level. Lee et al.17 studied the pyrolysis in the gas
phase of ethyl methyl and isopropyl methyl carbonate
esters and Li et al.18 studied the thermal eliminations of
carbonic acid and some of its esters. Kim et al.19 studied
the substituent effects on thermal eliminations of aryl
ethyl carbonates. Lee et al.17 concluded that the second


step in mechanism (B) is the rate-determining step and
that the one-step mechanism (A) cannot be entirely ruled
out. These conclusions disagree with the previous ideas
but they are not safe owing to the low level of the
calculations.


These facts prompted us to carry out a theoretical
study of the mechanism of thermal decomposition
of two carbonate esters: ethyl methyl carbonate,
CH3CH2OC(O)OCH3 (I) and diethyl carbonate,
CH3CH2OC(O)OCH2CH3 (II). We studied the two pos-
sible mechanisms of the elimination, (A) and (B) (Fig. 1),
and also the nucleophilic substitution to give ethers
(Fig. 2).


Several experimental studies on the thermal decom-
position of these species have been carried out.3,5,9,13,14


The experimental rate constants and the Arrhenius para-
meters obtained are collected in Table 1. The rate con-
stants obtained in Ref. 3 are about a factor of 5–10 higher.
All the other experimental rate constants are in fairly
good agreement.


Figure 1. The two possible pathways in the thermolysis of carbonate esters


Figure 2. Mechanism of the nucleophilic substitution
reaction to give ethers


Table 1. Experimental Arrhenius parameters and rate
constants for the thermal decomposition of ethyl methyl
and diethyl carbonates


Ea 104 k
Compound Log A (kJ mol�1) (s�1)a Ref.


Ethyl methyl carbonate, I 13.7 192.5 8.7 3
11.72 182.0 0.75 9
12.20 187.45 0.76 13


Diethyl carbonate, II 13.9 192.5 14.0 3
13.2 194.1 2.0 5
13.06 195.0 1.2 9
13.03 193.6 1.5 13


a At 600 K.
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All the experiments agree that equal amounts of
ethylene, methanol (or ethanol) and carbon dioxide are
formed. No ether was found. Both compounds decom-
pose much faster than ethyl acetate, which indicates that
the substitution of the methyl group by an additional
methoxy or ethoxy group destabilizes the molecule by an
appreciable factor.


COMPUTATIONAL DETAILS


All calculations were carried out using the Gaussian 98
computational package.20 The geometric parameters for
all the reactants, the transition states (TS) and the
products of the reactions studied were fully optimized
using ab initio analytical gradients at the MP2 level21


with the 6–31G(d) basis set.22 Each stationary structure
was characterized as a minimum or a saddle point of first
order by analytical frequency calculations. A scaling
factor23 of 0.9670 for the zero-point vibrational energies
was used. Thermal corrections to enthalpy and entropy
values were evaluated at the experimental temperature of
600.15 K. To calculate enthalpy and entropy values at a
temperature T, the difference between the values at that
temperature and 0 K was evaluated according to standard
thermodynamics.24


Transition vectors,25 the eigenvectors associated with
the unique negative eigenvalue of the force constant
matrix, were obtained for all the transition states. Intrin-
sic reaction coordinate (IRC) calculations26 were per-
formed in all cases to verify that the localized transition-
state structures connect with the corresponding minimum
stationary points associated with reactants and products.
All the optimized structures were fully reoptimized at the
MP2/6–311þþG(2d,p) level.27


The bonding characteristics of the different reactants,
transition states and products were investigated using a
population partition technique, the natural bond orbital
(NBO) analysis of Reed and co-workers.28,29 The NBO
formalism provides values for the atomic natural total
charges and also provides the Wiberg bond indices30 used
to follow the progress of the reactions. The NBO analysis
was performed using the NBO program,31 implemented
in the Gaussian 98 package,20 and was carried out on the
MP2 charge densities in order to include explicitly
electron correlation effects.


We selected the classical transition-state theory
(TST)32,33 to calculate the kinetic parameters. The rate
constant, k(T), for each elementary step of the kinetic
scheme was computed using this theory assuming that the
transmission coefficient is equal to unity, as expressed by
the following relation:


kðTÞ ¼ kBT


h
e
��G 6¼ðTÞ


RT ð1Þ


where kB, h and R are the Boltzmann constant, Planck’s
constant and the universal gas constant, respectively, and


�G 6¼ (T) is the standard-state free energy of activation at
the absolute temperature T.


The activation energies, Ea, and the Arrhenius A factors
were calculated using Eqns (2) and (3), respectively,
derived from the TST (e¼ 2.718):


Ea ¼ �H 6¼ðTÞ þ RT ð2Þ


A ¼ ekBT


h
e
�S6¼ðTÞ


R ð3Þ


RESULTS AND DISCUSSION


Theoretical calculations at the MP2/6–311þþG(2d,p)
level of theory were carried out in order to explore the
nature of the reaction mechanism for the unimolecular
decomposition of ethyl methyl and diethyl carbonates in
the gas phase. We investigated two pathways, as shown in
Fig. 1: a one-step process proceeding through a six-
membered cyclic transition state, in which the ether
oxygen atom participates, and a two-step process, with
an initial rate-determining step via a six-membered cyclic
transition state in which the carbonyl oxygen atom
participates, followed by rapid decomposition of the
alkoxy acid formed. In both mechanisms the final pro-
ducts are the same: ethylene, carbon dioxide and an
alcohol.


We also investigated a secondary reaction that can
occurs in the thermolysis of carbonate esters, namely
nucleophilic substitution to give ethers (see Fig. 2).


Electronic energies, zero-point vibrational energies,
thermal correction to enthalpies and entropies for all
the reactants, transition states and products involved in
all of the steps of the two reactions studied are given in
Table 2.


Free energy profiles for the decomposition processes of
the two carbonate esters studied are presented in Figs 3
and 4.


The calculated activation free energies for the first step
of the process following mechanism (B) are 192.8 and
193.3 kJ mol�1 for reactions I and II, respectively, and the
calculated activation free energies of the second step are
155.4 and 136.9 kJ mol�1, respectively.


The overall processes are highly exergonic, with reac-
tion free energies of �135.0 and �136.9 kJ mol�1 for
reactions I and II, respectively.


As can be observed in Figs 3 and 4, the activation free
energies of the processes following the mechanism (A)
are higher than those corresponding to the first step of
mechanism (B). They are 241.3 and 238.4 kJ mol�1 for
reactions I and II, respectively, 48.5 and 45.1 kJ mol�1


higher than the corresponding values for mechanism (B).
This result confirms the idea derived from experiments
that in the thermolysis of carbonates containing a
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�-hydrogen the only important initial process is a six-
center retro-ene reaction followed by the decomposition
of the alkoxy acid formed, mechanism (B) in Fig. 1.


We carried out a detailed study of the two steps of this
mechanism. The first step is the rate-limiting step. There
is one and only one imaginary vibrational frequency in
the transition states for this first step of the studied
thermal decomposition reactions (1629.8i and
1627.9i cm�1 for TSB-I and TSB-II, respectively, eval-
uated at the MP2/6–31G(d) level of theory, with the


lowest real frequency being 18.2 and 16.6 cm�1 for
TSB-I and TSB-II, respectively). The optimized struc-
tures for these transition states are shown in Fig. 5.


During the thermolysis process, when the reactant is
being transformed into its transition state, the H-1—C-2,
C-3—O-4 and C-5—O-6 distances are increasing,
whereas the C-2—C-3, O-4—C-5 and O-6—H-1 dis-
tances are decreasing. The distances in both transition
states are practically identical, indicating that the alkoxy
group attached to C-5 does not influence either the


Table 2. Electronic energies evaluated at the MP2/6–311þþG(2d,p)//MP2/6–31G(d) level, zero-point vibrational energies, ZPE,
and Thermal Corrections to Enthalpies, TCH, in hartree and entropies, S, in calmol�1 K�1 for all the reactants, transition states
and products involved in the thermal decomposition of ethyl methyl (I) and diethyl (II) carbonates


Species MP2/6–311þþG(2d,p)//MP2/6–31G(d) ZPEa TCHa,b Sa,b


I �382.103083 0.127415 0.154670 112.956
TSA-I �382.001753 0.118572 0.146477 114.553
TSB-I �382.020734 0.119935 0.147148 114.651
TSC-I �381.989469 0.122898 0.150531 115.056
TSB2-I �303.644225 0.062727 0.080434 89.748
CH3OCOOH �303.710178 0.068976 0.086891 89.216
CH2


——CH2 �78.361795 0.052038 0.062441 61.388
CH3OH �115.469332 0.052597 0.063267 65.822
CO2 �188.245426 0.011510 0.020065 58.329
CH3CH2OCH3 �193.864064 0.111477 0.130719 89.805
II �421.310201 0.156825 0.188562 123.807
TSA-II �421.209087 0.147874 0.180344 126.310
TSB-II �421.227562 0.149319 0.181042 125.635
TSC-II �421.198050 0.152360 0.184441 125.534
TSB2-II �342.852667 0.092104 0.114288 101.025
CH3CH2OCOOH �342.911647 0.098201 0.120638 100.291
CH3CH2OH �154.676036 0.082189 0.097133 77.852
(CH3CH2)2O �233.071556 0.140703 0.164609 102.128


a Evaluated at the MP2/6–31G(d) level.
b Evaluated at 600.15 K.


Figure 3. Free energy profile at 600.15K, evaluated at the MP2/6–311þþG(2d,p)//MP2/6–31G(d) level, for the decomposition
process of ethyl methyl carbonate ester. Relative free energy values (with respect to reactant I, in kJmol�1) of the stationary
points found are as follows: TSA-I, 241.3; TSB-I, 192.8; TSC-I, 282.5; MeOCOOHþC2H4, �26.3; TSB2-IþC2H4, 129.1;
EtOMeþCO2, �115.0; MeOHþCO2þC2H4, �135.0
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hydrogen migration from C-2 to O-6 or the O-4—C-5
double-bond formation. The main distances in reactants
and transition states are shown in Table 3.


The transition vectors, TV, associated with the unique
negative eigenvalue of the Hessian matrix for the transi-


tion states of the studied reactions are shown in Table 4.
The main components of the TV are the H-1—C-2 and
O-6—H-1 distances and the C-2—H-1—O-6 and C-5—
O-6—H-1 bond angles. The largest component (around
19–22%) of TV corresponds to the two distances as-
sociated to the hydrogen migration process from C-2 to
O-6.


As in other theoretical studies on reaction mechanisms
carried out by us,34–36 the progress of the reactions has
been followed by means of the Wiberg bond indices,30 Bi,
to avoid the subjective aspects associated with geometric
analysis of the transition states. A very precise image of
the timing and extent of the bond-breaking and bond-
forming processes along the reaction path can be
achieved37 by analyzing the evolution of the bond indices
corresponding to the bonds being broken or made in a
chemical reaction.


The Wiberg bond indices corresponding to the bonds
involved in the reaction center of the first step of the two
reactions studied, for all the reactants, transition states
and products, are given in Table 5.


Moyano et al.37 defined a relative variation of the bond
index at the transition state, �Bi, for every bond, i,
involved in a chemical reaction as


�Bi ¼
ðBTS


i � BR
i Þ


ðBP
i � BR


i Þ
ð4Þ


where the superscripts R, TS and P refer to reactants,
transition sates and products, respectively. Hence it is
possible to calculate the percentage evolution (%EV) of
the bond order through the chemical step by means of38


%EV ¼ 100�Bi ð5Þ


Figure 4. Free energy profile at 600.15K, evaluated at the MP2/6–311þþG(2d,p)//MP2/6–31G(d) level, for the decomposition
process of diethyl carbonate ester. Relative free energy values (with respect to reactant II, in kJmol�1) of the stationary points
found are as follows: TSA-II, 238.4; TSB-II, 193.3; TSC-II, 280.0; EtOCOOHþC2H4, �12.4; TSB2-IIþC2H4, 124.5;
Et2OþCO2, �119.6; EtOHþCO2þC2H4, �136.9


Figure 5. Structures of the transition states, TSB-I and TSB-
II, corresponding to the first step of mechanism (B) in the
thermolysis of ethyl methyl and diethyl carbonate esters,
optimized at the MP2/6–31G(d) level of theory
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The calculated percentages of evolution of the bonds
involved in the reaction center are given in Table 5. As
can be seen, the breaking of the C-3—O-4 bond is the
more advanced process (63%). The H-1—C-2 bonds are
broken to the extent of 52% whereas the O-6—H-1 bonds
are only 38–39% formed.


The average value, �Bav, calculated as37


�Bav ¼ 1


n


X
�Bi ð6Þ


where n is the number of bonds involved in the reaction,
measures the degree of advancement of the transition
state along the reaction path. Calculated �Bav values for
the first step of the studied reactions are given in Table 5.
As can be seen, the �Bav values show that the transition
states have an ‘early’ character, nearer to the reactants
than to the products.


The synchronicity, Sy, of a chemical reaction can be
calculated as


Sy ¼ 1 � A ð7Þ


where A is the asynchronicity, calculated using the
expression proposed by Moyano et al.:37


A ¼ 1


ð2N � 2Þ
X �Bi � �Bavj j


�Bav


ð8Þ


Synchronicities vary between zero and one, which is
the case when all of the bonds implicated in the reaction
center have broken or formed at exactly the same extent
in the TS. The Sy values obtained in this way are, in
principle, independent of the degree of advancement of
the transition state. The Sy values calculated for the
reactions studied are shown in Table 5. The synchroni-
cities are 0.90 in both cases, indicating that the mechan-
isms correspond to slightly asynchronous processes.


Another aspect to be taken into account is the relative
asynchronicity of the bond-breaking and the bond-form-
ing processes that measures the ‘bond deficiency’ along


Table 3. Main distances (Å) in reactants and transition states of the first step of mechanism (B), optimized at the MP2/6–31G(d)
Level


Species H-1—C-2 C-2—C-3 C-3—O-4 O-4—C-5 C-5—O-6 O-6—H-1


I 1.092 1.514 1.451 1.344 1.219 2.688
TSB-I 1.335 1.398 1.957 1.271 1.274 1.286
II 1.091 1.514 1.451 1.345 1.220 2.684
TSB-II 1.335 1.399 1.955 1.273 1.274 1.286


Table 4. Hessian unique negative eigenvalues and main
components of the transition vectors for the transition states
of the first step of the studied reactions, calculated at the
MP2/6–31G(d) level (all values in au)


TSB-I TSB-II


Eigenvalue �0.37994 �0.29367
H-1—C-2 0.455 0.462
C-2—C-3 �0.289 �0.273
O-4—C-5 �0.186 �0.172
C-5—O-6 0.180 0.156
O-6—H-1 �0.435 �0.474
C-2—H-1—O-6 0.374 0.418
C-5—O-6—H-1 0.313 0.242
O-6—C-5—O-7 �0.192 �0.170
O-4—C-5—O-7 0.123 0.126
H-1—C-2—C-3—H 0.112 0.131
H-1—C-2—C-3—H0 �0.133 �0.135
H—C-2—C-3—H 0.180 0.197
H—C-2—C-3—H0 �0.196 �0.199


Table 5. Wiberg bond indices, Bi, of reactants, transition states and products of the studied reactions, percentage evolution,
%EV, through the chemical process of the bond indices at the transition states, degree of advancement of the transition states,
�Bav, and absolute synchronicities, Sy [values calculated at the MP2/6–31G(d) level]


H-1—C-2 C-2—C-3 C-3—O-4 O-4—C-5 C-5—O-6 O-6—H-1


Reaction I Bi
R 0.930 1.030 0.830 1.001 1.640 0.001


Bi
TS 0.445 1.351 0.309 1.316 1.317 0.271


Bi
P 0.000 2.034 0.000 1.654 1.000 0.711


%EV 52.2 32.0 62.8 48.2 50.5 38.0
�Bav¼ 0.473; Sy¼ 0.896


Reaction II Bi
R 0.929 1.030 0.831 1.000 1.631 0.001


Bi
TS 0.445 1.350 0.310 1.308 1.317 0.271


Bi
P 0.000 2.034 0.000 1.682 0.966 0.699


%EV 52.1 31.9 62.7 45.2 47.2 38.9
�Bav¼ 0.463; Sy¼ 0.901
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the reaction path. In the studied reactions, the bond-
breaking processes are more advanced (54–55%) than
the bond-forming processes (39%), indicating a bond
deficiency in the transition states.


The charge distribution in reactants and transition
states was analyzed by means of the NBO analysis of
Weinhold and co-workers28,29 In Table 6, the natural
atomic charges at the atoms involved in the reaction
center are given. There is an important positive charge
developed on H-1 (0.24 at reactants and 0.47–0.48 at
TSs), whereas the electronic excess is supported by C-2
(�0.67 at reactants and �0.88 at TSs) and by the two
oxygens [�0.65 at reactants and � (0.78–0.81) at TSs for
O-4 and � (0.76–0.77) at reactants and � (0.81–0.84) at
TSs for O-6]. The negative character of O-6 allows it to
attract the H-1 in the TS.


The kinetic parameters for the two reactions studied
here were calculated at the MP2/6–311þþG(2d,p)//MP2/
6–31G(d) level at the same temperature as used in the
experiments, 600.15 K. These data are given in Table 7
and can be compared with the experimental results in
Table 1. The calculated rate constants agree very well
with the experimentally determined values in the case of
diethyl carbonate, whereas in the case of ethyl methyl
carbonate the calculated rate constant is about three times
higher.


The nature of the non-reacting alkoxy group seems to
have little effect on the rate constant. The calculated
values are very close for both reactions.


In the second step of the pathway, the alkoxy acid
intermediate initially formed decomposes to CO2 and the
corresponding alcohol. The TSs of this step have a four-
membered cyclic structure. They present one and only
one imaginary vibrational frequency, 1709.3i and
1707.4i cm�1 for TSB2-I and TSB2-II, respectively,
with the lowest real frequency being 136.5 and
77.3 cm�1, respectively.


This second step of mechanism (B) is a more rapid
process than the first step, with activation free energies of
155.4 and 136.9 kJ mol�1 for reactions I and II, respec-
tively, and so it is not the rate-limiting step of the
reactions. The calculated rate constants of the decom-
position of the alkoxy acids to methanol (or ethanol) and
carbon dioxide are 0.37 and 15.2 s�1 for reactions I and
II, respectively, evaluated at the MP2/6–311þþG(2d,p)//
MP2/6–31G(d) level of theory.


As can be observed in Figs 3 and 4, the nucleophilic
substitution to give ethers, via the four-membered cyclic
transition states TSC-I and TSC-II, presents high free
energies of activation, 282.5 and 280.0 kJ mol�1, respec-
tively, these TSs being 89.7 and 86.7 kJ mol�1 higher than
TSB-I and TSB-II, respectively. This result indicates that
the nucleophilic substitution to give ethers is not a
competitive process against elimination. This is accord
with the experimental fact that no ethers were found in
the experiments.


CONCLUSIONS


A theoretical study on the thermolysis of two carbonate
esters, ethyl methyl and diethyl carbonate, was carried
out at the MP2/6–31G(d) and MP2/6–311þþG(2d,p)
levels of theory.


The results indicate that the mechanism is a two-step
process. The first step, which is rate determining, occurs
via a six-membered cyclic transition state in which the
carbonyl oxygen participates, followed by a rapid de-
composition of the alkoxy acid formed via a four-
membered cyclic transition state. The other mechanism
proposed, in one step, presents higher free energies of
activation.


The transition states present an ‘early’ character, nearer
to the reactants than to the products. The breaking of the


Table 6. NBO charges, calculated at the MP2/6–31G(d) level, at the atoms involved in the reactions


Species H-1 C-2 C-3 O-4 C-5 O-6


First step of the pathway
I 0.235 �0.674 �0.004 �0.647 1.263 �0.766
TSB-I 0.470 �0.884 0.042 �0.810 1.293 �0.811
II 0.235 �0.674 �0.044 �0.647 1.261 �0.760
TSB-II 0.477 �0.883 0.036 �0.782 1.292 �0.843


Table 7. Calculateda,b kinetic and activation parameters for the studied reactions


Reaction 104k (s�1) Ea (kJ mol�1) Log A �H 6¼ (kJ mol�1) �G 6¼ (kJ mol�1) �S 6¼ (J mol�1 K�1)


I 2.08 202.1 13.9 197.1 192.8 7.1
II 1.88 202.9 13.9 197.9 193.3 7.6


a Values calculated at the MP2/6–311þþG(2d,p)//MP2/6–31G(d) level of theory.
b At 600.15 K.
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C�—O bond is the more advanced process. The pro-
cesses are slightly asynchronous.


The calculated rate constants agree well with the
available experimental values. The nature of the non-
reacting alkoxy group seems to have little effect on the
rate constant.
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Professor Otto Exner, one of the outstanding scientists of
Czech physical organic chemistry, belongs to the genera-
tion of brilliant chemists who finished their university
studies just after the Second World War. New pioneering
theories, new technologies, the development of new
experimental techniques—they created together a great
opportunity for the advancement of the group of talented
scientists to which Professor Exner undoubtedly belongs.


Professor Exner was born in Prague on 14 November
1924. He graduated from the Institute Chemical Technol-
ogy in Prague, where he also earned the degree of PhD in
1951 for his thesis entitled ‘On oxim derivatives’. In 1961,
was awarded the degree of Doctor of Sciences (DSc) by


the Czechoslovak Academy of Sciences in the field of ‘The
spectroscopic and physico-chemical studies of hydroxyla-
mine derivatives’. In 1969, he was appointed Professor.
After his university graduation, he was employed at the
Research Institute of Pharmacy and Biochemistry, and
later, from 1954, he worked at different Institutes of the
Czechoslovak (later Czech) Academy of Sciences.


The professional fields of Professor Exner’s scientific
interests have been focused on isokinetic relationships
(fundamental papers cited over 400 times), inductive
and mesomeric effects in benzene derivatives (the most
important papers cited 220 times), additive physical
properties, electrostatic calculations and reaction-field
theory, reactivity–selectivity relationships, correlations
in spectroscopy, statistical comparison of theory with
experiments, re-examination of several popular but
statistically incorrect equations, dipole moments and
their application in organic chemistry for determining
configuration and conformation, general stereochemis-
try of functional groups, mesomeric dipole moments
and electron distribution in conjugated systems. Earlier
work in synthetic and systematic organic chemistry
concerned hydroxylamine derivatives and their config-
uration, conformation and ionization, and further some
sulfone derivatives.


Even though Professor Exner’s scientific work has a
broad scope of interests, his work is consistent in the
methodology of his scientific approach based on the
critical analysis of facts. His genuine formulation of
new (quite challenging) questions to seemingly solved
problems is his unique personal quality. He searches for
the answers to these questions systematically using
appropriately and carefully designed plans and actions.
The process of finding solutions brings him apart in
answering new questions and challenges that need to be
solved. In none of the topics involved does he consider
any matter to be a closed case: he returns to it and, from
an almost philosophical point of view, incorporates it into
a more general context. The evidence of such processes
can be seen in his recent work and papers, in which he
applies the latest progress in quantum chemistry to
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correct or exactly formulate the substitutional fundamen-
tals of effects, particularly inductive effects in connection
with isodesmic reactions, steric inhibition of resonance,
buttressing effect, Baker–Nathan effects and steric effects
of ortho substituents. Most recently, he has been involved
in the reinvestigation of the Hammett equation (question:
is it valid exactly only for meta derivatives?), the ortho
efect of groups containing hydrogen (question: does a
hydrogen bond exist in every case where it was antici-
pated?) and conjugation of two polar groups through an
unsaturated chain (question: is a generally valid scale of
resonance effects possible?). Indeed, he has shown an
admirable inventiveness.


Professor Exner has published the results of his find-
ings in more than 300 original papers in respected
scientific journals, two books with international publish-
ers (Dipole Moments in Organic Chemistry, Thieme,
1975; Correlation Analysis of Chemical Data, Plenum,
1986), two books in the Czech language and 20 chapters
in different books and reviews. He has presented invited
lectures at six international conferences about Correla-
tion Analysis in Chemistry (1979–1996) and many
plenary and other lectures at conferences or during his
scientific professional visits in universities worldwide,
especially in Europe and North America.


Professor Exner has been and still is an outstanding
University teacher. He spent part of his active profes-
sional life also as a Professor at the Institute of Chemical
Technology in Pardubice (1964–1975) and the Slovak


Institute of Technology in Bratislava (Slovak Republic,
1973–1984). His pedagogical activities have also spread
abroad. He was a Visiting Professor in Bologna (Italy,
1983), Nice (France, 1991 and 1995) and Umea (Sweden,
1986). Moreover, he has also led and educated many PhD
students and young colleagues, who proudly endorse his
scientific school.


His thorough scientific work and notable contributions
to higher education were highly appreciated by scientific
community. He has been elected a member of varous
prestigious organizations, e.g. the Learned Society of the
Czech Republic. He was awarded the title of ‘Doctor
honoris causa’ of the University of Pardubice and became
an Honorary Member of the Czech Chemical Society. He
has received many other awards and orders of merit from
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ABSTRACT: The kinetics of the reactions of O(3P) atoms with CF3CH——CH2, CF3CCl——CCl2, CF3CF——CClCF3


and CF3CCl——CClCF3 were studied at 298 K using a discharge flow tube system. This is the first absolute kinetic
study of these reactions. The overall rate constants based on the measured afterglow reactions were
(3.4� 0.4)� 10�14, (3.3� 0.6)� 10�14, (1.3� 0.3)� 10�14 and (1.9� 0.4)� 10�14 cm3 molecule�1 s�1, respec-
tively. The experiments were carried out under pseudo-first-order conditions with [O(3P)]0 � [alkene]0. The effect of
substituent atoms or groups on the reactivity was analyzed. A simple method, using a structure–activity relationship
based on the structure of the alkene, was applied for the first time to the reactions of O(3P) with haloalkenes. It is
shown that this approach is useful in obtaining an initial estimate of unknown rate constants for reactions of O(3P)
with alkenes. Copyright # 2004 John Wiley & Sons, Ltd.


KEYWORDS: reaction rate constants; haloalkenes; oxygen atom; structure–activity relationship


INTRODUCTION


Reactions of ground-state oxygen atoms, O(3P), with
alkenes are of both fundamental and practical impor-
tance. O(3P) reactions are necessary to model accurately
the early stages of smog formation in urban areas and are
often important in atmospheric pressure chamber studies
of alkene reactions with OH. Although there have been
many studies of O atom reactions with a variety of
unsaturated hydrocarbons, only limited information is
available for halogenated alkenes, most of which was
reviewed by Cvetanovic.1 Studies of fluoroalkene reac-
tivity towards O atoms are even more scarce2–6 and the
database for perhaloalkenes is still smaller.7 Most of


these studies were indirect measurements of the rate
coefficients by the relative rate method.


As part of a systematic study of O(3P) atom reactivity
and a prototype system for the addition reactions to the
C——C bond, we report here the absolute rate constants at
room temperature for the reactions of O(3P) with
CF3CH——CH2, CF3CCl——CCl2, CF3CF——CClCF3 and
CF3CCl——CClCF3. These reactions were measured using
a conventional discharge flow-tube apparatus at 298 K.
Reliable rate constant values for these reactions are of
interest regarding the role of chemical oxidative pro-
cesses in atmospheric and combustion chemistry and the
investigation of the reactivity of halogenated alkenes
provides an opportunity to examine halogen substituent
effects as a function of the extent and positioning about
the double bond.


The development and use of a priori predictive tech-
niques for the estimation of rate constants for the reac-
tions of different atoms and radicals with organic
compounds has received some attention as a means of
cost effectively assessing the lifetimes of organic com-
pounds emitted into the atmosphere.8,9 However, the
development of such estimation techniques depends on
the existence of an accurate kinetic database for a wide
variety of organic classes and structures.


We used a structure–activity relationship (SAR) devel-
oped by Atkinson10 to estimate the rate constants for the
O(3P) atom addition reactions to alkenes. This is the first
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time that this SAR method has been applied to oxygen
atom addition reactions.


EXPERIMENTAL


The experiments were conducted at 298 K in a discharge
flow system using the air afterglow chemiluminescence
to monitor the oxygen atom concentration. Briefly, the
reactor consisted of a Pyrex tube (1.00 m long and
2.50 cm i.d.) coupled to a sliding injector used to intro-
duce the reactant at one end of the reaction tube.


Oxygen atoms, O(3P), were generated by an electro-
deless microwave discharge (30 W, 2.5 GHz.) on a 2%
O2–He mixture that was slowly flowed through an Even-
son cavity and introduced into the main flow of He carrier
gas through a fixed side-arm port. The reaction times
could be varied by adjusting the distance of the sliding
injector with respect to the fixed position of the photo-
multiplier tube detector. The position of the injector
could be changed from 10 to 50 cm from the center of
the detection zone, giving contact times in the range 6–
39 ms. The system was evacuated by a rotary pump
(Edwards 80 m3 h�1) and a capacitance manometer
[MKS Baratron, 0–10 Torr (1 Torr¼ 133.3 Pa)] was
used to measure the pressure in the flow tube. The
experiments were carried out at total pressures of
2.2 Torr for the reaction with CF3CH——CH2, 1.95 Torr
with CF3CCl——CCl2, 3.25 Torr with CF3CF——CClCF3


and 3.15 Torr with CF3CCl——CClCF3.
Electronic mass flow controllers (MKS 179 A, 1259


C), previously calibrated for each gas mixture, were used
to control and measure the gas flows in the reaction tube.
Typical linear flow velocities under our experimental
conditions were 1110, 1180, 1390 and 1230 cm s�1 for
O(3P) with CF3CH——CH2, CF3CCl——CCl2, CF3CF——
CClCF3 and CF3CCl——CClCF3 respectively.


The plug-flow conditions11,12 in the flow tube allowed
us to follow the reaction kinetics of the O(3P) atoms in a
known excess of the alkene in order to assume the
pseudo-first-order approximation.


The concentration of O(3P) atoms was monitored by
measuring the chemiluminescence from the air afterglow
reaction in which O(3P) atoms react with NO to produce
electronically excited nitrogen dioxide (NO2*).13 A con-
stant flow of NO was added 8 cm before the photomul-
tiplier tube detector (Hamamatsu R636) and the
chemiluminescence from NO2* passed through a wide-
bandpass filter (�< 500 nm) before reaching the photo-
multiplier tube. The output signal, St, of the detector,
which was proportional to the light intensity of chemilu-
minescence, was amplified and displayed on an oscillo-
scope. In all experiments the background signal obtained
when [NO]¼ [alkene]¼ 0, arising from scattered light
in the reaction tube, was subtracted from St before
further analysis. Concentrations of O(3P) atoms in the
kinetic experiments were estimated by the fast reaction


with NO2 under second-order conditions.14 The initial
concentrations of O atoms ranged from 4� 1012 to
5� 1012 molecule cm�3.


The commercial gases used in this study had the
following stated minimun purities: He (AGA,
99.999%), O2 (AGA, 99.999%), NO (AGA 99,5%),
CF3CH——CH2 (Apollo Scientific, 99%), CF3CCl——
CCl2 (Apollo Scientific, 99%), CF3CF——CClCF3 (Apollo
Scientific, 99%) and CF3CCl——CClCF3 (Apollo Scien-
tific, 98%). Nitric oxide was purified by passing it
through a trap held at 153 K to remove NO2. Helium
was flowed through traps containing silica gel and mole-
cular sieves (BDH Type 4A) at 77 K to remove water.
Alkenes were degassed prior to use and oxygen was used
as supplied.


RESULTS


Absolute values of the rate constants at 298 K for the
reactions of O(3P) atoms with CF3CH——CH2, CF3CCl——
CCl2, CF3CF——CClCF3 and CF3CCl——CClCF3 were
determined as described below.


Experiments were carried out under pseudo-first-order
conditions, [alkene]0/[O(3P)]0 always > 40. In the ab-
sence of secondary reactions that significantly deplete the
transient O(3P) atoms, the concentration of oxygen atoms
varies in an exponential manner with time:


½Oð3
PÞ�t ¼ ½Oð3


PÞ�0exp½�ðk½alkene�0 þ kxÞt� ð1Þ


¼ ½Oð3
PÞ�0expð�k0tÞ ð2Þ


lnf½Oð3
PÞ�0=½Oð3


PÞ�tg ¼ k0t ð3Þ


where [O(3P)]0 is the oxygen atom concentration in the
absence of alkene and [O(3P)]t is the concentration after
reaction with the alkene over time t, k0 is the measured
pseudo-first-order rate coefficient and kx is the first-order
rate coefficient for O(3P) disapperance by diffusion out of
the detection zone, reaction with background impurities
or wall losses.


The concentration of O(3P) was monitored by adding a
known excess of NO to produce electronically excited
NO2*, whose chemiluminescence was checked 8 cm
downstream of the NO inlet port, following the air after-
glow reaction:


NO þ Oð3
PÞ þ M ! NO�


2 þ M ð4Þ


NO�
2 þ M ! NO2 þ M þ h� ð5Þ


The intensity, S, of the air afterglow is proportional to
the product of the NO and O concentrations. Since [NO]
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is constant, the intensity of the signal at selected points
down the tube is a relative measure of [O(3P)]. The O(3P)
loss between the entrance of NO and the detection zone
was calculated as < 4%.


The first-order kinetic analysis is based on the ratio S0/St,
where S0 is the chemiluminescence signal without reac-
tant and St is the signal after addition of reactant at a fixed
time of contact t. Hence


lnðS0=StÞ ¼ k0t ð6Þ


The pseudo-first-order rate coefficient, k0, was calcu-
lated, for a specific concentration of the alkene, from the
slope of a plot of ln(S0/St) as a function of contact time t.
The second-order rate constants were obtained from the
slopes of the lines of plots of k0 vs [alkene]0 (Figs 1–4),
weight fitting the experimental values within 95% con-
fidence. The precision of the individually measured
second-order rate coefficients, k, may be derived from
the standard propagation of random error analysis of the
various flow tube parameters that determine k. The
resultant uncertainties in the values of k for CF3CH——
CH2, CF3CCl——CCl2, CF3CF——CClCF3 and CF3CCl——
CClCF3 are �12, 18, 23 and 21%, respectively. The error
limits are one standard deviation from the least-squares
analysis. Consideration of possible systematic errors in
calibration and measurements would probably raise these
accuracy estimates by about 10%.12


The pseudo-first-order rate coefficients were corrected
for axial and radial diffusion, resulting in < 5% upward
correction of the k0 values.12 The linearity of the data
points, especially in the low [alkene]0 range in our plots,
suggests that the contribution to the decay of O(3P)
atoms due to secondary reactions with the products
of the reactions is negligible. Also, the fact that the
plots show small intercepts (between 2 and 6 s�1) is
consistent with a negligible loss of oxygen atoms by
wall reactions.


Figure 1. Second-order plot for the O(3P)þCF3CH------CH2


reaction at 298K


Figure 2. Second-order plot for the O(3P)þCF3CCl------CCl2
reaction at 298K


Figure 3. Second-order plot for the O(3P)þCF3CF------CClCF3
reaction at 298K


Figure 4. Second-order plot for the O(3P)þCF3CCl------
CClCF3 reaction at 298K
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DISCUSSION


The literature database for these reactions is scarce.
There has been only one other previous measurement
of the O(3P)þCF3CH——CH2 reaction, by Moss and
Jennings.15 They reported a relative rate constant value
which was subsequently recalculated by Cvetanovic1 to
be 4.2� 10�14 cm3 molecule�1 s�1 at 296 K. The present
absolute value of the rate constant at 298 K of
(3.4� 0.4)� 10�14 cm3 molecule�1 s�1 is therefore
�20% lower than the relative value, which is in
good agreement within the experimental errors of both
techniques.


To the best of our knowledge, there are no other
previously reported values of the rate constants for the
reactions of O atoms with CF3CCl——CCl2, CF3CF——
CClCF3 and CF3CCl——CClCF3.


A general observation can be made about the presence
of halogen atoms as substituents in alkenes, namely that
the room temperature reactivity towards O atoms de-
creases relative to that of ethene, propene or butene.1,16


Specifically, the presence of the CF3 group results in an
approximately two orders of magnitude decrease in the
rate coefficient relative to those of propene
(k298 K¼ 4.0� 10�12 cm3 molecule�1 s�1)1 and butene
(k298 K¼ 2.0� 10�11 cm3 molecule�1 s�1)1.


Fluorination or chlorination of the olefinic carbon
atoms in propenes and butenes results in only small
additional changes in reactivity. For the propenes,
CF3CCl——CCl2 [k298 K¼ (3.3� 0.6)� 10�14 cm3 mole-
cule�1 s�1] and CF3CF——CF2 [k298 K¼ (3.0� 0.3)
� 10�14 cm3 molecule�1 s�1]16a are slightly less reactive
than CF3CH——CH2 [k298 K¼ (3.4� 0.4)� 10�14 cm3


molecule�1 s�1]. With butenes, a small change in reac-
tivity is also observed when F is substituted by Cl on


going from CF3CF——CClCF3 [k298 K¼ (1.3� 0.3)
� 10�14 cm3 molecule�1 s�1] to CF3CCl——CClCF3


[k298 K¼ (1.9� 0.4)� 10�14 cm3 molecule�1 s�1]. These
results can be rationalized by considering the factors that
affect the rate of addition of the electrophilic O(3P) atom
to the double bond.


The strong electron-withdrawing capacity of the F and
Cl atoms and the CF3 group reduce the charge density on
the carbon atoms next to the double bond and also the
polarizability of the �-electrons, leading to a decrease in
the rate constants. Substitution of F by Cl, however,
would favor an increase in the �-electron density in the
double bond through contributions of the chlorine atom
lone pair, thus leading to a smaller decrease in the rate
coefficients as F atoms are substituted by Cl.


In general, halogenation of any olefinic carbon atom
results in small reactivity decreases in ethenes,16 pro-
penes and butenes. However, fluorination of the CH3


group in propene and butene results in a more pro-
nounced decrease in O atom reactivity (a factor of two
orders of magnitude in the case of CF3). Hence these
results for O atom addition studies suggest that halogena-
tion of olefinic carbon atoms does not affect the �-
electron density in the double bond very much, in con-
trast with fluorination of the carbon adjacent to the
olefinic group in propenes and butenes.


Structure–activity relationships (SAR) for O(3P)
atom addition to alkenes


A number of correlations between atom or radical reac-
tion rate constants and physical or chemical properties of
the organic reactants have been investigated.10 Such
estimation techniques can be classified in two general


Table 1. Group rate constants (kbasic) at 298K for O(3P) addition reactions to haloalkene structural basic units


kexp� 1012 kbasic� 1012


Basic structure Alkene (cm3 molecule�1 s�1)a (cm3 molecule�1 s�1)b


CH2
——CHR Propene 4.0 4.38


4.8
4.35


CH2
——CR2 2-Methylpropene 16.9 17.6


17.5
17.8


(Z)-RHC——CHR (Z)-2-Butene 17.6 17.2
16.1
18.3


(E)-RHC——CHR (E)-2-Butene 22.0 21.0
20.0
21.8


RHC——CR2 2-Methyl-2-butene 56.0 55.0
53.9


R2C——CR2 2,3-Dimethyl-2-butene 76.0 77.7
78.2
78.9


a The rate constant values (kexp) are taken from Ref. 7.
b Derived from the average reaction rate constants of the alkenes shown in the table.
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categories: those which rely solely on the structure of the
organic compound (SARs) and those which utilize a
physical or chemical property such as the ionization
potential or bond dissociation energy.17


In this work, we applied for the first time the SAR
approach developed by Atkinson10 for OH radical reac-
tions to the O(3P) atom reactions. The method is based on
the structure of the alkene, the number of unconjugated
double bonds or conjugated double bonds and the degree,
identity, position and configuration of the substitution
around these double bonds.


The rate constants for the ‘basic structures’ are calcu-
lated from the average of the experimental rate constants
for the parent alkenes given in Table 1, taking the
reactivity factor for CH3, as unity. The group factors
[C(X)] given in Table 2 are defined by the equation


k ¼ kðbasicÞ �
Yi¼1�4


i¼1


½CðXÞi�


The group factors given in Table 2 are the energies of
the contributions selected on the basis of the reliability of
the data as expressed in recent reviews.1,7 A correlation
between the calculated and experimental room tempera-
ture O(3P) atom reaction rate constants for organic
compounds with C——C bonds is given in Fig. 5. The
corresponding values are shown in Table 3.


Of the 29 haloalkenes listed in Table 3, for only seven
is the disagreement between the calculated and experi-
mental room temperature addition rate constants more
than a factor of 2.


The reasonable agreement between the calculated and
experimental rate coefficients, within three orders of
magnitude variation of the rate constants, demonstrates
the potential power and usefulness of the SAR method in


Figure 5. Comparison of the calculated and experimental
room-temperature O(3P) atom addition rate constants for
haloalkenes and substituted alkenes (dashed lines denote
disagreement by a factor of 2)


Table 2. Substituent factors C(X) at 298K


Substituent X C(X) Substituent X C(X)


F 0.15a CH2F 0.19e


Cl 0.13b CH2Clf 0.099
Br 0.13c CH2CH3


g 0.84
CF3 0.009d


a Derived from the experimental reaction rate constants of the O(3P) atom
with CH2


——CHF, CH2
——CF2, CHF——CF2, (Z)-CHF——CHF and (E)-


CHF——CHF.
b Derived from the experimental reaction rate constants of the O(3P) atom
with CH2


——CHCl, CH2
——CCl2, CHCl——CCl2, (E)-CHCl——CHCl.


c Derived from the experimental reaction rate constants of the O(3P) atom
with CH2


——CHBr.
d Derived from the experimental reaction rate constants of the O(3P) atom
with CH2


——CHCF3.
e Derived from the experimental reaction rate constants of the O(3P) atom
with CH2


——CHCH2F.
f Derived from the experimental reaction rate constants of the O(3P) atom
with CH2


——CHCH2Cl.
g Derived from the experimental reaction rate constants of the O(3P) atom
with CH2


——CHCH2CH3.


Table 3. Comparison of the experimental (kexp) and
calculated (kcalc) room-temperature rate constants for
haloalkenes and substituted alkenes


Haloalkene or kcalc kexp


substituted alkene (cm3 molecule�1 s�1) (cm3 molecule�1 s�1)a


CH2
——C(CH3)C2H5 1.46� 10�11 1.86� 10�11


CF2
——CFCF——CF2 3.71� 10�13 3.65� 10�13


CH2
——C(CF3)CH3 1.57� 10�13 4.1� 10�13


CF2
——CHF 1.86� 10�13 4.05� 10�13


CH2
——CCl2 2.9� 10�13 4.88� 10�13


CH2
——CF2 3.9� 10�13 1.63� 10�13


(Z)-CHF——CHF 3.9� 10�13 3.7� 10�13


CH3CH——CF2 1.24� 10�12 1.82� 10�12


CH2
——CHBr 5.69� 10�13 5.64� 10�13


CH2
——CHCl 5.69� 10�13 5.95� 10�13


CH2
——CHF 6.57� 10�13 3.44� 10�13


CH3CHCF——CF2 2.2� 10�13 3.32� 10�12


(E/Z)-CHF——CHF 3.89� 10�13 3.65� 10�13


CH3CH——CHCl 2.25� 10�12 2.1� 10�12


CH3CF——CH2 2.26� 10�12 1.99� 10�12


CF3CH——CH2 3.94� 10�14 3.4� 10�14 b


CF3CF——CF2 2.62� 10�15 3.0� 10�14 c


CF3CCl——CCl2 1.71� 10�15 3.3� 10�14 b


CF3CF——CClCF3 1.5� 10�16 1.3� 10�14 b


CF3CCl——CClCF3 1.3� 10�16 1.9� 10�14 b


CF2
——CFCl 7.5� 10�13 4.5� 10�13 d


CF2
——CCl2 6.8� 10�13 3.1� 10�13 c


(E/Z)-CFCl——CFCl 7.6� 10�13 1.5� 10�13 d


CHCl——CCl2 1.2� 10�13 1.4� 10�13 c


(E/Z)-CHCl——CHCl 3.6� 10�13 2.2� 10�13 c


(E/Z)-CHF——CHCl 3.5� 10�13 1.8� 10�13 d


CH2
——CFCl 3.4� 10�13 2.8� 10�13 d


(E/Z)-CHCl——CFCl 1.4� 10�13 2.2� 10�13 d


CF2
——CHCl 1.61� 10�13 3.2� 10�13


a The experimental rate constant values at room temperature (kexp) are taken
from Ref. 7.
b This work.
c The experimental rate constant values at room temperature (kexp) are taken
from Ref. 16.
d To be published.
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the prediction of the reactivity towards O(3P) of a wide
range of alkenes. However, we must point out that the
halopropenes and halobutenes are the compounds which
show disagreement by more than a factor of 2 between
the calculated and experimental values (Fig. 5), probably
because this method does not take into account certain
factors such as the interactions of the substituent with the
oxygen atom or with the double bond, which would
significantly influence the reactivity in comparison with
the other haloalkenes.


In addition to the good agreement obtained with this
a priori technique, it should be emphasized that this is the
first attempt to apply these relationships to the reactions
of O(3P) atoms, and a much larger kinetic database is
required to establish a more comprehensive and reliable
set of rate constants for basic structures and group factors.
This limitation is particularly marked for compounds
with more than one chlorine atom attached to the double
bond and for the perhalogenated alkenes.
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(Córdoba, Argentina).


REFERENCES


1. Cvetanovic RJ. J. Phys. Chem. Ref. Data 1987; 16: 261–326.
2. Koda S. J. Phys. Chem. 1979; 83: 2065–2073.
3. Tyerman WJR. Trans. Faraday Soc. 1969; 65: 163–175.
4. Mitchell RC, Simons JP. J. Chem. Soc B 1968; 1005–1007.
5. Huie RE, Herron JT, Davis DD. Int. J. Chem. Kinet. 1972; 4:


521–527.
6. (a) Saunders D, Heicklen J. J. Phys. Chem. 1966; 70: 1950; 1958.


(b) Saunders D, Heicklen J. J. Am. Chem Soc. 1965; 87: 4062–
4068.


7. Chemical Kinetics Database on the Web Public Beta Release
1.1—Standard Reference Database 17, Version 7.1, NIST Stan-
dard Reference Data. NIST: Gaithersburg, MD, 2003 (Web
Version).


8. Atkinson R. Int. J. Chem. Kinet. 1980; 12: 761–765.
9. Gusten H, Filby WG, Schoof S. Atmos. Environ. 1981; 15: 1763.


10. Atkinson R. Chem. Rev. 1986; 86: 69–201.
11. Kaufman F. J. Phys. Chem. 1984; 88: 4907–4917.
12. Howard CJ. J. Phys. Chem. 1979; 83: 3–9.
13. Kaufman F. Prog. React. Kinet. 1961; 1: 3–39.
14. Canosa-Mas CE, Wayne RP. Int. J. Chem. Kinet. 1990; 22: 829–


841.
15. Moss SJ, Jennings KR. Trans. Faraday Soc. 1969; 65: 415–469.
16. (a) Teruel MA, Taccone RA, Lane SI. Int. J. Chem. Kinet. 1999;


31: 867–872; (b) Teruel MA, Taccone RA, Lane SI. Int. J. Chem.
Kinet. 2001; 33: 415–421.


17. Huie RE, Herron JT. Prog. React. Kinet. 1975; 8: 1–80.


ABSOLUTE RATE CONSTANTS FOR REACTION OF O(3P) WITH HALOALKENES 147


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2005; 18: 142–147








JOURNAL OF PHYSICAL ORGANIC CHEMISTRY
J. Phys. Org. Chem. 2005; 18: 408–416
Published online 26 November 2004 in Wiley InterScience (www.interscience.wiley.com). DOI: 10.1002/poc.885


Rate constants for the reaction of halogenated
alkylperoxyl radicals with iodide: influence of
substituents, solvent polarity, and proton concentration
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ABSTRACT: This pulse radiolysis study deals with the reaction of iodide ions (I�) with a series of halogenated
alkylperoxyl radicals in 2-propanol–water mixtures. Under investigation were CF3OO�, CFCl2OO�, CCl3OO�,
C2Cl5OO�, CHCl2OO� and CF3CHClOO�. Each of these peroxyl radicals oxidizes a total of three I� ions in a fast
and practically simultaneous reaction sequence. An overall two-electron step, involving a transient peroxyl–iodide
adduct radical, results in the oxidation of two iodide ions to yield molecular I2 and the corresponding halogenated
alkoxyl radical, R(Hal)O�. The latter is responsible for the oxidation of the third iodide to yield iodine atoms, I�. The
overall second-order rate constants for these multi-electron oxidation processes were determined by following the
formation kinetics of I3


�/I2
��, the spectrophotometrically accessible forms of I2 and I� in I�-containing solutions.


These rate constants were determined as a function of pH, polarity of solvent mixtures and electronegativity of the
substituents at the �-C atom of the peroxyl radicals. They strongly depend on all these variables, with the actual
numbers covering a range from 3� 105 to 7.0� 108


M
�1 s�1. A good linear relationship is obtained between logk and


the dielectric constant of the solvent mixture. Within a particular solvent mixture the rate constants depend strongly
on the substituents at the alkylperoxyl moiety and correlate with Taft’s inductive substituent constants ��. The overall
multi-electron oxidation mechanism of alkylperoxyl radicals is discussed in the light of the new results. Copyright #
2004 John Wiley & Sons, Ltd.
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substituent effect


INTRODUCTION


Organic peroxyl radicals, particularly rather strongly
oxidizing halogenated alkylperoxyl radicals, are impor-
tant reactive intermediates in many organic and biologi-
cal processes. There have been many studies on the
effects which the solvent, the nature of the substituents
and the temperature exert on their reactions with electron
donors.1–20 Rate constants for the oxidation of chlorpro-
mazine,10,16 trolox14,16 and ascorbate ions13,14 by peroxyl
radicals in different solvents were found to be strongly
dependent on solvent polarity. Generally, the rate con-
stants increased with increasing dielectric constant of the
solvent. Also, the reactivity of the halogenated peroxyl
radicals was found to increase with the degree of halogen
substitution at the central carbon, with a linear correlation
between logk and Taft’s inductive substitution constant,
��.10,13 Activation energies covered a range from 1 to


30 kJ mol�1, while pre-exponential factors varied from
logA¼ 7 to 14.15 The rate constants did not directly relate
to the reduction potential of the reacting electron donors
and, in many cases, stayed well below the diffusion limit
in spite of very low activation energies. The increase in
the rate constants correlated, however, with an increase in
the pre-exponential factor. This suggests that the under-
lying mechanism is not likely to be an outer-sphere
electron transfer but rather involves the formation of an
intermediate adduct with subsequent electron transfer.15


Proton donation by a solvent molecule in this process was
also discussed as a contributing parameter.15,16


Such an inner-sphere electron transfer had been con-
sidered, for example, for a reaction between CCl3OO�


radicals and zinc tetraphenylporphyrin.7 A similar com-
plex reaction mechanism had been invoked for the
CCl3OO� radical-induced oxidation of organic sul-
fides.21–23 The detailed study of this system revealed
that halogenated alkylperoxyl radicals may, in fact, act
as multi-electron transfer agents.


A most instructive example of a multi-electron transfer
mechanism, especially from the quantitative point of
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view, is the CCl3OO� radical-induced oxidation of io-
dide.24,25 As demonstrated in a pulse radiolysis study of a
2-propanol–water mixture, using conductivity and optical
detection, each equivalent of CCl3OO� leads to the
simultaneous formation of one equivalent of the two-
elecron oxidation product I2 (detectable as I3


�) and one
equivalent of the one-electron oxidation product I� (de-
tectable as I2


��).24 The proposed mechanism involves
addition of the peroxyl radical to an iodide ion to yield a
radical anion adduct as primary intermediate product.
The second iodide ion then attacks at the first iodine atom
which, within the protonated adduct, is made slightly
positive by the influence of the peroxyl group. Based on a
Fenton-type electron transfer into the hydroperoxide
moiety, this leads to the formation of molecular I2 and
a CCl3O� radical24 [for stoichiometric details, see Eqns
(7)–(14) in the Reaction mechanism section]. The CCl3O�


radical generated in this way is responsible for the
oxidation of the third iodide ion to yield an I� atom.


An important piece of evidence in support for the
suggested mechanism is the experimentally proven fact
that the formation of molecular iodine occurs indepen-
dently of and practically as fast as the sequential genera-
tion of I�.24 Furthermore, a transient species, suggested to
be the adduct radical anion, (CCl3OOI)��, has been
identified by its optical spectrum.23 Also, phosgene
(Cl2CO), a decay product of CCl3O� after its reaction
with I�, was found to be formed in full stoichiometric
yield.26 The same holds for the other stable product, I3


�,
which accounts for the molecular iodine (I2) formed
directly in the primary two-electron oxidation and as
the result of the bimolecular disproportionation of I2


��.
The total radiation chemical yield of I3


� amounts to G �
0.9mmol J�1 as required for the oxidation of three iodide
ions per peroxide radical.25


Although the overall reaction mechanism could for-
mally also be considered to involve an oxygen atom
transfer as the first step, leading to the formation of
hypoiodic acid and a CCl3O� radical, iodine being then
produced via the reaction


HIO þ I� þ Hþ=H2O ! I2 þ H2O=OH� ð1Þ


this possibility had to be discarded since the rate of this
reaction is too slow to account for the experimentally
observed fast formation of I2.24 A possible oxygen atom
transfer had, incidentally, also been dismissed in the case
of the CCl3OO� reaction with sulfides, where the corre-
sponding sulfoxide product results from a similarly fast
two-electron oxidation.21,22 In this system, an investiga-
tion with 18O-labeled oxygen had shown that the sulf-
oxide oxygen originated from the solvent water molecule
and not from the peroxyl radical.22


Certain questions concerning the details of this com-
plex reaction mechanism, nevertheless, remained open.
In particular, it is of interest to verify the suggested
dependences of the rate constants on the pH, and to


investigate the influence of the solvent composition and
the degree of halogenation of the alkylperoxyl radicals.
All these aspects will be dealt with in the present paper.


EXPERIMENTAL


All halogenated organic compounds were of the highest
grade commercially available. CHCl3, CFCl3 (Merck),
CF3Br and CHF2Br (DuPont) were used without further
purification. CCl4, CF3CH(Cl)Br, and CCl3CCl3 (Merck)
were purified by fractional distillation. 2-Propanol
(Merck) was subjected to the same procedure but in the
presence of SnCl2 (Merck) to eliminate hydroperox-
ides.27 Other chemicals, i.e. KI, KSCN and HClO4


(Merck), were of analytical grade. All solutions were
prepared freshly before each experiment using water
from a Millipore Milli-Q UV system. Samples for the
study of CF3OO� radicals were purged with a mixture of
CF3Br and O2 (4:1, v/v). The respective pH of the
solutions was adjusted with HClO4.


The pulse radiolysis experiments were performed with
the Van de Graaff accelerator of the Hahn-Meitner
Institute in Berlin, made by High Voltage Corporation
(USA). This accelerator produced pulses of 1.5 MeV
electrons, typically of 0.5–1ms duration. The dose per
1 ms pulse was ca 7 Gy. The irradiation cell was connected
to a flow system to facilitate the exchange of the solution
after each pulse. Dosimetry was based on the thiocyanate
system.28 Analysis of the optical absorption vs time trace
was carried out with the help of a computer program that
allowed kinetic evaluations. The second-order bimole-
cular rate constants were derived from plots of kobs (the
observed pseudo-first-order rate constant of a product
formation) vs concentration of the reactant in excess (I�


in this study). The overall accuracy of� 10%, character-
istic for pulse radiolysis experiments, also applies here.
Error limits displayed in Tables 1 and 3 refer solely to the
standard deviation of the mean of a series of single
measurements. All experiments were carried out at
room temperature, 20� 2 �C.


RESULTS AND DISCUSSION


The rate constants for the reactions of halogenated
peroxyl radicals with iodide were measured in air-satu-
rated 2-propanol-water mixtures with the alcohol content
ranging from 10 to 90% (v/v). CF3OO�, CFCl2OO�,
CCl3OO�, C2Cl5OO�, CF3CHClOO� and CHCl2OO� radi-
cals were produced via radiolysis [for main primary
processes, see Eqns (2) and (3)] by dissociative one-
electron reduction of the respective halogen compounds
(CF3Br, CFCl3, CCl4, C2Cl6, CF3CHClBr and CHCl3) in
their reaction with solvated electrons and �C(CH3)2OH
radicals [reactions (4) and (5)]. Subsequently, the thus
formed C-centered halogenated alkyl radicals reacted
with oxygen [reaction (6)].29,30 The concentration of
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alkyl halides was always 30 mM (the exception was
gaseous CF3Br, for which the final concentration in the
solution was not known), ensuring practically quantita-
tive conversion of all primary radicals into the respective
halogenated alkylperoxyl radicals within the pulse
duration.


In the presence of iodide (concentrations 1–10 mM),
halogenated alkylperoxyl radicals were further converted
into I3


� and I2
��. The radiation chemical yield of about


0.6mmol J�1 each was determined by the same methods
as described already in detail for the iodide oxidation by
CCl3OO� radicals.24 This was taken as strong evidence
that the same reaction mechanism was valid for all
peroxyl radicals investigated in this study and that
scavenging of the respective radicals occurred quantita-
tively in all systems, including that containing CF3Br.


H2O=ðCH3Þ2CHOH


/! e�solv;
�OH;H�;�CðCH3Þ2OH; . . . ð2Þ


�OH=H� þ ðCH3Þ2CHOH ! H2O=H2 þ�CðCH3Þ2OH


ð3Þ


RX þ e�solv ! R� þ X� ð4Þ


RX þ�CðCH3Þ2OH ! R� þ X� þ ðCH3Þ2CO þ Hþ


ð5Þ


R� þ O2 ! ROO� ð6Þ


The rates of halogenated peroxyl radicals oxidation of
iodide were measured by following the I2


��/I3
� formation


kinetics. As previously observed24 for CCl3OO�, the
observable growth kinetics were practically identical
and of pseudo-first order. They could not be time-
resolved any further at any wavelength throughout the
accessible spectral range. Figure 1 shows representative
plots of kobs measured at 360 nm as a function of iodide
concentration. The slopes of the lines give second-order
rate constants for the oxidation of iodide by various
peroxyl radicals under conditions where the rate-limiting
step is the reaction of the peroxyl radical with iodide (and
not the reaction of alkyl radicals with oxygen). (At higher
iodide concentrations, the formation of the peroxyl radi-
cals limits the rate of the subsequent oxidation of iodide,
and the plot of kobs vs [I�] will curve and eventually
approach a plateau. In these cases the second-order rate
constant were calculated from the initial slopes of the kobs


vs [I�] plots.)
For each peroxyl radical, the second-order reaction rate


constants were derived from experiments with at least
four different iodide concentrations in different 2-propa-
nol–water mixtures as solvent and at different proton
concentrations (pHs). (In the context of this investigation,
‘pH’ always refers to the actual HClO4 concentration


added (as negative logarithm of [HClO4]). It can be
assumed that the perchloric acid is quantitatively disso-
ciated under all our experimental conditions. Not speci-
fically considered are, however, any effects of the solvent
composition on the activity of the protons.) Within
experimental error limits, all straight lines passed through
the origin without any noticeable intercept. The excep-
tions are the pH-dependence data shown in Figs 2 and 3,
where rate constants were determined from measure-
ments at only one concentration of iodide (1� 10�3


M


for CF3OO� and CCl3OO� and 1� 10�2
M for the much


slower reacting CHCl2OO�).
Table 1 summarizes the rate constants obtained for


neutral solutions and at pH 3.0. The data reveal very
clearly a significant influence of the solvent composition,
the substituents and the pH on the reaction rate constant.


Effects of proton concentration


Figure 2 shows the second-order rate constants for the
reaction between CCl3OO� radicals and iodide in dif-
ferent 2-propanol–water mixtures vs pH. All curves
exhibit a sigmoidal character. Qualitatively, the strong
dependence on the pH of the mixture is absolutely in line
with our earlier report in a single solvent system.24 From
the present data, it becomes evident that the pH effect is
very much influenced by the solvent composition. Thus,
at lower pHs the rate constant decreases with increasing
solvent polarity, i.e. with increasing water content. How-
ever, in the neutral pH region an opposite trend is
observed, in that the rate constant now increases with
increasing water content. Consequently, systems with
higher water content show less pronounced pH depen-
dences of the rate constants. For example, at neutral pH,
upon increasing the 2-propanol content from 1:9 to 4:1
(v/v), the rate constants decrease from 7.4� 107 to
1.8� 107


M
�1 s�1, whereas at pH 3.0 they increase from


1.8� 108 to 3.3� 108
M
�1 s�1. The plateau values, taken


from the curves at neutral pH and at pH 3.0, are listed in


Figure 1. Plots of the observed first-order rate constants
(kobs) for the reaction of peroxyl radicals with iodide as a
function of iodide concentration for CF2Cl2OO


� (&),
CF3CHClOO


� (*) and CHCl2OO
� (*) in an air-saturated 2-


propanol–water mixture (3:7, v/v) at neutral pH
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Table 1. For 4:1 (v/v) 2-propanol–water mixture experi-
ments were performed only at neutral pH and pH 3.0.


Interestingly, the polarity of the solvent shows no
influence on the inflection point of the curves which is
at pH 4.0 for all solvent mixtures shown in Fig. 2.
However, experiments with different peroxyl radicals
have shown that not only the rate constants, but also the
position of the inflection point of the curves depend on
the degree of the peroxyl radical halogenation. Figure 3
shows the second-order rate constants obtained for the
reaction of CF3OO�, CCl3OO�, and CHCl2OO� radicals
with iodide as a function of pH measured in a 3:7 (v/v) 2-
propanol–water mixture. It can be seen that the rate
constants generally increase with the number of chlorine
atoms, and also when chlorine is replaced by the more
electronegative fluorine. At the same time, the inflection
point of the curves moves to lower pH values (4.5 for
CHCl2OO�, 4.4 for CCl3OO� and 3.9 for CF3OO�).


Solvent effects


The influence of the medium can, in principle, be
approached by comparing the rate constants in different
solvents. For instance, for reactions where the transition
state is of more polar character than are the reactants,
logk should increase proportionally to the solvent di-
electric constant.31 For the solvent mixtures used in this
work, dielectric constants were calculated by assuming
additivity of this property,10,31,32 i.e.


"mix ¼
X


i


�i"i


Figure 2. Second-order rate constants for the reaction of
CCl3OO


� radicals with iodide as a function of pH in air-
saturated 2-propanol–water mixtures [(*) 1:9, v/v; (&) 3:7,
v/v; (�) 2:3, v/v; (*) 3:2, v/v)] containing 3� 10�2


MCCl4
and 1� 10�3


MKI


Table 1. Second-order rate constants for the reaction of
halogenated alkylperoxyl radicals with iodide in different 2-
propanol–water mixtures at neutral pH and pH 3.0


k(M
�1 s�1)


2-Propanol:
Radical water (v/v) Neutral pH pH 3.0


CF3OO� 1:9 (7.1� 0.3)� 107 (2.9� 0.2)� 108


3:7 (5.0� 0.3)� 107 (4.4� 0.3)� 108


2:3 (4.3� 0.2)� 107 (5.3� 0.3)� 108


4:1 (3.3� 0.2� 107 (7.0� 0.3)� 108


CFCl2OO� 1:9 (5.9� 0.2)� 107 (2.1� 0.1)� 108


3:7 (4.3� 0.1)� 107 (2.5� 0.1)� 108


3:2 (2.6� 0.2)� 107 (3.4� 0.1)� 108


4:1 (2.0� 0.2)� 107 (4.0� 0.2)� 108


CCl3OO� 1:9 7.4� 107 1.8� 108


3:7 5.5� 107 2.1� 108


2:3 3.9� 107 2.5� 108


3:2 2.4� 107 3.0� 108


4:1 1.8� 107 3.3� 108


C2Cl5OO� 1:1 (6.1� 0.3)� 107 (2.2� 0.2)� 108


3:2 (4.8� 0.2)� 107 (2.3� 0.2)� 108


4:1 (3.2� 0.2)� 107 (2.3� 0.2)� 108


CHCl2OO� 1:9 (3.3� 0.2)� 107 (7.1� 0.3)� 107


3:7 (1.7� 0.1)� 107 (5.4� 0.3)� 107


2:3 (1.5� 0.1)� 107 (4.8� 0.2)� 107


3:2 (1.1� 0.1)� 107 (3.5� 0.2)� 107


4:1 (8.7� 0.5)� 106 (2.7� 0.2)� 107


CF3CHClOO� 1:9 (4.1� 0.3)� 107 (5.8� 0.3)� 107


3:7 (2.7� 0.2)� 107 (4.3� 0.3)� 107


2:3 (2.1� 0.2)� 107 (3.7� 0.2)� 107


3:2 (1.4� 0.1)� 107 (2.9� 0.2)� 107


4:1 (8.0� 0.4)� 106 (2.0� 0.1)� 107


Figure 3. Second-order rate constants for the reaction of
peroxyl radicals with iodide as a function of pH for CF3OO


�


(r), CCl3OO
� (�) and CHCl2OO


� (*) in an air-saturated 2-
propanol–water mixture (3:7, v/v) containing 1�10�3


MKI
and 3� 10�2


M RX
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where �i is the volume fraction and "i the dielectric
constant of the component i ("2-propanol¼ 18.3 and
"water¼ 80.1).33 Any contribution by the solute haloge-
nated alkanes, which were present in relatively low
concentration, was considered negligible.


The values listed in Table 1 for neutral pH are displayed
in Fig. 4 as logk versus the dielectric constant of the
solvent mixture, "mix. The rate constants for all peroxyl
radicals are seen to increase with increasing solvent
polarity and the data points fit straight lines reasonably
well. The correlations, which describe logk as a function
of the solvent dielectric constant, are given in Table 2.
Although the differences in slopes are relatively small
(0.010" for CF3OO� to 0.017" for CF3CHClOO�, Fig. 4), it
seems that the solvent effect becomes more pronounced
for less halogenated radicals. At the same time, the
intercepts (extrapolation to "¼ 0) decrease. Thus, on
going from CF3OO� to CHCl2OO�, as representatives


with substituents of highest and lowest overall electro-
negativity, the value of k("¼ 0) decreases by a factor of
about four (from 7.05 to 6.47 on a logarithmic scale).


The same treatment was applied for the pH 3.0 data in
Table 1. The results are shown in Fig. 5. Again, the data
points fit straight lines fairly well. However, compared
with neutral pH, the correlations obtained show now a
distinctly different behavior. The numerical correlation
values at pH 3.0 are also listed in Table 2. They vary from
logk¼ 9.46� 0.013" for CF3OO� to logk¼ 6.98þ 0.011"
for CF3CHClOO� in their respective reactions with
iodide. The observed ‘weakening’ of the solvent effect
by increasing the degree of halogenation is even more
pronounced at this lower pH. In fact, for highly haloge-
nated radicals the slope even becomes negative. Thus,
the correlations for CF3CHClOO� and CHCl2OO� show
the same trend as correlations at neutral pH, i.e. the rate
constants increase with increasing solvent polarity.
The CCl3CCl2OO� radical shows no particular depen-
dence, whereas those at �-C more heavily halogenated
peroxyl radicals CF3OO�, CFCl2OO� and CCl3OO� now
exhibit a decrease in the rate constant with increasing
solvent polarity. Numerically, at acidic pH all rate con-
stants are higher than those at neutral pH. As a result of


Figure 4. Plots of second-order rate constants for the
reaction of peroxyl radicals with iodide (logk) as a function
of the dielectric constant of the solvent mixture ("mix) for
CF3OO


� (r), CF2Cl2OO
� (&), CCl3OO


� (�), C2Cl5OO
� (^),


CF3CHClOO
� (*) and CHCl2OO


� (*) radicals at neutral pH


Figure 5. Plots of second-order rate constants for the
reaction of peroxyl radicals with iodide (logk) as a function
of dielectric constant of the solvent mixture ("mix) for CF3OO


�


(r), CF2Cl2OO
� (&), CCl3OO


� (�), C2Cl5OO
� (^),


CF3CHClOO
� (*) and CHCl2OO


� (*) radicals at pH 3.0


Table 2. Correlations between second-order rate constant
for the reaction of peroxyl radicals with iodide (logk) and
dielectric constant of the solvent mixture ("mix) at neutral pH
and pH 3.0


Logk vs "mix


Radical Neutral pH pH 3.0


CF3OO� 7.05þ 0.010" 9.46� 0.013"
CFCl2OO� 6.96þ 0.011" 8.83� 0.007"
CCl3OO� 6.77þ 0.015" 8.72� 0.006"
C2Cl5OO� 7.01þ 0.015" 8.36� 0.001"
CHCl2OO� 6.47þ 0.015" 6.99þ 0.010"
CF3CHClOO� 6.41þ 0.017" 6.98þ 0.011"
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that and because of the changes in the above-mentioned
slope direction (turnover from positive to negative), the
differences in intercepts are now huge compared with
those at neutral pH. They increase by more than two
orders of magnitude on going from CF3CHClOO� to
CF3OO� (6.98 and 9.46, respectively, on a logarithmic
scale). Clearly, the highest intercept, i.e. the highest rate
constant extrapolated to "¼ 0, is obtained for CF3OO�.
This hints at the exceptional oxidative power of the
CF3OO� peroxyl radical and the capability to accept an
electron independent of any assistance from a polar
environment. It is noted that this appears to be particu-
larly true for the acid system, where kð"¼0Þ exceeds the
corresponding neutral value by two orders of magnitude,
a finding for which we cannot provide any conclusive
rationale.


The solvent effect on the reaction rate constant of
halogenated alkylperoxyl radicals with different organic
reductants has already been extensively investigated in
various solvent systems.20 Generally, the rate constants
have been found to increase with increasing dielectric
constant of the solvent. The only case reported so far
where the rate constants decreased with increasing sol-
vent polarity was for the electron transfer from zinc
tetraphenylporphyrin (ZnTPP) to CCl3OO�,7 where com-
plexation of ZnTPP with the solvent and the reaction of
CCl3OO� with the complex were suggested to precede an
inner-sphere electron transfer.


Our present data at neutral pH fall into the above-
mentioned ‘regular’ category. However, the effect of
solvent on both parameters, namely the slope and the
intercept of the logk vs " relationship, is smaller than in
previous investigations. For example, for the oxidation of
chlorpromazine by CCl3OO� and CHCl2OO�, these cor-
relations were logk¼ 6.9þ 0.030" and 5.7þ 0.033", re-
spectively,10 (to be compared with 6.77þ 0.015" and
6.47þ 0.014" for the reaction of the same radicals with
iodide obtained here, Table 2).


The solvent effect observed in acidic systems could be
explained as the result of at least two compensating
effects. A possible explanation could be found in the
Hughes–Ingold rules on the influence of solvent polarity
on the rate constant.34 They consider polar interactions,
based on a simple qualitative solvation model which
considers only pure electrostatic interactions between
ions or dipolar molecules and solvent molecules in initial
and transition states. The reaction mechanism in our
present system involves both dispersion and destruction
of electrical charges in the initial steps of the peroxyl
radical reaction with iodide [as formulated in general
terms in reactions (7), (8a) or (10a), see the later Reaction
mechanism section]. The changeover in the logk vs "
correlations from positive to negative slopes at pH 3 (Fig.
5) can reasonably be rationalized by the pH dependence
of equilibrium (8a) or (10a). With increasing acidity both
equilibria are pushed in the direction of products. The
protons also neutralize the OH� generated in the process.


The back-reactions should have a comparatively smaller
influence on the overall rate constants in the acidic
systems, hence the importance of the water content on
the stabilization of the precursor complexes becomes
smaller. This diminished influence of the water content
is even apparent for CF3CHClOO� and CHCl2OO�. At
neutral pH, the respective correlations are 0.017" and
0.014", as opposed to 0.011" and 0.010 at pH 3. By
increasing the degree of halogenation (�� value), the
stability of the precursor complex(es) seems to be in-
creased and, finally, the solvation effect becomes less
important than the effect of the dispersion/destruction of
electrical charges. According to the Hughes–Ingold rules,
charge dispersion will cause a small decrease in rate
constant as the polarity of the solvent increases. This is,
in fact, the case for most of the investigated peroxyl
radicals at acidic pH. For the C2Cl5OO� radical, which
shows no particular dependence on the dielectric con-
stant, it seems that the two opposite effects are approxi-
mately of the same intensity.


Substituent effects


The rate constants listed in Table 1 clearly show a
significant influence of various alkylperoxyl radical sub-
stituents. They increase with the number of halogen
atoms and on going from chlorine to the more electro-
negative fluorine atom. This is a well-known effect,
generally associated with the increase in the oxidation
potentials of the respective peroxyl radicals.20 Accord-
ingly, the reactivities of the peroxyl radicals towards
iodide studied here are expected to correlate with Taft’s
inductive substituent constants ��.10,35 Some �� constants
were available from the literature (for CCl3 and
CHCl2).36,37 To determine the values for the CF3,
CFCl2 and CF3CHCl groups, additivity was assumed
with the respective contributions being derived from
comparison with other values, as recommended by Al-
fassi et al.10 In the case of CFCl2, for example, the
difference between the �� values for Cl and F was added
to the known �� value for CCl3.


Figure 6 shows the experimentally obtained correlation
between logk and Taft’s �� constants for the reaction of
various peroxyl radicals with iodide in three 2-propanol–
water mixtures at neutral pH. Although the data points
are rather scattered, all correlations exhibit, nevertheless,
the same trend, i.e. the rate constant increases with
increasing ��. In other words, electron-withdrawing sub-
stituents in the alkylperoxyl radicals increase the reactiv-
ity of these radicals as oxidants. Numerically, this
materializes in the slopes of the correlations listed in
Table 3. They vary from �¼ 0.53 (�0.04) to 0.29 (�0.06)
for 4:1 and 1:9 (v/v) 2-propanol–water mixtures, respec-
tively, i.e. they increase with increasing alcohol content in
the solvent mixture. In view of the scatter of the data,
the differences should, however, only conditionally be
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considered as real. The correlations are, in fact, almost
parallel but the absolute values of the rate constants are
clearly grouped for each solvent, being higher for sol-
vents of higher polarity.


The same correlation was established for the rate
constants measured at pH 3.0 (Table 1) and shown in
Fig. 7. In this case the data points fit straight lines very
well. Also, the effect of the substituent’s electron-with-
drawing power and the solvent influence is more pro-
nounced than under neutral conditions. The slopes now
vary from �¼ 1.52 (� 0.02) to 0.65 (� 0.01) for 4:1 and
1:9 (v/v) 2-propanol–water mixtures, respectively. These
� values are also listed in Table 3. Compared with the
neutral pH systems, the slopes at pH 3 are higher by a
factor of 2.2 for 1:9 (v/v), 2.4 for 3:7 (v/v), and 2.9 for 4:1
(v/v) 2-propanol–water mixtures. It is also noteworthy
that the solvent composition appears to influence the
substituent effect much more strongly in the acidic
solution. For example, at pH 3 the reactivity ratio
CF3OO�:CCl3OO�:CHCl2OO� ¼ 1:0.47:0.04 decreases to
1:0.62:0.24 as the water content of the solvent mixture


increases from 20% to 90% (v/v), respectively. Under the
same conditions, but in neutral systems, the respective
values vary much less (1:0.5:0.3 and 1:1:0.5).


Irrespective of pH, the rate constants increase with the
inductive substituent constant ��, in accordance with
previous findings for the oxidation of chlorpromazine,10


ascorbate13 and TMPD13 by several halogenated alkyl-
peroxyl radicals. For example, the correlation parameter
between logk and �� was found to be �¼ 0.41 for
ascorbate and 0.38 for TMPD.13 The solvent influence
on � has also been investigated before,10 and qualitatively
the same effect was found in this work, namely, a
decrease in � with increasing solvent polarity.


Reaction mechanism


In the discussion of the reaction mechanism, it is
important to note that all parameters investigated, namely
pH, solvent polarity and peroxyl radical substituents, did
not affect either the type of iodide oxidation products or
their yield. Under all experimental conditions, I3


� and
I2
�� were produced practically simultaneously and in


equal yields. Numerically, the yields matched those
published for CCl3OO� in our recent paper.25 What
were influenced by the above parameters, however,
were the kinetics of the I3


�/I2
�� formation. Mechanisti-


cally, this is consistent with the multi-electron transfer
mechanism, originally postulated for CCl3OO�-induced
oxidation of iodide.24,25


Figure 7. Plots of second-order rate constants for the
reaction of peroxyl radicals with iodide (logk) as a function
of Taft’s inductive substituent constants (��) for 2-propanol–
water mixtures [(*) 1:9, v/v; (*) 3:7, v/v; (&) 4:1, v/v] at
pH 3.0


Table 3. Correlation values (�) obtained from the plot of
second-order rate constants (logk) and Taft’s inductive sub-
stituent constants (��) for the reaction of halogenated
alkylperoxyl radicals with iodide in different 2-propanol–
water mixtures at neutral pH and pH 3.0


�
2-Propanol:
water (v/v) Neutral pH pH 3.0


1:9 0.29 (�0.06) 0.65 (�0.01)
3:7 0.4 (�0.1) 0.92 (�0.02)
4:1 0.53 (�0.04) 1.52 (�0.02)


Figure 6. Plots of second-order rate constants for the
reaction of peroxyl radicals with iodide (logk) as a function
of Taft’s inductive substituent constants (��) for 2-propanol–
water mixtures [(*) 1:9, v/v; (*) 3:7, v/v; (&) 4:1, v/v] at
neutral pH
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Our present results now allow us some further insight
into the details of the initial steps in this mechanism. The
relevant processes are summarized in reactions (7)–(14).


ROO� þ I� Ð ½R---O---O---I��� ð7Þ


½R---O---O---I��� þ Hþ Ð ½R---O---OðHÞ---I�� ð8aÞ


½R---O---O---I��� þ H2O Ð ½R---O---OðHÞ---I�� þ OH�


ð8bÞ


½R---O---OðHÞ---I�� þ I� ! RO� þ OH� þ I2 ð9Þ


½R---O---O---I��� þ I� þ Hþ ! RO� þ I2 þ OH� ð10aÞ


½R---O---O---I��� þ I� þ H2O ! RO� þ I2 þ 2OH�


ð10bÞ


RO� þ I� ! I� þ RO� ð11Þ


I2 þ I� Ð I�3 ð12Þ


I� þ I� Ð I��2 ð13Þ


2 I��2 ! I�3 þ I� ð14Þ


The first step, reaction (7), is considered to be the
addition of iodide to the peroxyl group and formation of
the adduct radical anion. Protonation [reactions (8a) and
(8b)] leads to the neutral species [R—O—O(H)—I]�,
which then reacts with the second iodide as formulated
in reaction (9). This reaction can be viewed as a nucleo-
philic SN2 attack of the second iodide ion at the iodine
atom of the protonated adduct.24 The latter is considered
to assume a slightly positive charge owing to the
influence of the neighboring electronegative oxygen.
Such an electronic situation is favorable for the formation
of molecular I2, with simultaneous release of OH� and
RO�. Mechanistically, the process includes an electron
transfer into the hydroperoxide moiety, resembling
typical Fenton chemistry features. Since it is not possible
to time-resolve the initial peroxyl radical addition to I�


or the involvement of the protons, these two steps
can be combined and, in fact, may well occur as a
concerted process, as formulated in reactions (10a) and
(10b)].


The alkoxyl radicals liberated in reactions (9) and (10)
are responsible for the oxidation of the third iodide ion to
iodine atoms [reaction (11)]. Reactions (12) and (13)
represent the respective complexation of I2 and I� into I3


�


and I2
��. The last three processes are known to be very


fast, and practically controlled only by diffusion.38 They
can, therefore, be excluded as overall rate determining.
Finally, on a much longer time-scale (several tenths of a
millisecond under the experimental condition of a rela-
tively low dose per pulse), the I2


�� terminate by dispro-
portionation [reaction (14)] to yield the remaining
amount of I3


�.
In one specifically investigated system, namely the


CCl3OO�-induced oxidation of iodide in 30% 2-propa-
nol–water, time-resolved evidence has been found for a
transient adduct. Its formation occurred about 10 times
faster than its subsequent decay into I2 (observed as
formation of I3


�).23 Hence the rate-determining steps
for the I3


�/I2
�� formation are reactions (9) and (10).


Whether the formation of neutral [ROO(H)—I]� radical
occurs in two consecutive reaction steps or one concerted
process also could not be decided in these experiments.
Evidence was provided, however, for this protonated
species being the reaction partner for the second iodide.
This emerged from the kinetics of the I3


�/I2
�� formation,


which were not influenced by the ionic strength at any
pH.24 Also, the shift of the inflection point to lower pH,
exhibited in Fig. 3 for peroxyl radicals carrying increas-
ingly electronegative substituents, is in accordance with
the general influence of substituents on an acid’s pK
value.34


The observed acceleration of the overall rate on going
to lower pH can reasonably be explained by the formation
of the neutral adduct radical, causing the shift of equili-
bria (8) [and possibly also equilibrium (7)] to the right-
hand side. This does not invalidate, however, our earlier
explanation24 on the role of Hþ in accelerating the overall
rate constant, namely their assistance in the neutralization
of the hydroxide ions liberated in reaction (9) [or reaction
(10)]. Furthermore, both equilibria (7) and (8) may affect
the observed reaction rate constant, i.e. under conditions
where the respective forward processes become rate
determining for the I2 formation. In our case, the pro-
posed inner-sphere electron transfer occurs within a
complex reaction mechanism which includes several
reaction steps and equilibria. The observed overall reac-
tion rate constant thus depends on all three parameters
(pH, solvent polarity and electronegativity of the sub-
stituents) investigated in this study. In particular, the
observed pH dependence may not directly reflect the
true pK value of the adduct radical.


In conclusion, the results obtained in this work on
solvent and substituent effects are well in line with
previous reports for the one-electron transfer reactions
of halogenated alkylperoxyl radicals towards a variety of
reductants like chlorpromazine,11 ascorbate,13,14 trolox14


and TMPD.13,14 It has now become clear that the initial
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transient adduct radicals are the common base for the
one-electron and multi-electron reactions. There are,
indeed, convincing reports that also other presumed
one-electron oxidations by peroxyl radicals proceed via
such adduct intermediates, with subsequent electron
transfers taking place by an inner-sphere mechanism.10,13


A striking example of the simultaneous formation of one-
and two-electron transfer reaction products is the reaction
of CCl3OO� radicals with dimethyl sulfide.21–23 These
studies clearly revealed that two-electron transfers are
possible and, in fact, fairly common between peroxyl
radicals and suitable molecules containing heteroatoms
as radical docking sites. In particular, it is important to
note that the formation of a typical one-electron transfer
product does not preclude the occurrence of an immedi-
ately preceding two-electron transfer process. In the case
of iodide, the stable two-electron transfer product (I3


�)
and the transient one-electron product (I2


��) exhibit very
strong absorption bands, making them particularly suita-
ble markers for direct investigation. For many other,
particularly two-electron, oxidation products, this is,
unfortunately, not the case, making an unambiguous
identification and unraveling of mechanistic details
more challenging. However, the results obtained in this
work, and also some previous observations,21–25 generate
some new perceptions about the role of peroxyl radicals
and, in particular, their involvement in fast and efficient
multi-electron transfer processes.
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ABSTRACT: This review deals with selected aspects of research on o-hydroxyaryl Schiff bases. Special attention is
given to results obtained by x-ray, IR, UVand NMR spectroscopic methods and quantum-mechanical calculations that
allow a better understanding of the nature of o-hydroxyaryl Schiff bases. The paper reports on studies of sterically
modified o-hydroxyaryl Schiff bases with an intramolecular hydrogen bond made short owing to steric repulsion. The
following points are focused upon: structural and energetic analysis of the steric effect and its influence on the
hydrogen bond length; proton localization and the proton transfer process; the impact of proton transfer on the chelate
and phenol rings in the intramolecular hydrogen bond; a generalized scheme of tautomer equilibrium and its study
with the use of experimental and theoretical methods; some discrepancies found in standard parameters for a
particular tautomeric form; calculations of the potential energy curve for basic tautomer forms; influence of the steric
effect on the potential curve shape; and a review of semi-empirical and quantum-mechanical calculations of
molecular structures in the ground state. Copyright # 2005 John Wiley & Sons, Ltd.


KEYWORDS: intramolecular hydrogen bonding; proton transfer; o-hydroxyaryl Schiff base; ketimine; steric effect;


aromaticity


INTRODUCTION


Steric effect research has seen major advances in the last
decade, with important contributions from Exner’s
group.1–12 This paper focuses on several aspects of the
o-hydroxyaryl Schiff bases research. The paper focuses
on the intramolecular hydrogen bond of the O—H � � �N
type which forms between the hydroxyl group of the
phenol ring (the proton donor) and the nitrogen atom of
the imine (the proton acceptor) (Scheme 1). In the
literature,13–20 a wide range of applications of Schiff
bases has been revealed both by theoretical and experi-
mental investigations. The following nomenclature is
used in this paper: aldimines refer to compounds where
R1 is hydrogen; ketimines refer to compounds where R1


is an alkyl or aryl group (Scheme 1). Both aldimines and
ketimines refer to Schiff bases. To simplify the text,
‘o-hydroxyaryl’ is omitted in further discussion.


The imine formation mechanism that actively partici-
pates in physiological tempering of the human immune


system has attracted conciderable attention from immu-
nologists in the last decade.21–29 The series of N-hydroxy-
N1-aminoguanidines can serve as an example of aldimines
with antitumor and antiviral properties30–35 and those
fighting or slowing leukaemia cell growth.36,37 Also,
ketimines with a bulky naphthyl or phenyl substituent at
the imine group influence the central nervous system,
regulating its activity in a special way.38,39 Two main
functions are considered to describe the bulky substituent.
The outside function is to defend the acid–base centre
(e.g. propyl or butyl moieties, leading to weakening of
hydrogen bonding40) from the environment and the inside
function (inductive and mesomeric effects) is to change
the acid–base characteristics of the hydrogen bridge. An
elaborate study was conducted of the biologically active
series of 2-(�-alkoxyimino)benzylpyridine and its N-
oxide derivatives as Kþ channel openers, which are
very promising in treating serious diseases, e.g. hyperten-
sion, angina pectoris, urinary incontinence and asthma.
The greatest potential activity of the series of compounds
was found to be triggered by a bulky tert-butoxy group
attached to the nitrogen atom.41 Substitution by this group
enhances the steric repulsion between the tert-butoxy
group and the pyridine ring substituted in the imine group
of Schiff bases. Such an interaction indirectly corrobo-
rates the importance of the above-mentioned functions’
participation in biological processes.
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STERIC ASPECT


Schiff bases are of a great interest to crystallographers’ as
demonstrated by the presence of >300 solved crystal-
lographic structures in the Cambridge Structural Data-
base (CSD).42 Crystal structure research is a very
important aspect of predicting the photo- and thermo-
chromic properties of Schiff bases. Since the pioneering
work of the groups of Schmidt43 and Pfluger44 over 40
years ago, the discussion of the dependences between
structural parameters of the molecules and the packing of
the molecule in a unit cell is still in progress.


Our group45 presented a correlation of the d(OH) and
d(HN) distances with the hydrogen bond length for Schiff
bases in a way typical for systems revealing proton
transfer equilibrium.46–49 Two curves of the above-men-
tioned correlation were obtained (Fig. 1), one for aldi-
mines and the other for ketimines. The curve lying below
2.5 Å refers to a special class of Schiff bases where the
hydrogen bridge is extremely shortened owing to the


steric effect. Hence the existence of two types of Schiff
bases was postulated, being conditioned by a certain type
of hydrogen bonding. We further scrutinized the influ-
ence of the steric effect on regulation of the hydrogen
bridge length.45,50–54


The specific difference between the ketimine and
aldimine structures is the localization of the proton at
two equally possible positions, at the nitrogen atom and
the oxygen atom,55–57 for aldimines, whereas such alter-
native locations of the proton have not been discovered in
ketimines so far. In ketimines, the proton is preferably
localized in the centre of the hydrogen bridge.45,50,51


The impact of the steric effect on the hydrogen bond
strength has been referred to in a few papers.58–60


Applying NMR spectroscopy, Hansen et al.58 observed
a low-field shift of the OH resonance in o-hydroxyacyl-
aromatics caused by a deutero substitution in the methyl
group. This experimental phenomenon was explained by
weakening of the steric compression of the deutero-
methyl group (CD3) with respect to the protiomethyl
group (CH3). Therefore, the reduction of the twist angle
of the methyl group brings about both strengthening of
the hydrogen bond and prevailing of the negative isotopic
effect, ��(1H). In investigations of the cis- and trans-
isomers of urocanic acid, Cloninger and Frey59 confirmed
the supposition that steric strain in the bromo- and chloro-
substituted derivatives affects the basicity of the imida-
zole ring in the cis-isomers with the intramolecular
hydrogen bond. One of the most convincing explanations
of this fact is the shortening and, consequently, reinforce-
ment of the intramolecular hydrogen bond caused by
steric repulsion, which hinders the removal of a proton
from the hydrogen bond and, therefore, enhances the pKa


value.59 However, the opposite conclusion was drawn by
Schmiedekamp-Schneeweis and Payne,60 where quan-
tum-mechanical calculations suggested hydrogen bond
attenuation by means of steric compression of either a
methoxy, methyl, naphthyl, nitro or tert-butyl group on
the proton-acceptor part (the methoxy group).


It is important to keep in mind that in ketimines two
counteracting steric processes take place, one between
the R1 and R2 groups and the phenol ring (Scheme 2) and
the other between the donor and acceptor groups. It is
obvious that the opposition between the two steric


Scheme 1. Structure of o-hydroxyaryl Schiff bases


Figure 1. Scatter plot in the [d(OH), d(ON)] (&) and [d(HN),
d(ON)] (*) space for crystallographic data for Schiff bases.42


Shaded symbols concern the results with steric substitution.
Reprinted with permission from Ref. 45. Copyright 2002 The
Royal Society of Chemistry


Scheme 2. Directions of steric repulsion between particular
fragments in Schiff bases
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repulsions should result in the nitrogen atom being forced
out from the plane of the phenol ring. However, this
deflection does not occur between the imine and phenol
moieties owing to strong conjugation, thereby forming a
six-membered pseudo-aromatic ring (Scheme 3). The
steric effect in ketimines is likely to shorten the hydrogen
bridge or lead to breaking of the intramolecular hydrogen
bond by the extremely strong repulsion (e.g. R1¼CF3).61


However, Mannich bases, structurally resembling Schiff
bases, are characterized by rather weak conjugation
between the nitrogen atom and the phenol ring owing to
‘isolation’ of the methylene bridge.62 Thus, in Mannich
bases the steric effect can be expressed unpredictably in
defferent ways. First, it can shift the nitrogen atom in the
direction of the oxygen atom, thus shortening the hydro-
gen bridge.63 Second, it induces a stronger declination of
the nitrogen atom from the plane of the phenol ring,
weakening the intramolecular hydrogen bond.


However, in 2-(N-R2-�-iminoalkyl)phenols the steric
effect is combined with the inductivity effect of the
electron-donor alkyl group that brings about both an
increase in the electron density on the proton acceptor
and strengthening of the hydrogen bond. To corroborate
the decisive role of the steric effect in hydrogen bond
shortening, we replaced the alkyl group with an electron-
acceptor aryl group (R1¼C6H5) able to diminish electron
density of the nitrogen atom and, thus, to attenuate the
hydrogen bond strength.64 It should be emphasized that
crystallographic studies of o-hydroxybenzophenone de-
rivatives provide evidence of shortening of the hydrogen
bridge length [e.g. d(ON)¼ 2.496, 2.488 Å;64


d(ON)¼ 2.497, 2.465, 2.487 Å65) with respect to the
analogous aldimines. X-ray crystallographic studies16,66


of charge-transfer complexes of aldimines with 7,7,8,8-
tetracyanoquinodimethane, 2,3,5,6-tetrafluoro-7,7,8,8-
tetracyanoquinodimethane revealed a pronounced corre-
lation between charge-transfer interactions and hydrogen
bonding, i.e. an increase in intermolecular overlapping of
�-orbitals and, consequently, alteration of the net charge
on the pseudo-aromatic ring brings about shortening of
the hydrogen bond to give an extremely short bond for
aldimines [d(ON)¼ 2.496 Å].


The most convincing argument in favour of the impact
of the steric effect on the hydrogen bridge length is


analysis based on comparison of crystallographic struc-
tures, where one of the structures possesses a definitely
pronounced steric effect. The particular examples pre-
sented in Scheme 4 show the impact of steric substitution
on shortening of the hydrogen bridge length in the
sequence H (2.587 Å), C6H5 (2.528 Å), CH3 (2.497 Å),
C2H5 (2.494 Å), and also linearization of the hydrogen
bridge (the OHN angle increased by 10�). The same
tendency is found for both the OH and NH forms.


Structural–energetic analysis of the steric effect


A structural–energetic analysis method can be applied for
a quantitative estimation of the impact of steric interac-
tions on the hydrogen bond. According to this method,
the energy of tensions in a molecule can be estimated as a
sum of the energies of non-valence interactions and angle
deformations [Eqn (1)]: the energy of interaction between
the nitrogen atom and the oxygen atom (Est


O���N), the
energy of interaction in the fragment C6H4(R3)—
C(R1)——NR2 (Est


Ri;Rj
), the energy of angle deformation


(Edef
� ) and the energy of torsional angle deformation


(Etwist
� ):


Est ¼ Est
Ri;Rj


þ Edef
� þ Est


O���N � Etwist
� ð1Þ


The meaning of the steric repulsion energy in the
fragment —C(R1)——NR2 can be obtained with the help
of the modified Buckingham potential of van der Waals:


Est
RiRj


¼
XN
i;j¼1


"ij � Aij � exp �Bij �
rij


rv


� �
� Cij


rv


rij


� �6


2
64


3
75


ð2Þ


where rij is the interatomic distance between the two
interacting atoms, rv is the sum of the van der Waals radii
of the adjacent atoms,69 Aij, Bij and Cij are adjustable
parameters and "ij is the energy scale factor for each atom
pair.70,71 Counteractions of the O � � �N type require one to
take into account their ionic character and to apply an
additional component, qO qN=rON (where qO, qN and rON


are charges and distance of the interacting atoms, respec-
tively),72 in Eqn (2). The energy of the angle deformation
is estimated according to the equation.


Edef
� ¼ 1


2


XN
i¼1


Ci �0 � �ið Þ2 ð3Þ


where Ci is the elasticity constant73 and ��i¼�0��i is
the deviation from the valence angle �0. In 2-(methyli-
minophenylmethyl)phenols,64 the phenyl ring is involved
in steric tensions owing to rotation around the C�—Cipso


Scheme 3. Structure of pseudo-aromatic ring in o-hydro-
xyaryl Schiff bases
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axis. The energy spent on the steric rotation is estimated
according to the equation


Etwist
� ¼


X
i


Etwist
0


2
1 � cos2�ið Þ ð4Þ


where Etwist
0 is a stable constant for the phenyl ring


rotation in a conjugated system and �i is the angle of
rotation.


As stated earlier,74 the definition of the energy of a
thermodynamically stable intramolecular hydrogen bond
is unlikely to be obtained by experiment. As a conse-
quence, the definition of the energy needed to be spent on
shortening the hydrogen bond length is very difficult. The
steric repulsion energy between the nitrogen atom and the
oxygen atom (Est


O���N) can be estimated with the applica-
tion of the calculation method suggested by Lipkowski
et al.75 The values of the steric repulsion energy for the
selected compounds are presented in Table 1.


The strain between the oxygen atom and the R4


fragment should also be taken into consideration, espe-
cially if the R4 substituent is electronegative (e.g. chlor-
ine, bromine, nitro group). For example, the strong
tension in 2-(N-methyl-�-iminoethyl)-4-chloro-6-nitro-
phenol is the reason for the disruption of conjugation
between the phenol moiety and the nitro group, and
displacement of this group by 30� from the phenol ring
plane. Two-sided steric pressure in the given compound
results in linearization of the hydrogen bridge
[�(OHN)¼ 167�] and keeps it fairly short
[d(ON)¼ 2.501 Å], despite the expected elongation of
the hydrogen bond length owing to the ionic character of
this bond (�pKa � 3–476,77). In similar aldimines the
evidently ionic character of the hydrogen bond (accord-
ing to the �pKa value78,79) led to visible elongation of the
ON distance [d(ON)¼ 2.638, 2.667 Å].80 A short hydro-
gen bridge [d(ON)¼ 2.512 Å] in N-tetrachlorosalicylide-
neaniline was also explained as a result of steric repulsion
of the chlorine atom (R4 fragment) towards the oxygen
atom.81 In order to analyze the steric effect more


completely, it is crucial to keep in mind also the influence
of crystal packing82 on the orientation of the interacting
fragments.


The direction of a lone electron pair plays an essential
role in the hydrogen bond and a linear hydrogen
bridge83–86 is optimal where a lone electron pair is placed
on the OHN line. This type of location is mainly observed
in strong complexes; however, these characteristics are
hardly found in the intramolecular hydrogen bond sys-
tems under discussion. The important factor affecting the
lone electron pair direction is the configuration of the
C6H4(R3)—C(R1)——NR2 fragment. Therefore, an in-
crease in steric repulsion leads to the decrease in the
angle formed by oxygen, nitrogen and the lone electron
pair, thereby arranging a more optimal linear configura-
tion of the hydrogen bridge (Scheme 5).


The OHN angle dependence on the O � � �N length can
serve as a verification of the above-described phenome-
non; this dependence shows that shortening of the hydro-
gen bond bridge goes along with its linearization (Fig. 2).


AROMATICITY AND PROTON TRANSFER


The proton transfer process in Schiff bases leads to
alteration of the bond lengths in the whole molecule


Table 1. Energy of steric repulsion, Est (kcal mol�1), in steric squeezing fragment (Fig. 3) for selected compounds45


Est
Ri ;Rj


Est


non-bonded interactions Est
� total


deformation
Substitution MM3 MM2 of angles MM3 MM2


R1¼R2¼CH3; R3¼H 3.98 4.65 3.80 7.78 8.45
R1¼CH3; R2¼CH2C6H5; R3¼H 4.15 4.31 2.94 7.09 7.25
R1¼R2¼CH3; R3¼ p-Cl 3.85 3.48 2.74 6.59 6.22
R1¼CH3; R2¼C3H7; R3¼ p-Cl 3.90 3.50 3.14 7.04 6.64
R1¼CH3; R2¼C2H5; R3¼m-CH3, p-Cl 3.82 3.49 2.94 6.76 6.43
R1¼CH3; R2¼C3H7; R3¼m-CH3; p-Cl 3.91 3.09 4.04 7.95 7.13
R1¼C2H5; R2¼CH2C6H5; R3¼H 4.82 5.93 3.14 7.96 9.07
R1¼H; R2¼CH3; R3¼ p-Cl 1.99 2.29 — 1.99 2.29
R1¼H; R2¼CH3; R3¼ o, p-di-Cl 1.40 1.39 — 1.40 1.39
R1¼H; R2¼CH2C6H5; R3¼H 1.48 1.54 — 1.48 1.54


Scheme 5. Diagram of direction change of a lone electron
pair on alteration of the imine fragment geometry caused by
steric repulsion. Reprinted with permission from Ref. 51.
Copyright 2002 Elsevier
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and, as a consequence, to a change in tautomeric equili-
brium. Recently, this phenomenon has been accurately
reinvestigated over a wide range of temperatures with an
x-ray method.87 The impact of the proton transfer process
on aromatic and pseudo-aromatic rings of a molecule is
an attractive topic of investigation with respect to photo-
and thermochromic properties. The most appropriate way
to demonstrate the influence of the proton transfer pro-
cess on the aromaticity of the phenol ring and pseudo-
aromaticity of the donor —C——C—C—— acceptor chain
is the application of the HOMA (harmonic oscillator
measure of aromaticity) aromatic index [Eqn (5)88]
describing the impact of substitution on distortion of
aromaticity,89–91 and the HOSE (harmonic oscillator
stabilization energy) index [Eqn (6)92] corresponding to
the stabilization energy of the pseudo-aromatic moiety:


HOMA ¼ 1 � �


n


X
Ropt � Ri


� �2


¼ 1 � � Ropt � Rav


� �2þ�


n


X
Rav � Rið Þ2


h i
ð5Þ


HOSE ¼ 301:15 �
hX


R0
i � Rs


0


� �2
aþ bR0


i


� �


þ
X


R0
i � Rd


0


� �2
aþ bR00


i


� �i
ð6Þ


where Rav is an averaged bond length, n is the number of
bonds, � is an empirical constant, Ri is an individual bond
length and Ropt is an optimal bond length.93


To scrutinize the character of this impact, two correla-
tions, HOMA(phenol)¼ f[d(OH)] (Fig. 3) and HOMA-
(phenol)¼ f(HOSE) (Fig. 4) are considered.94 The first
correlation illustrates that the proton transfer process (OH
bond elongation) causes dearomatization of the phenol
ring (decrease in the HOMA index). The second exhibits
the linear connection of the dearomatization of the phenol
ring with the energy required for stabilization of the


pseudo-aromatic moiety. What rests on the aforesaid facts
is the inference that the proton transfer process induces
the simultaneous dearomatization of the phenol ring and
the destabilization of the pseudo-aromatic moiety.


The most elaborate analysis of the structural para-
meters for ketimines51 and aldimines56 reveals that the
most reliable parameter appears to be the CO bond
length, which also reflects the proton transfer process
{HOMA(phenol)¼ f[d(CO]} (Fig. 5). Therefore, the
structural–aromatic analysis manifests relations between
the phenol and chelate moieties, these relations being
described by the state of the proton transfer equilibrium.


The Q parameter95 could also be made use of to
describe the pseudo-aromatic ring state; this parameter
is the sum of differences of the chelate ring bonds and
depends on the proton localization. Therefore, the Q
parameter can be applied to determine the tautomeric


Figure 2. Correlation of the OHN angle on the d(ON)
distance for crystallographic data for ketimines42 Figure 3. The HOMA(phenol) aromaticity index versus the


d(OH) bond length for crystallographic data for ketimines.42


Reprinted with permission from Ref. 94. Copyright 2005
John Wiley & Sons, Ltd


Figure 4. The HOMA(phenol) aromaticity index versus the
HOSE(chelate) destabilization index for crystallographic data
for ketimines.42 Reprinted with permission from Ref. 94.
Copyright 2005 John Wiley & Sons, Ltd
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form in compounds with a resonance-assisted hydrogen
bond (RAHB). The values of this parameter for the enol
and keto forms were obtained by means of a set of
standard bond lengths96 for each particular tautomeric
form.68


QUANTUM-MECHANICAL CALCULATION
OF SCHIFF BASES


To identify clearly the nature of physicochemical pro-
cesses occurring in the intramolecular hydrogen bond of
Schiff base, the results of semi-empirical and ab initio
calculations were considered.97–101 In these studies, the
following parameters were assumed as a basis for inspec-
tion of the proton transfer process: adiabatic and non-
adiabatic potentials and the change in dipole moment and
point charge on extension of the hydroxyl bond length.
Important discrepancies between the intra- and intermo-
lecular hydrogen bridges (complexes of phenols with
N,N-dimethylbenzylamine or N-methylidenebezylamine,
Mannich bases and aldimines) were examined.97 One of
the differences is in the hydrogen bond geometry, namely
the intermolecular hydrogen bond appears to be more
linear than the intramolecular hydrogen bridges in the
aldimines and Mannich bases, as established experimen-
tally62,86 and from quantum-mechanical calculations.97


The second phenomenon is a distinction of the intramo-
lecular hydrogen bridges a with lack of conjugation
between acid and base centres (e.g. Mannich bases)
from those with a pseudo-aromatic ring (e.g. Schiff
bases) (Fig. 6). Whereas the experimental data confirm
a similarity of both phenomena for the aldimine and
ketimine analogues [points that characterize both keti-
mines and aldimines lie on one line (Fig. 7)], spectro-
scopic data reveal stronger hydrogen bonds in the
ketimines, confirmed by the adiabatic potentials for
both Schiff bases (Fig. 8).45


Figure 5. The HOMA(phenol) aromaticity index versus the
d(CO) bond length for crystallographic data for ketimines.42


Reprinted with permission from Ref. 94. Copyright 2005
John Wiley & Sons, Ltd


Figure 6. Adiabatic potential curves for the proton move-
ment for 2-(N-dimethylaminomethyl)phenol (*) (Mannich
base) and 2-(N-methyliminomethyl)phenol (�) (aldimine) at
the MP2/6–31G(d,p) level97


Figure 7. Integrated intensities (Al) of stretching OH vibra-
tion versus the positions of gravity centres of the �(OH)
band. Closed and open circles correspond to ketimines and
aldimines,86 respectively


Figure 8. Adiabatic potential curves for proton movement
for 2-(N-methyl-�-iminoethyl)phenol (*) (ketimine) and 2-
(N-methyliminomethyl)phenol (�) (aldimine) at the B3LYP/
6–31G(d,p) level.45 Reprinted with permission from Ref. 45.
Copyright 2002 The Royal Society of Chemistry
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The difference between the potentials (the potential for
ketimine is more symmetrical owing to a decrease in the
energy minimum for the �O � � �H—Nþ state and its
gradual approach to the global energy minimum for the
O—H � � �N state) undoubtedly corroborates the fact of
the modification of the intramolecular hydrogen bond
with steric effects involved.


One of the most noteworthy aspects of the hydrogen
bond is the localization of the proton in the centre of
the hydrogen bridge. The proton being a rather mobile
particle, it possesses two most stationary states: the global
one, close to the proton donor, and the local one, close to
the proton acceptor. Further, the transition state seems to
be particularly interesting, with the proton located in the
centre of the hydrogen bond. The special interest in this
type of hydrogen bond is due to the importance of its
participation in biological processes102–105 (it should be
noted that opposing arguments have also been pre-
sented106,107). The necessary requirement for the exis-
tence of the transition state is that the main energy level is
located in the vicinity of the potential barrier maximum
between two stationary states or this barrier fails to occur.
This phenomenon is called the low barrier of the hydro-
gen bond (LBHB) or Speackmann–Hadžy hydrogen
bond. Experimental criteria for verification of this type
of hydrogen bond have been elucidated.108–110 A series of


theoretical papers111–113 and also studies of ketimines100


(Fig. 9) deal with this aspect.
Quantum-mechanical calculations [B3LYP/6–


311þþG(d,p)] proved the height of the energy barrier
for the proton transfer to be comparatively small
(Table 2), and this supports the existence of LBHB in
the ketimines.


NMR AND UV INVESTIGATIONS
OF TAUTOMERIC EQUILIBRIUM


The proton transfer equilibrium (Scheme 6) in Schiff
bases has been investigated by NMR spectroscopy.114–130


The description of the NH tautomer by only a keto
structure is not adequate, and therefore the procedure
for description of the NH form needs the application of at
least two resonance structures (keto and zwitterionic). To


Figure 9. Adiabatic (bottom) and non-adiabatic (top) potential functions for proton displacement [B3LYP/6–31G(d,p)
calculation] for 2-(N-methyl-�-iminoethyl)phenol. Reprinted with permission from Ref. 100. Copyright 2005 American
Chemical Society


Table 2. Calculated energy gap (kcal mol�1) between pro-
ton transfer and molecular forms with variation of electric
permittivity (�)100


Method and basis set "¼ 1.0 "¼ 2.3 "¼ 35.0 "¼ 47.0


B3LYP/6–311þ þG(d,p) 2.80 2.23 1.45 1.43
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demonstrate the existence of the ‘pure’ zwitterionic
structure, the proton transfer tautomeric equilibrium
should be shifted in the direction of the boundary struc-
ture. It turned out that obtaining solely the zwitterionic
structure was possible only in an additional complex with
an active environment.114,116


Two different approaches to obtaining a complex of a
Schiff base with an active environment have been pre-
sented.114,116 The first approach is based on obtaining
intermolecular hydrogen bonding between the imine
group and an additional base (complex I in Scheme 7),
which strongly enhances the nitrogen basicity, thus creat-
ing a zwitterionic structure. The second approach is based
on creating intermolecular hydrogen bonding, but alter-
natively the oxygen atom interacts with an additional
strong acid (complex II in Scheme 7). In both cases the
cooperative effect results in a ‘pure’ zwitterionic struc-
ture. The application of these two approaches led to fairly
concordant results.114,116


The calculation of values for two selected ‘boarding’
forms (e.g. enol–imine and zwitterionic) facilitates the
estimation of the value of the equilibrium constant KPT:


KPT ¼ A Xð Þobs �A Xð ÞOH


A Xð ÞHN �A Xð Þobs


ð7Þ


where A(X)OH and A(X)HN are boundary values for the
enol and proton transfer forms, respectively, and A(X)obs


is the magnitude observed. The dependence on tempera-


ture of the equilibrium constant KPT provides an aid to
defining thermodynamic parameters of the intramolecu-
lar hydrogen bond (�H�, �S�).18,20,131–133


The most accurate magnitude of A(X) in terms of
measurements and physical evidence is the coupling
constant 1J(15N,H) between the bridge proton and the
nitrogen atom that depicts the degree of residence of
the bridge proton on the nitrogen atom. Consequently, the
application of the aforesaid method allowed one to obtain
the following values of the coupling constant 1J(15N,H)
for salicylideneimines [1J(15N,H)HN¼ 92.5 Hz for zwit-
terionic form and 2 Hz for enol–imine form116,117], for
naphthalideneaniline [1J(15N,H)HN¼ 95 Hz] and for acet-
onaphthones [1J(15N,H)HN¼ 87–91 Hz114]. The most sui-
table method for the determination of the degree of
proton transfer is to measure the coupling constant
between the bridge proton and the imine proton,
3J(NH,C�H) [e.g. for N-(2-hydroxy-1-naphthylidene)-
tert-butylamine 3J(NH,C�H)HN¼ 12.6 Hz118 and for al-
dimines 3J(NH,C�H)HN¼ 16 Hz116,122]. Unfortunately, a
failure to detect this coupling constant does not speak in
favour of the existence of the enol form alone. Hence it is
reasonable to add the chemical shift value as a further
parameter A(X). Chemical shifts �(13C1) have been
reported125 for boarding tautomers [�(13C1)OH¼
166.89 ppm), �(13C1)HN¼ 180.41 ppm126]. A similar ap-
proach in the determination of the keto form was em-
ployed by Zhuo,129 where the chemical shift �(17O) was
used as the defining parameter A(X). The above-men-
tioned coupling constants and the linear dependence
�(N)¼�1.93 1J(15N,H) – 83.23130 enable one to evaluate
limited conditions for the chemical shift of nitrogen, �(N)
[�(N)OH � �85 ppm, �(N)HN � �245 ppm].


However, it would be illogical to confirm the existence
of solely intra-resonance equilibrium in the presence of
the directed intermolecular acid–base interaction that
leads to competitive tautomer equilibrium (Scheme 7).
This interaction causes of alteration the bond lengths of
the hydrogen bridge of the phenol and pseudo-aromatic
rings and, as a consequence, a change in the superposition
of the resonance structures. Moreover, the existence of a


Scheme 6. Tautomeric equilibrium in Schiff bases


Scheme 7. Structures of inter- and intra molecular
complexes
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‘pure’ intramolecular zwitterionic form may be called
into question, in view of the separation of the negative
and positive charges due to the adjacent intermolecular
hydrogen bond (see Scheme 7). The consequences of the
interaction described are clearly observed in electron
spectra of Schiff bases.134,135 The result is that a bath-
ochromic band, recognized as a feature of the HN
resonance tautomeric form, keeps shifting hypsochromi-
cally owing to the ever stronger intermolecular interac-
tion. This observation suggests that the ‘contradictions’
revealed when NMR and UV spectroscopic methods are
applied are the result of two different NH tautomeric
equilibria: intramolecular and competitive. The standard
J(15N,H)114,116,117 determines the degree of the competi-
tive tautomeric HN form, whereas the bathochromic band
in the electron spectra turns to be the standard of the
intramolecular HN form.


CONFORMERS IN GROUND STATE


Determination of the energy of the intramolecular hydro-
gen bond is a difficult task experimentally, so to settle this
problem ab initio and semi-empirical methods of calcu-
lations were used136–147 for Schiff bases.141–147 However,
there the question arises of how to define a reference
state, the most stable one among the states deprived of a
hydrogen bond. Both experimental and theoretical view-
points verify that the trans-OH conformer of o-halophe-
nols is a suitable reference state (see Ref. 137 and
references cited therein). Scheiner and co-workers138,139


put forward the suggestion of employing a conformer
with the hydroxyl group turned by 180� around the
carbonyl bond in ortho-substituted phenols. A similar
suggestion was made for N-methylsalicylaldimine
(R1¼H, R2¼CH3, R3¼H) on the basis of semi-empiri-
cal CNDO/2 calculations142 (conformer 6 in Scheme 8).
Even so, having applied ab initio calculations (HF/STO-
3G level), the same group143 calculated the dependence
of the energy of 2-hydroxybenzylideneamine (R1¼R2¼
R3¼H) on the turning angle around the C2—C� axis and
obtained the most stable non-hydrogen-bonded confor-
mer 3 (the hydrogen bonding energy was estimated as
5.8 kcal mol�1; 1 kcal¼ 4.184 kJ).


However, this suggestion was called in to question in
several studies75,139,140,144 where a series of conformers
of aldimines and Mannich bases were calculated with
application of semi-empirical (AM1, PM3) and ab initio
[HF/3–21G, B3LYP/6–31(d,p), MP2/6–31(d,p), B3LYP/
d–95(d,p)] methods. The results obtained indicate that the
most stable non-hydrogen-bonded conformer is that with
both groups turned by 180� (conformer 3). The general-
ized conformer analysis carried out for the ketimine100


does not provide clear evidence of the trans-CO and
trans-C——N ‘open’ conformer being more stable at the
expense of steric repulsion of the C—CH3 group
(Scheme 8). On account of this repulsion, the ketimine


group is strongly deflected from the phenol ring plane
(33.3� for conformer 3), whereas the aldimine molecule
is flat.


The results of both semi-empirical AM1 calculations
and x-ray experiments make possible to complete a
worthwhile comparison of salicylaldehyde-2-methylthio-
semicarbazone [Scheme 9(a)] and 5-methylacetopheno-
nethiosemicarbazone [Scheme 9(b)].145 AM1 calculations
on the first compound revealed conformer 3 to be the
most stable (�E1� 3¼�0.79 kcal mol�1) with a rota-
tional barrier height of 5 kcal mol�1. The second com-
pound is distinctive for its more stable conformer 1
(�E1� 2¼ 0.82 kcal mol�1), where the rotational barrier
height is 24 kcal mol�1. Despite some weak points in the
AM1 calculations, a conclusion can be drawn of greater
stability of the intramolecular hydrogen bond in the
second compound, this being supported by crystallo-
graphic studies. The studies show that in the case of the
first compound an additional molecule of water causes
disruption of the intramolecular O—H � � �N bond, thus
creating an intermolecular O—H � � �O bond, whereas the
intramolecular hydrogen bond of the second compound
remains even if a water molecule is added.145


Quantum-mechanical calculations [HF/6–31G(d,p)
level] for the aldimine and its conformer 3 have
been reported,146 where the energy difference between
conformers 1 and 3 was estimated to be 41.8 kJ mol�1.
However, the energy of hydrogen formation was
also evaluated as the energy of the isodesmic reaction147


and estimated to be �28.8 and �36.8 kJ mol�1 at
the HF/6–31G(d) and MP2(FC)/6–31G(d) levels,
respectevely.


It should be emphasized that Elguero et al.148 studied
the liquid crystal properties of benzalazines (including
�,�0-dimethylbenzalazines in that number) by semi-em-
pirical methods (MNDO, CNDO/2) and, despite dispu-
table results, they succeeded in predicting the hydrogen
bond reduction caused by steric effects.


The literature presents a controversial discussion on
research on coloured species,43,149–154 and only recently
was a photoinduced coloured crystal structure of N-3,5-
di-tert-butylsalicylidene-3-nitroaniline defined,155 which
turned out to be a trans-keto form. This form can be
considered as an argument in favour of the possible
existence of open conformers of types 3 and 7.


The most popular and widely used method is the
theoretical analysis of the proton transfer energy
(�EPT), which is the difference between the OH and
HN tautomers (�EPT¼EOH�EHN). The energy calcu-
lated in this way correlates well with the proton chemical
shifts �(OH) for aldimine bases, �EPT¼ (�1.476�
0.266)� �(OH)þ (24.643� 3.823).144


All things considered, overall conformer analysis is
a theoretical tool helpful in estimating both the hydrogen
bond energy and the energy of proton transfer, and
this procedure can serve for designing hydrogen bond
systems.
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ABSTRACT: Developments in the mechanisms of the direct, photosensitized and photocatalyzed photodegradation
and of photochemically generated hydroxyl radical-based degradation of triazine-based pesticides are reviewed.
Recent results are accounted for: steady-state irradiation photoproducts suggest the participation of both singlet and
triplet excited states in the direct photodegradation of triazines, their concurrency being confirmed by luminescence
studies. Both low-lying excited states have been theoretically characterized. Laser flash photolysis and pulse
radiolysis studies evidence the participation of short-lived radical cations and radical anions, in addition to HO


.


adducts, in the mechanism of photodegradation. E � values were estimated for both the triazine (ca. �1.1 V vs NHE)
and triazinyl radical cation (2.3� 0.1 V vs NHE) and also the pKa for the HO


.
adduct of triazines (ca. �11). Sub-


diffusion control rate constants were measured for the one-electron oxidation of triazines by SO4
.� and (UO2


2þ)*, one-
electron reduction by e�aq and HO


.
addition. Copyright # 2004 John Wiley & Sons, Ltd.


KEYWORDS: herbicides; pesticides; laser flash photolysis; photodegradation; pulse radiolysis; radical anions; radical


cations; triazines


INTRODUCTION


Intensive agricultural methods have led to dramatic
increases in the variety and quantities of agrochemicals
with different degrees of resistance to degradation in
natural waters. An efficient alternative to their natural
degradation involves the use of UV–visible radiation,
sometimes combined with HO


.
precursors, photosensiti-


zers or photocatalysts. As a consequence, a large variety
of photochemical/photophysical processes may take
place.


A huge research effort has been put into identifying
photoproducts arising from the photodegradation of dif-
ferent pesticides. In contrast, as will become evident
through this paper, there is a dramatic lack of detailed
mechanistic studies of the corresponding photodegrada-
tion processes, most of those available being merely
speculative. Few or no reaction rate, spectroscopic or
thermodynamic data have been reported for excited states
and short-lived and stable reaction intermediates. It turns


out that it will be difficult to model the environmental fate
of agrochemicals or predetermine it synthetically unless
detailed mechanistic studies become available.1


We have recently succinctly reviewed the reaction
pathways and mechanisms of the photodegradation of
different types of pesticides, including triazines.1 Here,
we concentrate on the mechanistic developments in the
field, with emphasis on studies incorporating mechanistic
discussion. Most of such available discussions are either
minimal or difficult to associate with experimental find-
ings. For the sake of simplicity, the studies are chron-
ologically classified into four broad categories: direct,
photosensitized and photocatalyzed photodegradation
and indirect degradation by reaction with photochemi-
cally produced HO


.
radicals. Unavoidably, some studies


show a certain extent of overlap between these categories.
Unless otherwise stated, when discussing triazines we
refer to 1,3,5-triazines. We shall use common names,
much more convenient than the systematic ones. Table 1
compiles the different structures and common and sys-
tematic names for the different triazines reported (in
order of appearance).


RESULTS AND DISCUSSION


Direct photodegradation of triazine pesticides


Atrazine, propazine and simazine, when irradiated in
aliphatic alcohols at 254 nm, formed the corresponding
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Table 1. Structures and common and systematic names of the different triazines reported (in order of appearance)


Structure Names


Atrazine
6-Chloro-N-ethyl-N0-isopropyl-1,3,5-triazine-2,4-diamine


Propazine
6-Chloro-N,N0-diisopropyl-1,3,5-triazine-2,4-diamine


Simazine
6-Chloro-N,N0-diethyl-1,3,5-triazine-2,4-diamine


Ametryne
N-Ethyl-N0-isopropyl-6-methylthio-1,3,5-triazine-2,4-diamine


Prometryne
N,N0-Diisopropyl-6-methylthio-1,3,5-triazine-2,4-diamine


Simetryne
N,N0-Diethyl-6-methylthio-1,3,5-triazine-2,4-diamine


Atraton
N-Ethyl-N0-isopropyl-6-methoxy-1,3,5-triazine-2,4-diamine


Prometon
N,N0-Diisopropyl-6-methoxy-1,3,5-triazine-2,4-diamine


Simeton
N,N0-Diethyl-6-methoxy-1,3,5-triazine-2,4-diamine


Terbutylazine
N-tert-Butyl-6-chloro-N0-ethyl-1,3,5-triazine-2,4-diamine


Desmetryne
N-Isopropyl-N0-methyl-6-methylsulfanyl-1,3,5-triazine-2,4-diamine


Terbutryne
N-tert-Butyl-N0-ethyl-6-methylsulfanyl-1,3,5-triazine-2,4-diamine


Cyanuric acid
1,3,5-Triazine-2,4,6-triol


Irgarol
N-tert-Butyl-N0-cyclopropyl-6-methyl-1,3,5-triazine-2,4-diamine


Cyanazine
2-(4-Chloro-6-ethylamino-1,3,5-triazin-2-ylamino)-2-methylpropionitrile


Continues
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2-alkoxy analogues. Irradiation of the same compounds
in water led in high yields to their 2-hydroxy derivatives.
Ametryne, prometryne and simetryne led, upon 254 nm
irradiation, to their corresponding 2-H analogues. 2-
Alkoxytriazines such as atraton, prometon and simeton
and also as 2-hydroxytriazines did not undergo any
photochemical process upon 254 nm irradiation in alco-
hols or water. The authors suggest, as a mere hypothesis,
that the photodegradation of 2-Cl-triazines may take
place via photosolvolysis, and suggest an intermediate
C-2-centred carbocation, formed upon heterolytic clea-
vage of the C—Cl bond, as ‘an attractive alternative’.
They also hypothesize the formation of 2-H derivatives
from 2-MeS-triazines, possibly via a concerted rearran-
gement involving an intramolecular hydrogen shift. The
260 nm absorbance of the triazines is suggested as re-
sponsible for the observed photoreactions.2 These authors
also studied the 300–360 nm irradiation of 2-Br, 2-F, 2-I
and 2-azido analogues of atrazine, propazine and sima-
zine in aliphatic alcohols, that yielded 2-alkoxy- and 2-
hydroxytriazines. The authors suggest, based on product
analysis, that the mechanism involves various competi-
tive pathways: radical coupling, H-abstraction, hydroly-
sis and radical trapping. Irradiation of atrazine, propazine
and simazine and their 2-F analogues in aliphatic alco-
hols at �> 290 nm resulted in multiple photoproducts. N-
Dealkylated photoproducts were identified, and the
authors suggest the involvement of a Chugaev-type cyclic
transition state in the dealkylation process.3


The decomposition rate of atrazine in aqueous solution
upon 254 nm irradiation showed a half-life of
t½¼ 2.5 min, whereas with polychromatic light within
the sunlight spectrum it was much larger. Such compar-
ison is, clearly, rather casual, as the effects of monochro-
matic and polychromatic radiations should not be
compared. It is not even clear from the data whether
the observed effect means that different excited states are
involved, which would undoubtedly have mechanistic
relevance. A complex degradation mechanism was pro-
posed based exclusively on the final and intermediate by-


products, including dealkylation, deamination, dehalo-
genation and amino-group ring insertion. On this basis,
the authors claim a significant involvement of radicals in
these processes.4


The photodegradation of propazine with a xenon lamp
in distilled water took place slightly faster than in
artificial seawater containing humic acids. 2-hydroxypro-
pazine was found as the main metabolite in both cases.
Deisopropylpropazine and 2-H analogues were also ob-
served as photoproducts. No photosensitization effect
was observed from the humic acids, indicating inefficient
energy transfer from their excited states. On these
grounds, the authors propose dealkylation, hydroxylation
and dehalogenation as the main photodegradation path-
ways. However, no short- or long-lived intermediates or
even precursor excited states were identified, and no
kinetic elucidation was carried out.5


Irradiation of simazine at 254 nm followed first-order
kinetics. A linear relationship was observed between the
observed first-order rate constants and the UV intensity:
0.0864 min�1 (0.09 W), 0.161 min�1 (0.20 W) and
0.356 min�1 (0.38 W), leading, according to the authors,
to an intriguing ‘second-order rate constant’ of
0.92� 0.06 W�1 min�1, which may reflect the effect of
the UV intensity (W) on the pseudo-first order rate
constant. The observed linear dependence really reflects
the fact that the process involved arises from a one-
photon absorption, rather than a two- or multi-photon
absorption. Based on the observed photoproducts, the
authors propose simazine ! 2-OH-simazine ! 2-OH-
4-ethylamino-6-aminotriazine, i.e. dechlorination fol-
lowed by dealkylation. Such a mechanistic sequence
must involve different short-lived intermediates, uniden-
tified by the authors. A combination of UV irradiation
with ozonation was effective in increasing the rate of
simazine disappearance, but led also to dealkylation,
deamination and dechlorination byproducts.6


The photodegradation of atrazine, propazine, simazine,
terbutylazine, ametryne and atraton using a xenon lamp
was studied in aqueous buffered solutions (pH 7–9)


Table 1. Continued


Structure Names


Triethazine
6-Chloro-N,N,N0-triethyl-1,3,5-triazine-2,4-diamine


Metribuzine
4-Amino-6-tert-butyl-3-methylsulfanyl-4H-1,2,4-triazin-5-one


Ammeline
4,6-Diamino-5H-1,3,5-triazin-2-ol
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containing a small percentage of MeCN. Quantum yields
for the different 2-Cl-triazines (�¼ 0.048–0.062) and
ametryne (�¼ 0.043) were comparable, and in MeCN
and hexane for terbutylazine were about half of their
values in aqueous solution. An activation energy
Ea� 13 kJ mol�1 was estimated for the photodegradation
of terbutylazine. Such Ea value, doubtless, involves
several steps, not all of which need to be of photochemi-
cal origin. It is unclear to what extent Ea values corre-
sponding to an overall photodegradation process and not
to a single elementary step are useful at all. Atraton did
not degrade under the experimental conditions, with
�< 0.002.7


Photodecomposition of 4-amino-1,2,4-triazin-3,5-
diones and 4-amino-1,2,4-triazinethiones in O2-contain-
ing aqueous solutions at different acidities leads to
deamination, decarboxylation and dealkylation reactions,
the last being slow and non-selective. The authors put
forward and discuss mechanisms for such processes.
Small differences in the substituents at the heterocyclic
ring lead to large changes in the photodegradation rate
and selectivity of deamination and decarboxylation,
whereas dealkylation is slow and non-selective.8


Atrazine undergoes very efficient degradation on UV–
visible irradiation using a medium-pressure mercury
lamp. The degradation is more efficient at lower acidities,
which might be a result of HO� concentration, with k (pH
2)¼ 0.26 min�1, k (pH 7)¼ 0.30 min�1 and k (pH
12)¼ 0.39 min�1. The main photodegradation pathway
is dehalogenation to the 2-OH derivative, which ulti-
mately leads to cyanuric acid. The authors suggest that
the formation of the 2-OH derivative could result either
from homolytic C—Cl cleavage, followed by e� transfer
from C


.
to Cl


.
and hydrolysis of the carbocation, or rather


heterolytic C—Cl cleavage in the excited state of atra-
zine, which should be favoured by polar solvents such as
water.9


The antifouling agent irgarol undergoes sunlight
photodegradation in aqueous solution, leading to a pro-
duct that is persistent in sunlight-exposed aqueous solu-
tion.10 Previously, the same authors had found that
whereas the photodegradation of irgarol is significantly
accelerated in natural waters, this is not the case with its
photodegradation products, which are not affected by
natural photosensitizers.11


The rate of UV (�> 290 nm) photodegradation of
atrazine, simazine and prometryne in aqueous solutions
and natural waters depends on the nature of the triazines
and follows first-order kinetics. The number of photode-
gradation products detected, using flow injection–mass
spectrometric and flow injection–tandem mass spectro-
metric techniques suggests, as evidenced in other papers
cited above, various degradation routes resulting in com-
plex and interconnected pathways.12


The kinetics of the photodegradation of atrazine and
ametryne in fresh and coastal salt water from Barbados
were measured under irradiation with simulated sunlight


and 254 nm UV radiation. The observed first-order rate
constants were higher for ametryne, with reduced rates in
seawater and soil slurries relative to fresh water. Reaction
rates increased in the presence of Fe3þ at pH 3, which the
authors attribute to photo-Fenton type processes. Such
rate enhancement was found lower at typical environ-
mental pHs.13


The rates of photodegradation of atrazine, cyanazine,
terbutylazine and terbutryne have been measured and
appropriate mechanisms outlined. The most significant
processes observed are the partial or complete loss of
side-chains, or rather the substitution of the heteroatom-
containing side-chain with a hydroxyl group. Different
products are formed, with mixed side-chains, until cya-
nuric acid and 2-amino-4,6-dihydroxy-1,3,5-triazine are
formed with loss of all side-chains. The presence of
dimeric products upon photodegradation of all triazines
proves the radical character of the processes taking place.
Different light intensities (of the same spectral range)
were used to elucidate the effect of excitation energy on
the process: increasing the nominal power input of the
lamps used from 15 to 125 W (it would have been best,
however, if the authors had performed an actinometric
procedure for both irradiation sources) led to an increase
of 2–5-fold in the degradation rate, and the Cl-containing
metabolites, present in the completely degraded mixture
of the low-energy experiments, completely disappeared
from the mixture in the high-energy experiments. Hence
an increased degradation energy favours the formation of
less environmentally dangerous metabolites.14


A 193 nm laser flash photolysis study of the photode-
gradation of s-triazine, ametryne, desmetryne, prome-
tryne and terbutryne showed for all the compounds
monophotonic photoionization, with �< 0.10, eviden-
cing the existence of relevant relaxation pathways other
than photoionization. No significant monophotonic
photoionization was observed on irradiating with longer
wavelength laser light.15


s-Triazine, 2-chloro-4,6-dimethoxytriazine, atrazine,
2-hydroxyatrazine, atraton and ametryne undergo aqu-
eous one-electron oxidation by (UO2


2þ)* and SO4
.�, but


not by Tl2þ, which allows the estimation of the standard
reduction potential of triazines as E �(T


.þ/T)¼ 2.3�
0.1 V vs NHE, consistent with PM3 semiempirical
calculations. This result implies that inhibition of photo-
synthesis by triazines must take place on the reductive
part of the electron transport chain. The radical cation
T
.þ is not detected on time-scales larger than 500 ps. The


results obtained allow, both by consideration of the
photon energies used and by use of a correlation between
known E � and vertical ionization potential values, the
estimation of an aqueous ionization threshold between
8.17 and 8.38 eV for triazines. Dynamic quenching of
fluorescence of (UO2


2þ)* by triazines takes place.
Reaction with HO


.
proceeds almost quantitatively by


addition to the aromatic ring, rather than one-electron
oxidation.16
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Radiation of 254 nm induces photodegradation of atra-
zine, atraton and ametryne. The photoproducts formed,
identified by high-performance liquid chromatography
and gas chromatography–mass spectrometry by compar-
ison with authentic samples, are 2-hydroxyatrazine, side-
chain dealkylation products, and the corresponding 2-H
triazine as a photoproduct of ametryne. The main path-
way is proposed to be an addition–elimination (photo-
solvolysis, Scheme 1) process, yielding 2-OH in water
and atraton in MeOH, which could further photodegrade.
The observations for ametryne are rationalized in terms
of concurrent addition–elimination and C—S homolysis
processes, as shown in Scheme 2.17 These mechanisms
are supported by the changes found in the photoproducts
on going from an oxidizing to an inert atmosphere,
suggesting the involvement of both singlet and triplet
states, which has been computationally confirmed at the
CASPT2/CASSCF, and TD-DFT levels of calculation:
the photohydrolysis mechanisms seems to originate from
the triplet state, with the photohomolysis arising from the
singlet state.18


One-electron reduction of triazines with eaq
� yields the


radical anion T
.�, which can also be generated by one-


electron reduction with [(1,10-phenanthroline)3Ru2þ]*,
as observed by decay of the fluorescence of the latter.
This allows estimation of E �(T/T


.�) � 1.1 V vs NHE, in
agreement with inhibition of photosynthesis by triazines
taking place on the reductive part the e� transport


chain.19 Theoretical structural characterization of these
radical anion species, T


.�, show an interesting Jahn–
Teller effect, as a consequence of which T


.� is geome-
trically distorted relative to the parent triazines, T, in
order to destroy the orbital degeneracy and therefore
lower its energy.


Different aspects of the first stages of aqueous photo-
degradation of triazine-based herbicides have been stu-
died by laser flash photolysis and pulse radiolysis. The
rate constants for the one-electron oxidation of the
triazines with SO4


.� and one-electron reduction with e�aq


were measured and the influence of structural parameters
was discussed. In general, all the processes were below
the diffusion control limit, with rate constants of the order
of 109


M
�1� s�1.20,21


Photosensitized photodegradation
of triazine herbicides


The photosensitized degradation of atrazine, atraton and
ametryne was studied using 1% acetone and UV radiation
from a medium-pressure mercury lamp (�> 290 nm).
The relative photostability observed was ametry-
ne< atrazine< atraton. Dealkylated, doubly dealkylated
and 2-hydroxytriazines were found as photoproducts. The
corresponding 2-H derivative was also found for Ame-
tryne. Deethylation was found to be easier than deiso-
propylation. The presence of two kinds of dealkylated
products suggest a two-step mechanism. Acetone
strongly sensitized the reaction. Dark experiments
showed that all products arise from photodegradation.22


Aqueous, aerated solutions of ametryne, atraton and
atrazine containing riboflavin as a photosensitizer were
exposed to sunlight irradiation for several hours. The
primary photodegradation products observed were the
deethylated s-triazines, with 55, 62 and 70% yield,
respectively, and the oxidized product. Photohydrolysis,
with formation of 2-OH derivatives, was not observed.
The photoreactions were affected by the electronegativity
of the substituent at C-2, which might explain the relative
rates observed: SCH3>OCH3>Cl. The reaction rate
increased with decreasing pH. However, the photodegra-
dation products are independent of pH. In all cases the N-
Et group was photolyzed prior to N-iPr, which is ex-
plained in terms of the relative stabilities of the corre-
sponding N-Et and N-iPr radicals. The mechanism of
photosensitized degradation of triazines is described in
terms of H abstraction from the amino group by the
excited sensitizer, followed by a second H abstraction by
a second molecule of sensitizer, with formation of an
aldimine, readily hydrolyzed to the N-deethylated pro-
ducts and acetaldehyde. O2 was found essential for the
photodecomposition reaction, only minute amounts of
N-deethylated product being found in its absence. Ac-
cordingly, the authors hypothesized the participation of
hydroperoxyl radicals, HO2


.
, in the mechanism.23


Scheme 1. Mechanism of photohydrolysis of 2-halo- and 2-
methoxytriazines


Scheme 2. Mechanism of photohydrolysis and photoho-
molysis of 2-methylthiotriazines
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The photosensitized photocatalytic oxidation of terbu-
tryne with (bipyridyl)3Ru2þ complexes and TiO2 as
semiconductor was investigated. The sensitizer molecule,
adsorbed on the surface, absorbs visible light, and injects
an electron into the conduction band of TiO2, with
subsequent reduction of dissolved O2 to O2


.� and oxida-
tion of H2O/HO� to HO. radicals, which rapidly react
with organic compounds.24


The photochemistry of a two-component [merocya-
nine dye–4-(4-methoxycarbonylphenyl)-2,6-bis(trichlor-
omethyl)-1,3,5-triazine] system that could be used as a
visible-light radical generator in photopolymerization
was investigated. Electron transfer from the excited
merocyanine to the triazine, yielding a reactive photo-
initiating radical, is proposed on the basis of fluorescence
quenching studies and product analysis. The results
obtained, with fluorescence lifetimes of the same order
(ca 0.4 ns) in the presence and absence of triazine,
support static quenching.25 Hence the triazine used by
the authors effectively undergoes a one-electron reduc-
tion to yield the corresponding radical anion, a result that
is in agreement with our findings.


Recent studies have been performed on the use of
porphyrin complexes for the photosensitized visible-light
photodegradation of atrazine. The reaction is not sensitive
to O2, which suggests that 1O2 is not involved. The
photodegradation process seems to be more effective
in the presence of porphyrin complexes. The reaction
with low porphyrin:triazine ratios seems to be hardly
effective.26


Photodegradation by photocatalysis


The TiO2-photocatalyzed degradation of atrazine, sima-
zine, triethazine, prometon and prometryne, simulating
solar light with a xenon lamp, followed first-order ki-
netics only in the early part of the process. Several
intermediates were identified, cyanuric acid being the
final photoproduct in all cases. Thus, complete photo-
mineralization was not achieved.27 The same authors
used a similar approach with simazine, propazine and
atrazine, concluding that in the early stages the degrada-
tion takes place through competitive oxidation of the
alkyl side-chains and substitution of Cl by OH at C-2.
Further oxidative processes give rise to dealkylated
products.28 The authors also found atrazine to be effi-
ciently degraded in a large modular flow-through system
under solar light. Full mineralization products of the alkyl
side-chains and cyanuric acid were obtained as photo-
products. The presence of S2O8


2� was found to be highly
advantageous in increasing the photodegradation rate. A
complex mechanism is hypothesized to account for the
observed products.29


Photodegradation of prometryne and prometon in aqu-
eous solution using H2O2 as oxygen supplier on photo-
catalytic membranes involves a first step that follows


apparent first-order kinetics. Based on product analysis
and observations of the membrane during the photocata-
lysis experiments, the authors hypothesize that an S-
containing intermediate is formed during the photode-
gradation of prometryne from the very beginning or
irradiation, sulfones and sulfoxides being the most prob-
able ones. A sulfoxide intermediate opens two routes: (i)
cleavage of the S-group from the triazine ring, with
formation of a hydroxylated compound and subsequent
oxidation of alkyl side-chains attached to the N atoms at
positions C-4 and C-6; (ii) cleavage of the S—CH3 bond
to yield a sulfonic acid or its sulfonate, plus the corre-
sponding hydroxylated triazine. Two mechanistic routes
are also proposed for the photodegradation of prometon:
(i) primary oxidation of the alkyl side-chains attached
to N atoms at positions C-4 and C-6; (ii) substitution
of the MeO at the C-2 position by a OH, followed by
stepwise oxidation of the side-chains. The presence of
cyanuric acid after prolonged irradiation proves the
demethoxylation.30


The homogeneous photocatalyst sodium decatung-
state, Na4W10O32, was used for the solar photocatalysed
degradation of atrazine. The heterogeneous photocatalyst
TiO2 appeared to be more efficient for degradation of the
pure substrates, but when the pesticides were used as
formulated solutions, the added organic products had a
small effect in the presence of Na4W10O32, whereas the
rate of degradation was lowered in the presence of TiO2.
Such a difference of reactivity is interpreted by the
authors in terms of the different nature of the active
species during both photodegradation processes: HO.


radicals in the case of TiO2, but the excited state of
the polyoxometalate, (W10O32


4�)* in the presence of
Na4W10O32.31


Iron porphyrins and phthalocyanine complexes have
been used as photocatalysts for the degradation of atra-
zine using a medium-pressure mercury lamp. The ob-
served by-products suggest similar degradation routes for
both the iron porphyrins and the phthalocyanines. The
main intermediates found are desisopropylatrazine and,
in the same proportion, 2-hydroxyatrazine. Dehalogena-
tion and dealkylation mechanisms are suggested to be
involved in parallel. Both complexes showed able to
degrade atrazine efficiently, with half-lives of ca 220
and 640 min for phthalocyanine and porphyrin, respec-
tively. These catalysts are able to induce cleavage of the
triazine ring, which was not achieved with TiO2.32 The
same authors analysed the efficiency of a photocatalytic
system using TiO2 and light with �> 290 nm for atrazine
degradation. The process showed a half-life of ca 20 min
and the main by-products observed were dealkylated
compounds, the ultimate product being cyanuric acid.
Neither the pH nor the nature of the aqueous medium
influences the degradation process.9


The photocatalytic degradation of atrazine, cyanazine,
irgarol, prometryne and propazine using aqueous
suspensions and simulated solar light shows degradation
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kinetics following apparent first-order kinetics consistent
with a Langmuir–Hinshelwood model. The kinetics of
photodegradation were followed by gas chromatography.
The photodegradation in the absence of TiO2 also
follows first-order kinetics. The rate constants for
photocatalytic oxidation, 3.57� 10�2 min�1 (atrazine),
1.80� 10�2 min�1 (cyanazine), 1.61� 10�2 min�1 (ir-
garol), 4.87� 10�2 min�1 (prometryne) and 6.24�
10�2 min�1 (propazine), were calculated from the appar-
ent degradation constants by subtraction of the rate
constants due to direct photodegradation, 1.60�
10�3 min�1 (atrazine), 6.40� 10�3 min�1 (cyanazine),
2.00� 10�3 min�1 (irgarol), 2.30� 10�3 min�1 (prome-
tryne) and 1.80� 10�3 min�1 (propazine). The photoca-
talytic oxidation rate constants depend on the structure of
the tested pesticides. The authors claim that the photo-
degradation starts with oxidation of the lateral chains, the
main degradation products being acetamide and deal-
kylated derivatives. Subsequently, photohydrolysis of the
substituent at C-2 and replacement of the amino groups
by hydroxyl groups take place. The rate constants
observed for the 2-chlorotriazines follow the order
propazine> atrazine> cyanazine, which the authors in-
terpret in terms of the difference in ionization potentials
of the amines at the C-4 and C-6 positions, and of the
stability of the different possible N-Et and N-iPr radicals
that could take part in the reaction. A similar ordering
is observed for the two 2-MeS-triazines (prometry-
ne> irgarol). Comparison of 2-MeS-triazines with
2-Cl-triazines shows that the rate of photodegradation
is affected by the electronegativity of the substituent at
C-2, which influences the amino groups at C-4 and
C-6.33


The improved photocatalytic oxidation of organic
contaminants of water is explained in terms of accelera-
tion by oxidants and photo-enhancement by dyes. The
effects of O2 and H2O2 indicate different reaction patterns
of photo-oxidation of the herbicides. With metribuzine,
O2 has an important rate effect, whereas the influence
of H2O2 is moderate. The authors hypothesize a me-
chanism involving a combination of oxidation by photo-
catalytically generated HO. radicals and subsequent
oxidation of photo-intermediates by 1O2 formed by dye
sensitization.34


The photocatalytic degradation of atrazine by TiO2


(Degussa-P25 and anatase), ZnO, SrTiO3, ZnS, Fe2O3


and FeTiO3 and by five kinds of environmental particles
(sand, soot, dust, volcanic ash and fly ash) was studied.
Particle suspensions were irradiated in a sun simulator
containing dissolved atrazine. The photodegradation
follows first-order kinetics, in agreement with the
Langmuir–Hinshelwood model. The photocatalytic rate
constant for TiO2 and the corresponding adsorption
equilibrium constant are given by the authors (in unusual
units) as 0.416 mg l�1 min�1 and 1.88mg�1, respectively.
TiO2 and ZnO induce a fast photocatalytic degradation of
atrazine, with k¼ (27–327)� 10�3 min�1. The degrada-


tion rates detected upon irradiation of other Ti-, Zn- or
Fe-containing minerals were orders of magnitude
lower, with k¼ (0.15–0.70)� 10�3 min�1, but faster
than direct photolysis without particles, which showed
k¼ 0.10� 10�3 min�1. Environmental particle samples
showed no photocatalytic activity, with k¼ (0.07–
0.16)� 10�3 min�1. The rate of direct photodegradation
of atrazine is affected by the pH of the medium,
k¼ (1.3� 0.1)� 10�3 min�1 at pH 5.5, one order of
magnitude slower at pH 7.6. It is not clear, however,
whether the observed rate enhancement of the photolysis
rate may be due to the pH or just to ionic strength effects.
Since the degradation of atrazine by irradiated particles
was faster in unbuffered than in buffered suspensions (pH
7.6), the authors hypothesize that atrazine competes with
buffer components for active adsorption sites of the
particles. However, the effect of pH on the overall charge
of the catalyst was not taken into account, although it
significantly affects the adsorption equilibria.35


The photodegradation of atrazine in homogeneous
solutions of Fe(ClO4)3 and heterogeneous suspensions
of TiO2 was investigated, in both cases under various
conditions of acidity and ageing of the solutions. Hydro-
lysis and oligomerization in aqueous solutions of
Fe(ClO4)3 strongly affect the kinetics of photodegrada-
tion, the initial reaction rates decreasing with time, which
is interpreted in terms of reduction in the content of the
photoactive complex [Fe(OH)(H2O)5]2þ. The observed
rates of photodegradation with fresh Fe(ClO4)3 solutions
and aqueous TiO2 slurries were similar. The rates of
photodegradation of intermediate 2-chloro-4-ethyla-
mino-6-aminotriazine and 2-chloro-4-isopropylamino-6-
aminotriazine are similar to that for atrazine.36


The photocatalytic degradation of two triazine-con-
taining azo dyes, Procion Red MX-5B and Reactive
Brilliant Red K-2G, in aqueous TiO2 dispersions verified
decolorization and desulfuration at almost the same rate
in the first step of photo-oxidation. The substituents
attached to the naphthalene of the dye were hydroxylated
more easily than those linked to the triazine. Cyanuric
acid was characterized as one of the final products for
both azo dyes, and it was not further decomposed.37


Degradation by reaction with photochemically
produced hydroxyl radical (HO�)


The aqueous photodegradation rates of atrazine, ame-
tryne, prometon and prometryne are enhanced on addi-
tion of ferric perchlorate or ferric sulphate. HO�, derived
from the photoreaction of the complex Fe(OH)2þ, is
suggested as the active reactant. The reaction rate de-
creases in the absence of O2. It increases with added iron
and decreases in natural water, implying that some
dissolved constituents of natural waters have a retarding
effect on the photodegradation, possibly by competition
for the HO. radicals.38
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Atrazine photodegradation has been studied by both
direct photolysis and nitrate-mediated (�¼ 290 nm) HO.


radical processes. The observed first-order rate constants
are (4.0� 0.6)� 10�3 and (2.9� 0.2)� 10�2 h�1 for di-
rect and indirect photolysis, respectively. The ratio of
products formed on direct and indirect irradiation suggest
that 2-hydroxyatrazine is not formed through a radical
process, but rather owing to the absorption of light by
atrazine itself (direct photolysis), the rate-determining
step being the dechlorination.39


The degradation of atrazine was studied using a Fenton
electrochemical system. The degradation takes place by
attack of HO


.
radicals, produced from reaction of H2O2


with electrochemically generated Fe2þ. N-Dealkylation
and dechlorination are suggested as the major pathways
of degradation for atrazine.40


The rate constants for HO
.


addition (ca 109
M
�1 s�1)


were below the diffusion control limit, and the influence
of structural parameters was discussed. A pKa � 11 has
been estimated for the HO


.
adducts of triazines.20,21


HO
.


radicals generated by anodic Fenton treatment
were used to study the degradation of atrazine and seven
of its degradation products: deethylatrazine, deisopropy-
latrazine, diaminochlorotriazine, hydroxyatrazine, de-
sethylhydroxyatrazine, desisopropylatrazine and
ammeline. The degradation of atrazine follows pseudo-
first-order kinetics with a rate constant of 1.95 min�1.
Dealkylation of atrazine is suggested as the preferred
degradation pathway over hydroxylation at C-2 (dechlor-
ination). The ultimate product found is ammeline. Ring
cleavage and mineralization are not detectable.41


The degradation of atrazine using Fenton’s reagent
showed that the oxidation capabilities of the Fenton
reagent depends on the concentrations of H2O2 and
Fe2þ. The kinetics show a rapid initial decay, followed
by a much slower one. After 5–10 min, the reactions
ceased because the Fe2þ and H2O2 had been consumed.42


Acknowledgements


Financial support was provided through research projects
PPQ2000-0449-C02-01 of the Ministerio de Ciencia y
Tecnologı́a and PGIDT01PX110306PN of the Xunta de
Galicia. M.I.F. works under contract for the latter project.


REFERENCES


1. Burrows H, Canle L. M, Santaballa JA. J. Photochem. Photobiol.
B 2002; 67: 71–108.


2. Pape BE, Zabik J. J. Agric. Food. Chem. 1970; 18: 202–320.
3. Pape BE, Zabik J. J. Agric. Food. Chem. 1972; 20: 316–320.
4. Le Brun O, Merlet N, Croue JP, Doré M. Sci. Tech. Eau. 1993; 26:
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ABSTRACT: A density functional theory study of the kinetics and thermodynamics of Pd-phosphine-catalyzed
heteroatom bond formation


ArX þ REHn�!
½Pd�


ArEðHÞn�1R þ HX


was carried out. Individual steps in the catalytic cycle—ArX oxidative addition, REHn coordination, HX loss and
ArE(H)n� 1R reductive elimination and �-hydride elimination—were investigated. The effects of modification of the
ligand (PH3 versus PMe3), leaving group (X¼Cl versus X¼Br), heteroatom substrate (REHn¼H2O and NH3), aryl
(Ar¼ phenyl, p-cyanophenyl, p-aminophenyl, pyridyl) and metal coordination number (Pd(PH3) versus Pd(PH3)2)
were investigated. Copyright # 2004 John Wiley & Sons, Ltd.
Supplementary electronic material for this paper is available in Wiley Interscience at http://www.interscience.
wiley.com/jpages/0894-3230/suppmat/
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INTRODUCTION


Transition metals are pivotal in catalyzing the reactions
by which drugs and drug candidates are synthesized.1 In
the pantheon of catalysts for organic synthesis, palladium
(Pd) occupies a pre-eminent spot among transition me-
tals. In addition to its extensive use for the reduction of
unsaturated moieties, Pd compounds play a pivotal role in
carbon-element bond formation, particularly for systems
with allyl, vinyl and aryl entities. Among bond formation
reactions catalyzed by palladium complexes, the Trost–
Tsuji,2 Heck,3 Stille,4 Suzuki,5 Buchwald–Hartwig
syntheses6,7 and their derivatives are among the most
commonly employed for the synthesis of drugs, drug
candidates and bioactive natural products.


Classical methods of aryl-heteroatom bond formation
involving electrophilic aromatic substitution or Ullmann–
Goldberg-type coupling procedures8 are typically neither
reliable nor efficient, and the harsh conditions required
are usually incompatible with pharmaceutical intermedi-
ates. Hence, there has been considerable experimental
research in the past decade (vide infra) to identify
transition metal catalysts for carbon-heteroatom bond
formation that work with a variety of substrates (organic
halides and triflates, arene and heterocyclic species,
amines and alcohols, etc.).6,7 From these efforts, palla-


dium (Pd) complexes, particularly those with phosphine
coligands, have emerged as the most promising catalysts
in aryl-heteroatom bond formation reactions.


The present computational research is inspired by the
experimental work of the Buchwald group (Eqn (1)):


ð1Þ
The phosphines (Ln in Eqn (1)) investigated by Buch-


wald and co-workers have the form PR2(Ar–Ar0) (Fig. 1),
where R is typically a bulky alkyl group such as cyclo-
hexyl (Cy) or t-butyl (tBu) and Ar–Ar0 is a biphenyl
derivative.9


The activity and selectivity of the Pd–phosphine cata-
lysts for the reaction in Eqn (1) have been found to be
sensitive to the steric and electronic profile of the phos-
phine (e.g. aryl versus alkyl phosphine substituents), the
X leaving group of the aryl substrate (chloride versus
bromide versus triflate), the E-bearing substrate (alcohols
versus amines), whether bond formation is inter- or
intramolecular, and even reaction parameters such as
solvent and temperature.6,7


Despite the massive experimental effort,1,6,7 Pd-cata-
lyzed aryl-heteroatom bond formation has, to our knowl-
edge, not received attention from theoreticians. Even for
amination, the most well-studied reaction,6,7 there are
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few quantitative kinetic and thermodynamic data. Sur-
prisingly, there has been little computational study of
many important Pd-catalyzed organic transformations.
Morokuma and co-workers have investigated some reac-
tions pertinent to Suzuki coupling.10 Rösch and co-work-
ers have studied some of the proposed mechanisms of the
Heck reaction involving Pd-heterocyclic carbene cata-
lysts.11 Perhaps the most comprehensive theoretical
research on a Pd-catalyzed organic synthetic transforma-
tion is that reported by Norrby et al. on Pd-catalyzed
allylic alkylation.12 This research is an excellent demon-
stration of the potential for computational chemistry to
provide better understanding of transition metal cata-
lyzed organic synthetic transformations, and for the
integration of theory and experiment in designed im-
proved catalysts.


Another major unresolved issue in experiment is the
exact nature of the catalyst active species. Kocovsky


et al.13 have provided NMR evidence for so-called
MAP ligands for a dynamic equilibrium involving multi-
ple coordination isomers. This work involved PdII spe-
cies, and thus it is unclear if such a situation exists for the
catalytically active Pd0 species in aryl-heteroatom bond
formation. Experimental data support a Pd(P�P)
intermediate for bidentate phosphines (P�P¼ bis (di-
phenylphosphino)ferrocene or BINAP).7 For monoden-
tate phosphines, such as the new biaryl-phosphines (see
Fig. 1) reported by Buchwald and co-workers,14 it is
unclear if the active species is a mono- or diphosphine, or
whether both pathways are operant.


The paper is written based on the proposed catalytic
cycle in Fig. 2. The catalytic cycle involves oxidative
addition, heteroatom substrate coordination, HX elimina-
tion and reductive elimination (see Results). The �-
hydride elimination reaction is the major pathway to
unwanted reduced arene side-products and the exact


Figure 1. Phosphine co-ligands for palladium-catalyzed carbon-heteroatom bond formation


Figure 2. Catalytic cycle for amination. The proposed steps (in bold) are based on current experimental information.6,7 An
analogous catalytic cycle can be drawn for the etheration reaction
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nature of the catalyst active species is explored in the
Result section.


Calculations aim to provide insight into portions of the
proposed catalytic cycle (Fig. 2) for which direct experi-
mental evidence is limited, e.g. the bonding and structure
of the putative Pd–phosphine catalyst, the nature of the
various transition states, the kinetic partitioning between
reductive elimination to form the desired product and �-
hydride transfer to yield unwanted, reduced side-products,
etc. Following these investigations are computational
studies of experimental results concerning the response
of the Pd catalysts to modification of the substrate leaving
group X, aromatic ring Ar, heterocyclo ring-pyridine,
heteroatom substrate E and the phosphine ligands.


COMPUTATIONAL METHODS


In order to choose a suitable level of theory for describing
the structure and energetics of putative intermediates in
these reactions, calculation of the geometries of impor-
tant intermediates (e.g. 1, 2 and 3 in Fig. 2) were
performed at different levels of theory—restricted Har-
tree Fock (RHF), Møller–Plesset second-order perturba-
tion theory (MP2) and several different density functional
theories (DFTs). Comparison with x-ray structural data
for experimental models indicates the unsuitability of
RHF for this task, whereas both MP2 and all the DFTs
tested (local and non-local) seem to predict geometries
with acceptable accuracy (� 2% difference maximum,
and average differences of 1%).


For the basic oxidative addition and reductive elimina-
tion processes that comprise the catalytic cycle, MP2 and
DFT provide comparable calculated reaction energies.
Because no experimental data are available, the compar-
ison is made by the calculation of energetics with coupled
cluster (CCSD(T)) wavefunctions, a methodology that has
been shown to reproduce experimental energies to within
a few kcal mol�1.15 It is found that the calculated reaction
energetics are comparable for the B3LYP DFT and the
CCSD(T) level of theory using the same basis sets.


The Stevens effective core potential/valence basis
scheme,16 augmented with polarization functions on
main group elements, which we have termed SBK(d),
and validated in previous research, is utilized for calcula-
tions. The reactants, intermediates, transition states and
products discussed in this paper are geometry optimized
and vibrational frequencies are calculated using the
Becke three-parameter hybrid B3LYP DFT.17 All calcu-
lations are performed using Gaussian 98 software.18


The polarized continuum model (PCM)19 was em-
ployed to model solvent effects. Standard parameters
for toluene were employed.


Unless stated otherwise, quoted energetics are B3LYP/
SBK(d) Gibbs free energies (298.15 K and 1 atm) deter-
mined at geometries optimized using this same level of
theory. The energies include zero point energy and


enthalpic and entropic corrections determined using
B3LYP/SBK(d) vibrational frequencies, without scaling.


RESULTS AND DISCUSSION


The catalytic cycle with Pd–monophosphine
complexes


For potential energy surface scans using the B3LYP/
SBK(d) approach, a simplified model is investigated. In
Eqn (2) Pd(PH3)n is the simplified model for catalyst
Pd(PR2(Ar–Ar0))n, whereas NH3 is used to represent the
heteroatom substrate. In the initial series of calculations a
monophosphine Pd complex (n¼ 1) is the active catalytic
species. A diphosphine Pd catalyst (n¼ 2) will be dis-
cussed later.


ð2Þ
Oxidative Addition of Ph–Br. Oxidative addition of
Ph–Br to Pd(PH3) yields the three-coordinate, 14-elec-
tron species Pd(PH3)(Ph)(Br). The initial interaction
between the substrate PhBr and the catalyst Pd(PH3)
shows that (H3P)Pd—Br-Ph (A1, Fig. 3) bonds through
the � ring of PhBr to the Pd with a binding free energy of
�10.8 kcal mol�1. Not surprisingly, � complexes are
energetically preferred to Pd—Br � complexes. Interest-
ingly, the geometries of the � minima suggest a prefer-
ence for �1 instead of �2 or �6 coordination modes for the
Pd–� interaction, for reasons that are not clear to us. The
aryl–bromide oxidative addition product, Pd(PH3)
(Ph)(Br), has three T-shaped isomers, with the trans
position to open-coordination site being occupied by
PH3 (1a), Br (1b) or Ph (1c), as shown in Fig. 3. Aryl
bromide 1c is most stable (3 and 8 kcal mol�1 lower in
energy than 1a and 1b, respectively), a result consistent
with Ph being more strongly trans-influencing than
PH3 and Br. The calculated free energy for the reaction
(from separated reactants) Pd(PH3)þPh-Br! 1c is
�15.4 kcal mol�1.


Two possible transition states for oxidative addition of
Ph–Br to Pd(PH3) are found, one with Ph trans to PH3


(T1b
z
) and, the other with Br trans to PH3 (T1c


z
) (Fig. 3).


Thus, there are two possible reaction paths: Pd(PH3)þ
Ph–Br!T1b


z ! 1b or Pd(PH3)þ Ph–Br!T1c
z ! 1c.


Isomer 1a can be generated from the isomerization of
1b or 1c, although not directly from oxidative addition of
PhBr to Pd–phosphine. The calculations indicate little
kinetic discrimination between the two oxidative addi-
tion transition states; T1b


z
is only 1.3 kcal mol�1 lower in


energy than T1c
z
. On the other hand, there is a more


pronounced thermodynamic preference for 1c, which is
7.9 kcal mol�1 more stable than 1b.


Pd-CATALYZED ARYL–N/ARYL–O FORMATION 419


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2005; 18: 417–425







Coordination of the heteroatom substrate
NH3. Substrate coordination is a straightforward process
(Fig. 3) for the small models employed here. The ammine
coordination product has three isomers (2a, 2b or 2c)
produced by coordination of ammonia from the three
isomers (1a, 1b or 1c) formed in the PhBr oxidation
addition. Ammine 2a of Pd(PH3)(NH3)(Ph)(Br), NH3 and
PH3 is trans, predicted by theory to be the lowest in
energy by 6 kcal mol�1. However, note that 2a is formed
from coordination of ammonia to 1a, the oxidative
addition product for which there is no direct path-to-
from reactants. Hence, substantial formation of ammine
2a would require isomerization of 1c and/or 1b to 1a
before heteroatom substrate coordination. Calculations
indicate that the isomerization pathway from 1c to 1a is
kinetically feasible with a barrier of �4.6 kcal mol�1.


Elimination of HBr. Upon coordination of the heteroa-
tom substrate, an equivalent of HX (in this case HBr)
must be lost to yield Pd(PH3)(NH2)(Ph), from which the
aniline product is formed and the catalyst regenerated.
The loss of HX can occur in one or two steps. In a single-
step process, which is rare for middle to late transition
metal complexes,20 1,2-HBr elimination shows a very
high endothermicity (48 kcal mol�1). The calculation is
based on the energy of ammine 2a (the most stable
isomer of Pd(Br)(PH3)(NH3)(Ph)) and amide 3c (the


most stable isomer of Pd(PH3)(NH2)(Ph); see next
section).


It has been proposed that the role of external bases such
as t-butoxide is to deprotonate the heteroatom substrate
upon its coordination to the metal.6,7 This suggests that
1,2-HX elimination may occur in two steps: proton
abstraction by an external base (t-butoxide was used in
this study) followed by liberation of bromide:


PdðBrÞðPH3ÞðNH3ÞðPhÞ þ tBuO�


! ½PdðBrÞðPH3ÞðNH2ÞðPhÞ�� þ tBuOH
ð3aÞ


2a


½PdðBrÞðPH3ÞðNH2ÞðPhÞ�� ! ½PdðPH3ÞðNH2ÞðPhÞ�
þ Br�


ð3bÞ


3c
Gas-phase calculation shows that the first step Eqn (3a) is
exergonic by 28.3 kcal mol�1, although the second step
Eqn (3b) is endergonic by 19.4 kcal mol�1. Because the
energies of ions are greatly influenced by solvent, the
most prevalent experimental solvent (toluene) is then
modeled in the calculations. The PCM implemented in
Gaussian 98 is used.19 Upon inclusion of the solvent
effects the first step is still highly exergonic
(19.2 kcal mol�1), but the second step is now only en-
dergonic by 6.9 kcal mol�1. Thus, our calculations sug-
gest that HX elimination is a two-step process.


Reductive elimination. Research by Hartwig sug-
gests that two pathways are possible in palladium-cata-
lyzed amination.7 Reductive elimination of product can
happen from either mono- or diphosphine complexes:
Pd(PH3)n(NH2)(Ph), where n¼ 1 or 2.


For a monophosphine active species, two Pd(PH3)
(NH2)Ph complexes are found as shown in Fig. 4: amide
3b (NH2 trans to open site) and amide 3c (Ph trans to
open site). Surprisingly, when geometry optimization
starts from amide 3a (PH3 trans to open site), it converges
to the 3c isomer. Thermodynamically, 3c is more stable
than 3b by 9.1 kcal mol�1. Two reductive elimination
transition states are found: T3bz, with Ph trans to PH3,
is the transition state for 3b!PdPH3þ PhNH2, transi-
tion state T3cz, with NH2 trans to PH3, is the transition
state for the reaction 3c!PdPH3þ PhNH2 (Fig. 4). The
kinetic barrier of the latter (11.8 kcal mol�1) is
1.3 kcal mol�1 higher than the former (13.1 kcal mol�1)
(Fig. 4). Because 3c is 9.1 kcal mol�1 more stable than
3b, we conclude that the reductive elimination
pathway for a monophosphine catalyst model is 3c!
T3c


z !PdPH3þ PhNH2.
If the elimination starts from diphosphine, as shown in


Fig. 4, two isomers are found, 4b (trans) and 4c (cis). Cis


Figure 3. Oxidative addition and coordination steps. The
numbers in parentheses are the Gibbs free energies relative
to that of reactants (kcal mol�1), which are PhBr, NH3 and
Pd(PH3) (X¼Br, Ar¼ Ph, REHn¼NH3)
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isomer 4c is more stable than trans 4b by 3.1 kcal mol�1.
Even though the reaction from 4c to PhNH2 is
36 kcal mol�1 exergonic, the reductive elimination bar-
rier from 4c to transition state T4


z
is high at


17.8 kcal mol�1 (the barrier starting from monophosphine
is 11.7 kcal mol�1). In addition, the calculated energy
for the hypothetical reaction T4


z !T3c
z þ PH3 is


�5.1 kcal mol�1. Thus, reductive elimination from di-
phosphine appears to be disfavored in relation to that for
monophosphine.


b-H Elimination (NH3 vs. NH2CH3)


�-H Elimination is a side-reaction that competes with
reductive elimination (Fig. 5). The NH2CH3 substrate is
studied instead of NH3 in order to compare the kinetics
and thermodynamics of �-H elimination with reductive
elimination. Of course, introducing NH2CH3 does not
change the Ar–Br oxidation addition process. Likewise,
NH3 and NH2CH3 also follow nearly identical paths with
respect to coordination to Pd, elimination of HBr and
elimination of Ph–amine (Fig. 5).


Hydrogens on the methyl group may initiate the side-
reaction of �-H elimination, which competes with
Ph(N(H)CH3) reductive elimination. The �-H elimina-
tion process starts from amide 3c-Me (the lower energy
conformation), goes through transition state T5


z
and


forms the four-coordination intermediate 6c. By liberat-
ing imine (HN——CH2), intermediate 6c produces
Pd(Ph)(PH3)(H) with three T-shaped isomers, the trans
position to the open coordination site being occupied by
PH3 (7a), H (7b) and Ar (7c) (Fig. 5). Because H and Ar
groups have much stronger trans-influencing effects than
PH3 group, 7b and 7c are both lower than 7a in energy.
Isomer 7b is favored by 5.7 kcal mol�1 versus 7c. Isomers
7b and 7c can go through transition states T6b


z
and T6c


z
,


Figure 4. Reductive elimination. The numbers in parenth-
eses are Gibbs free energies (kcalmol�1) relative to those of
PhNH2 and Pd(PH3)/Pd(PH3)2 (Ar¼ Ph and REHn�1¼NH2)


Figure 5. Reductive elimination and �-H elimination. The
numbers in parentheses are the Gibbs free energies
(kcalmol�1) relative to those of Ph(NHCH3) and Pd(PH3)
(Ar¼ Ph and EHn�1R¼NHCH3)
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respectively, and both passes lead to the side-product
arene (in our case, benzene). This step is very facile
because the barrier is <1 kcal mol�1 (Fig. 5).


Thus, the �-H elimination side–reaction includes one
major barrier: 3c-Me!T5


z
(17.5 kcal mol�1). On the


other hand, the kinetic barrier for the reductive elimina-
tion step 3c-Me!T3c-Me


z
is 12 kcal mol�1. The ener-


getics for the side-reaction and reductive elimination are
�12.7 and �20.0 kcal mol�1, respectively. This shows
that �-H elimination is less favored than the reductive
elimination from both thermodynamic and kinetic view-
points.


Active catalytic species (Pd(PH3) vs. Pd(PH3)2)


Until now, we have assumed a monophosphine active
species based on experimental evidence.9 In order to
address computationally the active catalytic species
(monophosphine versus diphosphine Pd complexes),
two issues need to be addressed: the relative kinetic
barrier of the oxidation addition of ArX and the stability
of Pd(PH3) versus Pd(PH3)2.


If the active catalytic species is a diphosphine complex,
the oxidative addition step will be different. As shown
in Fig. 6, reactant PhBr and catalyst Pd(PH3)2 first


form adduct A2, which is essentially unbound (�G¼
4.3 kcal mol�1) upon inclusion of entropic corrections.
Adduct A2 then proceeds to transition state T2


z
and


produces 5c, cis–Pd(PH3)2(Br)(Ph). Trans isomer 5b is
more stable than cis 5c by 6.4 kcal mol�1. The isomeriza-
tion between 5c and 5b involves three-coordinated spe-
cies 1c and 1b after losing one phosphine ligand from
four-coordinated diphosphine-ligand species. Even
though the overall oxidative addition is 7.1 kcal mol�1


exergonic, the kinetic barrier from A2 to transition state
T2


z
is 18.5 kcal mol�1, which is 8 kcal mol�1 higher than


that of monophosphine oxidative addition. In addition,
the calculated �G for the hypothetical reaction T2


z !
T1bz þ PH3 is�4.3 kcal mol�1, which further supports the
energetic preference for a monophosphine active species.


Direct coordination of NH3 to form a five-coordinate
intermediate from 5b is not favored. All attempts at
geometry optimization to identify a stable Pd(NH3)
(PH3)2(Ph)Br resulted in loss of ammonia. However,
the process of exchanging PH3 with NH3 (5bþNH3!
2aþ PH3) is 5.6 kcal mol�1 exergonic.


Reductive elimination to form an aniline product from
the diphosphine Pd complexes is disfavored relative to
the analogous process for monophosphines discussed
earlier.


Experimental evidence, particularly NMR spectro-
scopy, has been interpreted to indicate that the active
species for the most active catalysts are Pd–monopho-
sphine complexes Pd[PR2(Ar–Ar0)], where R is typically
a bulky alkyl group, such as cyclohexyl (Cy) or t-butyl
(tBu), and Ar–Ar0 is a biphenyl derivative.9 However,
phosphine dissociation from Pd(PH3)2 to Pd(PH3) is
19 kcal mol�1 exergonic. Because our simplified system
ignores the steric effect of the phosphine ligand, the
energetics for phosphine dissociation need to be justified
using more realistic models. This is currently being
explored in our laboratory by hybrid quantum mechanics
and molecular mechanics (QM/MM) techniques. Our
preliminary results suggest that monophosphines are
stabilized by Pd–� interactions with the pendant Ar0


group, hence all the preceding and ensuing discussion
is based on a Pd–monophosphine active species.


The effect of different X groups (Cl vs. Br)


In experiment, the use of aryl chlorides rather than
bromides or iodides in cross-coupling chemistry has
been actively pursued because of the low cost of the
former.21 In our calculations, they follow very similar
reaction paths. The lowest energy isomers for the dif-
ferent reaction intermediates (Pd(PH3)(Ph)X and
Pd(PH3)(Ph)(NH3)X) are also similar in geometry for
X¼Cl and X¼Br. The overall free energy for oxidative
addition from separated reactants is �11.3 kcal mol�1 for
PhCl versus �15.4 kcal mol�1 for PhBr. Furthermore, the
barrier from adduct to transition state is 18.3 kcal mol�1


Figure 6. Oxidative addition of Ph–Br to Pd(PH3)2. The
numbers in parentheses are the Gibbs free energies
(kcalmol�1) relative to those of PhBr and Pd(PH3)2
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for chlorobenzene versus 10.4 kcal mol�1 for bromoben-
zene (Table 1). The lower barrier for oxidative addition of
the aryl bromide is consistent with the mechanistic data
of Buchwald and co-workers.6 Substitution of Br with Cl
also disfavors the coordination of amine by 3 kcal mol�1.


The 1,2-HX elimination process (gas phase) favors
HCl elimination (43.5 kcal mol�1) versus HBr elimina-
tion (48.0 kcal mol�1) by 4.5 kcal mol�1. However, cal-
culation of the two-step elimination with toluene solvent
(see Eqns (3a) and (3b)) shows that liberation of chloride
is 12.0 kcal mol�1 endergonic, which is 5.1 kcal mol�1


higher than that of bromide (6.9 kcal mol�1) (Table 1).
Thus, aryl chlorides hinder the overall reaction by in-
creasing the barrier to oxidative addition as well as HCl
elimination.


The effect of Ar group (PhBr vs. ArBr)


The role of electronic effects in modifying the reaction is
investigated by comparison of the computed kinetics and
thermodynamics of bromobenzene with that of p-substi-
tuted aryl bromides such as p-NH2–C6H4Br (electron
rich) and p-CN–C6H4Br (electron poor).


The calculation of the energetics for the overall reaction
(Ar–BrþNH3!HBrþAr–NH2) indicates that p-NH2–
C6H4Br disfavors the reaction by 2.9 kcal mol�1


(�G¼ 1.0 kcal mol�1) and p–CN–C6H4Br favors the
reaction by 2.9 kcal mol�1 (�G¼�4.8 kcal mol�1)
compared with C6H5Br (Table 1). The electron-withdraw-
ing p-cyano group yields lower oxidative addition
(by 3.9 kcal mol�1) and reductive elimination (by
0.5 kcal mol�1) barriers versus bromobenzene. On the
other hand, amino substitution lowers the oxidative addi-
tion barrier by 1.0 kcal mol�1, but raises the reductive
elimination barrier by 0.4 kcal mol�1 versus bromoben-
zene. Experimentally, acceleration of C—N22 and C—O23


bond formation was observed with complexes containing
aryl groups with electron-withdrawing substituents, a re-
sult consistent with the present computations if one
assumes that the rate-determining step is either oxidative
addition of ArX or reductive elimination of the product.


The effect of heterocycle (PyBr vs. PhBr)


Because the pyridine moiety exists in many synthetic
drugs, fungicides and herbicides (i.e. epibatidine and
nicotine in Fig. 7), it would be of interest to know the
effect when the bromopyridine replaces aryl bromide as
substrate. We focused on 2-bromopyridine and 3-bromo-
pyridine, which are more of experimental interest.9


Theoretically, due to the electronegativity of the nitrogen
atom, the 2nd and 4th positions bear a partial positive
charge, making them prone to nucleophilic attack by the
catalyst during the oxidative addition step. Experimen-
tally, aminations of 2-chloropyridine were observed to be
considerably faster than those of 3-chloropyridine.6 T
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In ourcalculation, 2-Br–Py yields lower barriers (both by
1.4 kcal mol�1) of oxidative addition and reductive elimi-
nation compared with those of Ph–Br. On the other hand,
3-Br–Py increases oxidative addition (by 1.6 kcal mol�1),
reductive elimination (by 0.6 kcal mol�1) and HBr loss
(by 4 kcal mol�1) barriers relative to bromobenzene.
Thus, the greater activity of 2-Br–Py than 3-Br–Py is
not only caused by the difference in the oxidative addi-
tion step but also HX loss and reductive elimination steps.


The effect of different E groups (NH3 vs. H2O)


Substitution of NH3 with H2O will permit an examination
of the catalytic process of producing aryl ethers, which
remains a major challenge for organic synthesis.6–8 The
observed differences in catalytic aryl–O and aryl–N
formation for otherwise similar catalyst systems6,7 are
investigated by comparison of the relative kinetics and
thermodynamics for H2O versus NH3 coordination and
reductive elimination to form C—O versus C—N bonds,
respectively.


Coordination of H2O to Pd(PH3)(Ph)Br is still exer-
gonic (�G¼�7.5 kcal mol�1) even though it is
11.6 kcal mol�1 less favorable than coordination of NH3


(Table 1). Thus, it does not seem as if the differences in
aryl ether versus aryl amine synthesis are due to some
inherent unfavorability of substrate coordination for
oxygen-containing heteroatom substrates.


The 1,2-HBr elimination process (gas phase) seems to
be easier from Pd(PH3)(H2O)(Ph)(Br) (�Grxn¼
34.9 kcal mol�1) than Pd(PH3)(NH3)(Ph)(Br) (�Grxn¼
48.0 kcal mol�1) by 13.1 kcal mol�1. However, calcula-
tion of two-step HX elimination (toluene solvent)
shows that for the aqua complex the deprotonation
step is �37.2 kcal mol�1 (�19.2 kcal mol�1 for the am-
mine) and liberation of bromide is 11.9 kcal mol�1


(6.9 kcal mol�1 for the ammine) (Table 1). Thus, sub-
stitution of NH3 with H2O retards HBr elimination by
increasing the energy of bromide loss.


For the reductive elimination step, only one transition
state is found, that in which the OH group is trans to
phosphine (T3c


z
in Fig. 4). The reductive elimination


barrier for Caryl—O bond formation is 15.8 kcal mol�1 to
produce phenol, which is 3 kcal mol�1 higher than the
barrier to Caryl—N formation to produce aniline. Thus,
the differences in reactivity for aryl ether versus aryl
amine products thus seems to be due to the higher


reductive elimination barrier for the former, although
the effect of the E-containing substrate on HX loss cannot
be discounted.


The effect of phosphine ligand modification
(PMe3 vs. PH3)


The phosphine ligands in the experimental systems
require electron-rich as well as sterically bulky substitu-
ents,6 whereas the model PH3 has neither of these proper-
ties. The replacement of PH3 with PMe3 was investigated
to provide an assessment of how a larger and more
electron-donating phosphine may affect the catalytic
cycle.


Differences are found upon going from a Pd(PH3) to a
Pd(PMe3) catalyst model. First, among the three Ph–Br
oxidative addition isomers (1a, 1b and 1c), 1a is slightly
more stable than 1c by 0.6 kcal mol�1 for the PMe3-
substituted system in contrast to the Pd(PH3) system
(1a< 1c by 2.9 kcal mol�1). Second, 1,2-HBr elimination
is even more disfavored in the gas phase (51 kcal mol�1


for PMe3 versus 48 kcal mol�1 for PH3). However, if
toluene solvent effects are considered for the two-step
HBr elimination (see Eqns (3a) and (3b)) then both steps
are exergonic: the deprotonation by t-butoxide is
�7.3 kcal mol�1 (�19.2 kcal mol�1 for the PH3 system)
and bromide loss is �2.2 kcal mol�1 (6.9 kcal mol�1 for
the PH3 system). Third, the PMe3 ligand facilitates
oxidative addition (the barrier is 1.1 kcal mol�1 lower
for PMe3 versus the PH3 catalyst model) and hinders
reductive elimination (the barrier is 1.2 kcal mol�1


higher) (Table 1) which is consistent with PMe3 being a
better donor than PH3.


SUMMARY


A DFT study of the kinetics and thermodynamics of Pd–
phosphine–catalyzed heteroatom bond formation (Eqn
(1)) was carried out. Individual steps in the catalytic
cycle—ArX oxidative addition, REHn coordination, HX
loss, ArE(H)n� 1R reductive elimination and �-H elim-
ination—were investigated. The effects of modification
of the ligand (PH3 versus PMe3), leaving group (X¼Cl
versus X¼Br), heteroatom substrate (REHn¼H2O and
NH3), aryl (Ar¼ phenyl, p-cyanophenyl, p-aminophenyl
and pyridyl) and metal coordination number (Pd(PH3)
versus Pd(PH3)2), were investigated. Major conclusions
are summarized here:


(i) Aryl chlorides hinder the overall amination reaction
by increasing the barrier to the initial oxidative
addition relative to aryl bromides. Also, HX loss is
more favorable for X¼Br than X¼Cl.


(ii) Para electron-withdrawing groups on the aryl ring
facilitate both the oxidative addition and reductive
elimination steps.


Figure 7. Structures of epibatidine (left) and nicotine (right)
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(iii) 2-Halopyridines are more active than 3-halopyri-
dines by facilitating oxidative addition, HX loss and
reductive elimination.


(iv) More weakly coordinated heteroatom substrates (i.e.
alcohol versus amine) will hinder the reaction by
increasing the reductive elimination barrier and
increasing the barrier to bromide loss.


(v) Electron-rich phosphine ligands facilitate the oxida-
tive addition step and hinder reductive elimination.


(vi) The exact nature of the catalyst active species is
predicted to be a monophosphine Pd complex be-
cause it allows lower oxidative addition and reduc-
tive elimination barriers than diphosphine Pd
complexes. However, more realistic models are
needed to model the steric effect of the phosphine
ligands on the active catalytic species.
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ABSTRACT: Deprotonation energies in vacuo of a large number of para-substituted benzoic acids encompassing a
wide variety of substituents [F, Cl, Br, CH3, C(CH3)3, CH——CH2, C———CH, CHO, COOH, CF3, BH2, B(CH3)2, NH2,
N(CH3)2, OH, OCH3, SH, CN and NO2] were studied by a reliable ab initio method. It is shown by using a triadic
formula analysis that the enhanced acidity of these compounds is a consequence of the final state as a rule, i.e. it is a
result of the greater stability of the conjugate bases. There are just a few exceptions to this rule, involving C(CH3)3,
OCH3, OH and SH substituent groups. In the last two cases molecules deprotonate at the O and S substituent atoms,
respectively. The ring-substituted pentacyano derivative of benzoic acid was also examined. It is shown that it exhibits
highly pronounced acidity owing to a strong anionic resonance effect in the resulting final state anion. Copyright #
2005 John Wiley & Sons, Ltd.


KEYWORDS: acidity; benzoic acid; deprotonation; substituent effects; triadic formula analysis


INTRODUCTION


The origin of the stronger acidity of carboxylic acids
relative to the corresponding alcohols has been a much
debated theme with a controversial outcome. A large
body of the work was focused on the simplest represen-
tatives of these two families of compounds: formic acid
and methanol. In his classic book, Wheland1 pointed out
that the difference in acidity might be due to the (anionic)
resonance stabilization and the electrostatic stabilization
of the negative charge by the positively charged carbon
atom in the formate anion. Wheland concluded that ‘We
cannot be sure how much of the observed effect must be
attributed to each cause’. It seems that this statement
holds even nowadays. Despite Wheland’s caution on a
possible dichotomy, the prevailing interpretation has
attributed the higher acidity of carboxylic acids to the
resonance effect in the resulting anions, as can be found
in many contemporary textbooks.2–5 This conventional
view was challenged by Siggel, Thomas and Streitwie-
ser,6–10 who claimed that the greater acidity of carboxylic
acids compared with alcohols is a consequence of the
properties of the initial neutral molecules. More specifi-
cally, the higher polarized carbonyl of the carboxylic acid
repels the hydroxyl proton in the neutral acid and


stabilizes the negative charge in the conjugate base due
to a highly pronounced positive charge of its carbon
atom. Unfortunately, most of the analyses were based
on Bader’s electron populations and net atomic charges,11


which are highly unrealistic. Maslen and Spackman
found that Bader’s AIM scheme yields appreciable
charge transfer even within promolecules, where the
interatomic interactions are set equal to zero by defini-
tion.12,13 In other words, Bader’s charges do not exhibit a
proper asymptotic behavior. It is not surprising, therefore,
that the gross atomic populations of oxygen are between
9 and 9.5 electrons, suggesting a charge drift of 1.0–1.5
electrons to the O atom even in small molecules such as
CO, H2CO and CH3OH. Clearly, interpretations employ-
ing topological atom charges are not viable. Since the
definition of the atomic charge in a molecular environ-
ment is not unique, it should be used with extreme care.14


A recent analysis by Baerends, Bickelhaupt and co-
workers15 showed that the atomic charges calculated
using Hirshfeld’s ‘stockholder’ recipe16 and the Voronoi
deformation density method17,18 (a) were similar and (b)
provided physically and chemically meaningful values. It
would therefore be interesting to re-examine earlier
results, which have claimed a decisive importance of
the initial state by using more realistic atomic charges of
Hirshfeld16 and Voronoi.17,18 However, there is also
another kind of critique put forward by Exner,19 who
employed isodesmic reactions to show that the origin of
enhanced acidity of formic acid is the low energy of the
CH3COO� anion and not the high energy of the initial
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CH3COOH acid. To put it another way, it is a conse-
quence of the final state rather than the effect of the initial
state as advocated by Thomas and co-workers6–10 Dewar
and Krull addressed the same problem in a typically
ingenious way by designing a set of vinylogs of formic
acid, COH—(CH——CH)n—OH, with varying number n
of vinyl fragments.20 The electrostatic interaction of the
C——O group at one end of the molecules and the OH
group on the other is negligible for large n and yet the
acidity increases with the size of the acid molecule. It is
obvious that the anionic resonance becomes progres-
sively more important with increasing n, which is in
harmony with the standard interpretation. Subsequently,
it gradually turned out that both the electrostatic (induc-
tive) and resonance effects are of importance in deter-
mining the amplified acidity of carboxylic acids. For
example, the valence bond SCF method was employed
by Hiberty and Byrman21 to show that the inductive effect
and �-electron delocalization contribute equally to the
acidity of the carboxylic acid. Rablen,22 on the other
hand, used MO theory and a series of isodesmic reactions
in studying the acidity of acetic acid and concluded that
75% of its amplified acidity comes from electrostatic
stabilization, whereas 25% arises from � resonance.
Qualitatively similar, but quantitatively different, results
were obtained by Taft et al.23 by multilinear analysis,
which showed that 36% of the acidity of formic acid
could be ascribed to the resonance effect of the general O-
acids. To epitomize the mainstream discussion, one could
say together with Exner and Čarsky24 that the acidity of
carboxylic acids originates in the low energy of their
anions. It is more difficult to estimate the relative con-
tributions of the anionic resonance and the electrostatic
effects, since it cannot be done in an unequivocal manner.
Obviously, it would be useful to approach the problem
from another angle.


Our approach in rationalizing the proton affinities of
bases and deprotonation energies of acids is somewhat
different, offering a new point of view. It is embodied in
the triadic formula based on dissection of the (de)proto-
nation process into three stages corresponding to the
initial, intermediate and final state events.25,26 Let us
consider the acidic dissociation of the proton as a reverse
reaction: protonation of the anionic conjugate base. One
should keep in mind that in this case the final state in
deprotonation becomes the initial state in the protonation
of the anions. If the genuine properties of the latter are
desired, then Koopmans’ ionization energy of the anions
ðIEÞKoop


n should be calculated in the fixed nuclei and
frozen electron density approximation. Consistent appli-
cation of this model has conclusively shown that car-
boxylic acids X—COOH are more acidic than alcohols
X—OH (X¼H, CH3, F, CF3), because of considerably
larger Koopmans’ ionization energies.26 To put it suc-
cinctly, the enhanced acidity of carboxylic acids X—
COOH (X¼H, CH3, F, CF3) is a consequence of the final
state (anionic) features.


In view of the great interest in this topic, we felt it
worthwhile to extend the triadic analysis to para-sub-
stituted benzoic acids X—COOH, where X¼Ph(p-Y)
with Y encompassing a large number of widely different
atoms or atomic groups [Y¼ F, Cl, Br, CH3, C(CH3)3,
CH——CH2, C———CH, CHO, COOH, CF3, BH2, B(CH3)2,
NH2, N(CH3)2, OH, OCH3, SH, CN and NO2]. In addi-
tion, the ring-substituted pentacyano derivative of ben-
zoic acid is examined, since it represents a good
candidate for a very strong neutral organic acid.


THEORETICAL FRAMEWORK


Acidity is defined as the change in enthalpy �Hacid for
the reaction


AHðgÞ �! A�ðgÞ þ HþðgÞ ð1Þ


which is given by


�Hacid ¼ �Eacid þ�ðpVÞ ð2Þ


where �Eacid is the change in the total molecular energy
of the species participating in reaction (1). It includes the
zero-point vibrational energy (ZPVE) and the finite
temperature thermal correction (from 0 to 298.15 K),
whereas �(pV) denotes the pressure–volume work
term. It is worth noting that stronger acids have smaller
numerical values of �Hacid, thus implying easier release
of the proton. A theoretical model offering a very good
compromise between accuracy and feasibility combined
with practicality is given by the MP2(fc)/6–311þG(d,p)//
B3LYP/6–31G(d) approach, hereafter denoted MP2. This
computational procedure yields acidities which compare
reasonably well with experiment and much more de-
manding G2 method.27–31


We have shown that a very useful tool for interpretation
of acidities is provided by the triadic formula:26,32,33


PAðA�Þ� ¼ �IEðA�ÞKoop
n þ EðeiÞðnÞrex


þ ðBDEÞ�� þ 313:6 kcal mol�1
ð3Þ


(1 kcal¼ 4.184 kJ), which describes protonation of the
conjugate base (anion A�). In other words, it is concep-
tually convenient to consider a reversed process instead
of deprotonation. Here, the electron affinity of the proton
is 313.6 kcal mol�1, the site of protonation is denoted �
and IEðA�ÞKoop


n is the nth Koopmans’ ionization energy
of the anion A� calculated in the clamped nuclei and
frozen electron density approximation (that is to say, a
sudden ionization from the nth occupied molecular orbi-
tal is considered counting HOMO as the first). The
reorganization of both the nuclei and electron density,
due to the fact that ionization is not a sudden event
in reality, is denoted EðeiÞðnÞrex. Actually, the picture
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underlying the triadic description of the A�þHþ proto-
nation event implies a completion of the relaxation before
the H� atom and A� radical start to interact yielding
ultimately an A—H bond. Hence the relaxation energy
EðeiÞðnÞrex is defined by the equation


EðeiÞðnÞrex ¼ IEðA�ÞKoop
n � IEðA�Þad


1 ð4Þ


where IEðA�Þad
1 is the first adiabatic ionization energy.


One should keep in mind that Koopmans’ ionization
energy is calculated by the HF wavefunction, implying
that the relaxation energy EðeiÞðnÞrex includes the correla-
tion energy contribution inherent only in the first adia-
batic ionization energy IEðA�Þad


1 term. In other words, it
is not a ‘clean’ relaxation effect. One could, of course,
single out and separate the correpation energy contribu-
tion to the �IEðA�Þad


1 adiabatic ionization energy as an
idenpendent term. However, we would prefer to keep the
picture and formulae as simple as possible. This stand-
point is supported by the fact that �IEðA�ÞKoop


n does
reflect the energy price to be paid in the ionization
process, because the relaxation and correlation effects
tend substantially to cancel out. Finally, the bond dis-
sociation energy in deprotonation (or association energy
in a reverse protonation) process describing homolytic
X�—H scission at the X� atom is denoted ðBDEÞ��.


It should be mentioned that the three-step process,
introduced for interpretation purposes and embodied in
the trichotomy formula (3), is a simple extension of the
usual thermochemical cycle, where a single IEðA�Þad


1


term is replacing a sum of IEðA�ÞKoop
n � EðeiÞðnÞrex. This


is conceptually very important, since Koopmans’ ioniza-
tion energy mirrors the influence of the final state, i.e. it
reflects intrinsic features of the conjugate base produced
as a result of deprotonation in its ground state. Moreover,
in contrast to the first adiabatic ionization energy
IEðA�Þad


1 , Koopmans’ IEðA�ÞKoop
n term corresponds to


the nth ionization energy, which is related to a specific
MO that participates in the protonation process in the
most direct way. The latter MO is closely associated with
the site X� in anion A� that is protonated. For example, in
the case of a lone pair localized on the atom under proton
attack, it is the very molecular orbital describing this lone
pair. Identification of such MOs is usually unambiguous
and poses no problem. It should be strongly pointed that
triadic formula (3) is exact and that errors arise solely
from the approximate theoretical methods employed in
calculating the PA(A�)� values. However, one should
keep in mind that partitioning of the total PA(A�)� into
three terms is not unique, because the calculation of the
ionization energy IEðA�ÞKoop


n in the sudden Koopmans’
approximation is not rigorous. The inherent error, given
by a deviation from the exact cancelation of the electron
correlation and relaxation contributions calculated in the
sudden picture, is remedied by its absorption in the
relaxation EðeiÞðnÞrex energy term. Hence, the latter should
be also taken treated with a due caution (see above). This


is the price one has to pay for conceptual gain obtained by
considering the frozen distributions of the nuclei and
electrons in the anion A�, in order to extract the genuine
features of the final state in an approximate, but satisfac-
tory, way.


The triadic analysis applied here is executed at the
ROMP2(fc)/6–311þG(d,p)//B3LYP/6–31G(d) level of
theory. Koopmans’ ionization energies are calculated
by the restricted HF/6–311þG(d,p)//B3LYP/6–31G(d)
model, which represents a simplified form of the proce-
dure proposed earlier.26 Bond dissociation energies are
obtained by use of the restricted open-shell MP2 ap-
proach. All calculations were carried out by employing
the Gaussian 98 suite of programs.34


RESULTS AND DISCUSSION


The systems examined here are schematically depicted in
Fig. 1. In addition to a series of para-substituted benzoic
acids with substituents X¼ F, Cl, Br, CH3, C(CH3)3,
CH2


——CH2, C———CH, BH2, B(CH3)2, CHO, COOH,
CF3, NH2, N(CH3)2, OH, OCH3, SH, NO2 and CN, we
considered the pentasubstituted cyano derivative 2, which
should exhibit a very strong acidity. The calculated
proton acidities (PA) of their conjugate bases are given
in Table 1 together with results of the triadic analysis. We
note that the theoretical proton affinities (i.e. acidities)
are in excellent agreement with available experimental
data taken from Ref. 35, being in all cases within the error
bars. An interesting finding is that deprotonation takes
place at oxygen and sulfur atoms for the para substituents
X¼OH and SH. If compound 2 is excluded, then the
range of PA values is fairly narrow, extending from 328.9
(X¼NO2) to 342.3 kcal mol�1 (X¼NH2 or N(CH3)2). In
other words, the variation in PA caused by a large variety
of widely different para substituents spans a range of
only 12 kcal mol�1. A strong decrease in PA and a
concomitant increase in acidity is found in 2, as expected
in view of a very strong anionic resonance in A� anions
possessing a large number of CN groups, which seems to
be a general feature.32,36–39


Figure 1. Schematic representation of the studied
substituted benzoic acids
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Analysis of various contributions to the deprotonation
energies reveals some interesting features. In the first
place, the homolytic bond dissociation energy ðBDEÞ�OH


of the OH bonds belonging to the carboxylic fragment is
fairly constant, being around 100 kcal mol�1. The
ðBDEÞ�OH and ðBDEÞ�SH values of the para-hydroxy and
para-sulfoxy derivatives, respectively, are notable excep-
tions being smaller assuming 82.7 and 75.8 kcal mol�1,
respectively. Second, the molecular orbitals undergoing
the largest change in deprotonation of the acids or,
alternatively, playing a pivotal role in protonation of the
corresponding anions of conjugate bases, are HOMO-3 as
a rule as exemplified by the parent benzoic acid (Fig. 2).
The latter describes the �-electron distribution of the lone
pairs in the carboxylic acid. There are only three excep-
tions, which are given by para-substituted OH and SH
derivatives and pentacyano derivative of benzoic acid 2.
In the first case (OH substituent), the MO participating
directly in de/protonation is the HOMO-2 antibonding
orbital describing the in-plane interaction between the
lone pair of the oxygen atom belonging to the OH group
and the two vicinal CC bonds within the benzene ring. In
the last two molecules the crucial MOs are HOMOs-1 of
the S� and COO� groups in 2 as depicted in Fig. 2. The
orbital energies in question, taken with the opposite sign,
represent the energetic cost to be paid in the protonation
process of anions. It is related to ionization of the
conjugate bases estimated within Koopmans’ approxima-
tion. The largest ionization energies (IE)n


Koop in mono-
substituted benzoic acids are found for NO2 (156.7), CN


(153.5), CHO (150.4), CF3 (150.1) and COOH
(149.4 kcal mol�1) substituents. The absolute maximum
is identified in the pentacyano derivative 2, being
189.1 kcal mol�1. In contrast, the lowest (IE)n


Koop value
is found in the monosubstituted system involving the SH
group (93.9 kcal mol�1). Interestingly, this compound
possesses the lowest relaxation energy (32.5 kcal mol�1)
too, which is in harmony with a strong localization of the
S� lone pair (Fig. 2). Hence the loss of an electron does
not appreciably affect the molecular and electronic re-
arrangement. On the other hand, the EðeiÞðnÞrex term
achieves a maximum value of 85.1 kcal mol�1 for the
OH substituent and a sizeable 76.3 kcal mol�1 in the ring-
pentacyano derivative 2.


Relative contributions of all three terms appearing in
the triadic formula (3) for acidity of derivatives of
benzoic acid, gauged by the parent compound benzoic
acid, are given in Table 2. Let us focus on halides first. It
is obvious that acidity increases along the series F, Cl and
Br owing to the greater stabilization of HOMO-3 orbitals.
Whether this is a consequence of the greater polarizabil-
ity of Cl and Br atoms, as usually stated in numerous
textbooks, is an open question. Mulliken40 and Löwdin41


(in parentheses) charges for F, Cl and Br atoms in anions
are �0.43 (�0.24), �0.09 (�0.07) and �0.16 (�0.09).
Caution has to be exercised, however, in view of the fact
that both Mulliken14 and Löwdin (based on orthogona-
lized AOs) charges exhibit considerable imperfections.42


They definitely do not reflect a greater ease of larger
halogen atoms accommodating the negative charge.


Table 1. Triadic analysis of proton affinities (PA) of conjugate bases of para-substituted benzoic acids obtained by applying the
ROMP2(fc)/6–311þG(d,p)//B3LYP/6–31G(d) method and triadic formula (3) (all data in kcalmol�1)a,b


Substituent (IE)n
Koop (IE)1


ad E(ei)(n)
rex (BAE)� PA(thr) PA(exp)c


H (139.4)4 74.1 65.3 100.0 339.5 340.2� 2.2
F (143.6)4 77.5 66.1 100.4 336.5 337.0� 2.1
Cl (146.0)4 78.4 67.6 100.3 335.5 335.5� 2.1
Br (146.8)4 79.0 67.8 100.4 335.0
CH3 (138.3)4 73.0 65.3 99.9 340.5 340.7� 2.1
C(CH3)3 (139.2)4 73.8 65.4 100.0 339.8 340.0� 2.2
CH——CH2 (142.6)4 75.7 66.9 100.2 338.1
C———CH (145.7)4 78.0 67.7 100.3 335.9
CHO (150.4)4 81.6 68.8 100.4 332.4 332.8� 2.1
COOH (149.4)4 79.9 69.5 100.3 334.0
CF3 (150.1)4 82.5 67.6 100.6 331.7 332.3� 2.1
BH2 (146.8)4 79.6 67.2 100.2 334.2
B(CH3)2 (144.5)4 76.8 67.7 100.0 336.8
NH2 (137.0)4 71.2 65.8 99.9 342.3 343.4� 2.1
N(CH3)2 (136.6)4 70.9 65.7 99.6 342.3
OH (146.3)3 61.2 85.1 82.7 335.1 335.9� 2.1
OCH3 (138.8)4 72.6 66.2 99.9 340.9 340.8� 2.1
SH (93.9)2 58.7 35.2 75.8 330.7
CN (153.5)4 84.9 68.6 100.9 329.6 327.8� 2.1
NO2 (156.7)4 85.4 71.3 100.7 328.9 328.1� 2.2
(CN)5 (189.1)2 112.8 76.3 102.9 303.7


a Koopmans’ ionization energies (IE)n
Koop correspond to HF/6–311þG(d,p)//B3LYP/6–31G(d) calculations.


b (IE)n
Koop and (IE)1


ad are Koopmans’ nth and the first adiabatic ionization energies, respectively.
c Experimental data are taken from Ref. 35.
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It is convenient to analyze variation in acidity by
a triad of numbers, �PA ¼ ½�ð�IEKoop


n Þ; �EðeiÞðnÞrex;
�ðBDEÞ���, where �PA¼PA(X—C6H4—COO�)�
PA (C6H5—COO�), �(�IEKoop


n )¼ � IE(X—C6H4—
COO�)n


Koopþ IE(C6H5—COO�)n
Koop, �E(ei)(n)


rex¼
E(ei) (n )


r ex(X — C6H4 — COO�) —E(ei) (n )
r ex(C6H5 —


COO�) and � (BDE)��¼ (BDE)��(X—C6H4—COO�)
� (BDE)��(C6H5—COO�), where the squared brackets
imply summation of the three terms. The increased
acidity of COOH, CHO and CF3 derivatives by 5.5–
7.8 kcal mol�1 is a consequence of the increased Koop-
mans’ ionization energies, which are spaced in a close
interval between 10 and 11 kcal mol�1, as easily deduced
from the data given in Table 2 by using triads sketched
above. In other words, it is the effect of the final state. The
same holds for derivatives involving BH2 and B(CH3)2


substituents. On the other hand, NH2, N(CH3)2 and OCH3


substituents decrease the acidity of the para-substituted
benzoic acid, which in the first two cases is predomi-


nantly due to decreased IE(A�)4
Koop values. This is illu-


strated by triads [2.4, 0.5, �0.1]¼ 2.8 and [2.8, 0.4,
�0.4]¼ 2.8 for NH2 and N(CH3)2 substituents, respec-
tively. Interestingly, the OH and SH are very special
cases, for two reasons: first because they deprotonate at
the substituent O and S positions (see above) and second
because the final state is not the primary cause of the
increased acidity. The former substituent enhances
acidity by a synactive combination of the increased
Koopmans’ ionization (�6.9 kcal mol�1) and, more im-
portantly, by a considerably lower bond dissociation
energy (BAE)� by �17 kcal mol�1. In contrast, the am-
plified acidity by the para-substituted SH group is a
result of a substantial decrease in the relaxation and
bond dissociation energies E(ei)(2)


rex and (BAE)�SH, respec-
tively, which overcome a dramatic destabilization of the
HOMO-1 orbital (45.5 kcal mol�1) measured within
Koopmans’ approximation by its orbital energy. Finally,
a strong acidifying effect of both CN and NO2 substituents


Figure 2. Schematic representation of the first four occupied molecular orbitals for some characteristic conjugated bases
under consideration together with their orbital energies (in a.u.) obtained at the HF/6–311þG(d,p)//B3LYP/6–31G(d) level of
theory in Koopmans’ approximation. The orbital energies of MOs participating in protonation of anions the most are given in
parentheses
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and a dramatic amplification of acidity by pentacyano
substitution in 2 originate from a very large stabilization
of HOMO-3 orbitals in the resulting anions, the latter
assuming a value as high as 49.7 kcal mol�1. Conse-
quently, it is a result of the final state effect.


It follows as a corollary that the stabilization of the
anionic conjugate bases is a prime cause of the enhanced
acidity of para-substituted benzoic acids, in agreement
with results obtained by Exner19 and by us.25,26 There are
very few exceptions to this rule encompassing C(CH3)3,
OCH3, OH and SH groups. The first two substituents
exert a minor effect on the acidity of benzoic acid.


CONCLUSIONS


To put the present results into a proper perspective, it is
worth pointing out that Hammett chose the ionization of
benzoic acids (in water) to design his famous equations,
which established relationship between the rate (or equi-
librium) constants and the substituent constants �.43


Multiple regression analysis performed by Ehrenson
has split the � constants into the ‘dual substituent para-
meter’ contribution involving inductive �I and resonance
�R components.44 Slightly different procedures were put
forward by Exner45 and Charton.46 All these results are
based on experimental measurements in solvents. In our
view, the system of � constants should be developed
in vacuo in a consistent way by using high-level ab initio
computational methods. We shall defer this discussion to


later papers. The most important outcome of the present
discussion is that the origin of increased acidity in
substituted benzoic acids is the higher stability of the
corresponding conjugate bases in most cases with only a
few exceptions involving C(CH3)3, OCH3, OH and SH
substituent groups. The last two compounds deprotonate
at OH and SH positions placed on the benzene ring para
to the carboxylic fragment. Consequently, their different
behavior is not surprising. Another interesting finding is
very high acidity of the ring-substituted pentacyanoben-
zoic acid, which is a consequence of a strong anionic
resonance effect in its conjugate base. This is in accor-
dance with the spectacular acidifying effect of other
polycyano substituents in planar hydrocarbons, as was
conclusively shown recently.36–39
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ABSTRACT: The corresponding o-aminobenzophenones are usually reported as the main degradation products in the
hydrolysis of 1,4-benzodiazepinones. Nevertheless, in previous studies of diazepam (DZ) in acidic aqueous medium
we isolated and characterized seven unexpected degradation products. Kinetic measurements under several reaction
conditions shed some light on the mechanisms of the complex reactions that are taking place, and photochemical
studies give hints on the mechanisms of chlorination and annelation processes. Alprazolam (AL) seems to exhibit an
unusually high stability against hydrolysis under several conditions; nevertheless, the structure is sensitive to
photolytic cleavage. The photodegradation of AL was studied in aqueous and methanolic solutions. Characterization
of the isolated products by 1H and 13C NMR and mass spectrometry revealed that electron transfer, oxidation and
rearrangement reactions take place. The influence of several variables such as pH, solvent composition and light
irradiation were examined and mechanisms for the formation of three photoproducts are proposed. A specific method
for the determination of AL in the presence of photoproducts was developed, which allowed kinetic determinations of
the photostability of AL. The photosensitivity observed in some patients treated with AL seems to be due to one of the
characterized photoproducts. Copyright # 2004 John Wiley & Sons, Ltd.


KEYWORDS: diazepam; alprazolam; drug stability; hydrolysis; photostability; anxiolytics; benzodiazepinone pharma-


ceuticals; photosensitivity


INTRODUCTION


Diazepam (DZ) and alprazolam (AL) are among the
most frequently prescribed benzodiazepinones (BDPs),
which belong to an important class of drugs that exhibit
different therapeutic applications such as anxiolytics,
anticonvulsants, antithrombotics, HIV Tat antagonists, anti-
tumor antibiotics, antipsychotics, anticonvulsants, hypno-
tics and muscle relaxants with different durations of
action.1 Recent studies carried out with DZ show that
it also inhibits shock-induced ultrasonic vocalization in
adult rats,2a while studies with AL demonstrate that a non-
rewarding dose of AL potentiates the affective response to


heroin in laboratory animals.2b Recently it was reported
that AL was involved in the inhibition of monocyte
chemoattractant protein.3


Since they are so widely used for the treatment of a
wide range of clinical disorders, several sensitive methods
are currently being developed for their quantitative deter-
mination in many matrices. Gas chromatography–ion trap
tandem mass spectrometry was recently reported for the
simultaneous detection of 22 BDPs.4 In the particular case
of DZ and AL, reversed-phase liquid chromatography–
electrospray ionization mass spectrometry5 and liquid
chromatography–tandem mass spectrometry (LC–MS–
MS)6 have been described as especially suitable for the
accurate determination of these drugs and their metabo-
lites in biological matrices such as plasma and hair.


Photosensitivity associated with BDP has recently
been reported,7,8 particularly in patients treated with
AL.9 The ICH Harmonized Tripartite Guideline10 and
the recent FDA draft guidance11 state that light testing
should be an integral part of stress test. Therefore, it was
of interest to test the stability of DZ and AL under both
hydrolytic and photochemical stress conditions.


EXPERIMENTAL


Diazepam was obtained from Roche, and used as rece-
ived. 2-(N-Methyl)amino-5-chlorobenzophenone (1),
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2-amino-5-chlorobenzophenone (2) 2-N-dimethylamino-
5-chlorobenzophenone (3), 2-amino-3,5-dichlorobenzo-
phenone (4), 2-(N-methyl)amino-3,5-dichlorobenzophe-
none (5), 2,4-dichloro-10-methylacridin-9-(10H)-one
(6) and 2,4-dichloroacridin-9-(10-H)-one (7) were syn-
thesized as previously described.12 2-N-Dimethylamino-
3,5-dichlorobenzophenone (8) was identified and
characterized in the reaction mixture by GC–MS. AL
and the synthetic intermediates were obtained from
Gador and used as received. HPLC-grade acetonitrile,
citric acid, disodium acid phosphate and triethylamine
from Aldrich were used as purchased. LC-grade metha-
nol was distilled immediately prior to use. Phosphate–
citrate buffer solutions (pH 2.0, 3.6 and 5.0) were
prepared according to standard methods. Solvents were
purified according to described procedures.13


Mass spectra were recorded on a VG (Manchester, UK)
Trio-2 mass spectrometer. High-resolution mass spectra
were measured on a BG ZAB-SEQ4F mass spectrometer.
NMR spectra were recorded on a Bruker (Karlsruhe,
Germany) AM-500 spectrometer. NMR samples were
dissolved in chloroform-d (Aldrich) and NMR spectra
were referenced using tetramethylsilane as internal refer-
ence. HPLC experiments were carried out on a Hewlett-
Packard (now Agilent Technologies) (Avondale, PA, USA)
1100 HPLC system consisting of an HP-G1311A Quat
pump, HP 61315A UV detector and LiChrosorb RP-8
(5mm) reversed-phase HPLC column (200� 4.6 mm
i.d.). Data acquisition and treatment of GC and HPLC
experiments were carried out using a Hewlett-Packard HP-
G2170AA Chem Station.


Quantitative GC determinations were carried out with
Model 5890 Series II Plus system (Hewlett-Packard) with
flame ionization detection (FID), using dried nitrogen as
carrier gas and an HP5 (5% phenyl, 95% dimethyl-
polysiloxane) capillary column. A typical temperature
programme that allowed the separation of the o-amino-
benzophenones was a range from 170 to 180 �C at 2 �C
min�1, then from 180 to 200 �C (held for 10 min) at
0.5 �C min�1. Retention times, tr (min)� 0.03, were as
follows: 5, 12.00; 1, 13.00; 2, 15.48; 3, 16.05; 4, 18.00;
and 8, 16.80. The products in the reaction mixtures were


identified by CG–MS and NMR of the compounds iso-
lated by column chromatography; then the GC retention
times were checked against authentic samples indepen-
dently synthesized, as described previously.12 Acridi-
nones 6 and 7 were determined by analytical TLC,
using silica gel G60 plates with 90% toluene–cyclohexane
as eluent (RF ¼ 0.11 and 0.28 for 6 and 7, respectively) and
compared with authentic samples independently pre-
pared. Semi-quantitative determinations were carried
out by UV-visible spectrophotometry.


For kinetic measurements, the corresponding substi-
tuted aminobenzophenones (3� 10�3


M) were dissolved
in methanol and appropriate volumes of dilute HCl were
added to obtain concentrations of 0.5, 1.0 and 1.5 M in
HCl in methanol–water (84:16 and 1:1). The ampoules
were immediately placed in a thermostat at 80� 0.1 �C.
Ampoules were taken at appropriate time intervals and
aliquots were worked up with CH2Cl2 by standard pro-
cedures and analysed by GC.


The reactions were run under pseudo-first-order con-
ditions using a 100-fold excess (at least) of HCl over the
substrate. The reactions were followed for at least three
half-lives and the final values were determined after more
than 10 half-lives.


For light-stress exposure testing, a photoreactor pro-
vided with an HPA-400 W medium–pressure metal halide
lamp (Philips) and mirrors was used. This metal halide
lamp has a close resemblance to sunlight and the output
spectrum is fairly uniform across the 350–650 nm
region.14 The photoreactor geometry and the methods
for the calibration of the lamp intensity were reported
previously.15


RESULTS AND DISCUSSION


Mechanism of hydrolysis


The diazepinone seven-membered ring in BDP is known
to be highly sensitivity to hydrolysis in both acidic and
basic media. The ring opening can occur by initial
breakage of the amide functionality or the C——N bond,
in both cases the final product being the substituted
2-aminobenzophenone (BP, Scheme 1). Most of the


Scheme 1
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reported methods for stability studies of BDP are based
on the determination of these very well characterized
compounds.


Previous studies from our group on the reaction of DZ
with HCl in aqueous MeOH media showed that, in
addition to the expected 2-methylamino-5-chlorobenzo-
phenone (1), other products, 2–8, were formed. Forma-
tion of products 1–3 in MeOH–HCl media is easily
explained, but the products 4–8 were completely unex-
pected and a careful isolation and full characterization
was therefore undertaken and reported.12


Products 4–8 were thought to arise from further reac-
tions of products 1 and 2, and in order to provide some
clues about the routes of formation of these rare products,
kinetic studies of the reactions of 1 and 2 with HCl at
different concentrations in MeOH–H2O (1:1) were car-
ried out and reported.16 The disappearance of the starting
2-aminobenzophenone, 1 or 2, and the appearance of the
reaction products was followed by GC of the reaction
mixtures and the rate constants for the reactions giving
rise to the different products were calculated. Similar
studies were then carried out at higher MeOH content.
Figure 1 shows a representative plot for the reaction of
2-(N-methyl)amino-5-chlorobenzophenone with 1.0 M


HCl in methanol–water (84:16) at 80 �C.
In contrast, AL was insensitive to acid or base hydro-


lysis. The aromatic triazole ring seems to inhibit the
hydrolytic ring opening. Even after reflux at very low pH


(�2) or at high pH (9–11), AL was recovered unchanged.
Only by NMR analysis of the reaction mixture signals
was it possible to detect the presence of the substituted
aminobenzophenone (see Fig. 2).


Figure 1. Reaction of 2-methylaminobenzophenone (1)
with 1.0M HCl in methanol:water (84:16) at 80 �C. Data as
a function of time for (&) the disappearance of 1 and the
formation of (þ ) 2; (� ) 4; (*) 5; and (~) 3


Figure 2. 1H NMR spectrum of the reaction mixture of A at pH � 2. The signal for the protonated amino group of the
corresponding BP (B), the singlet for the methylene group H-4B (between the double doublet for H-4A) and the singlet for the
protons of the MeB group are clearly seen
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These results suggest that the ring opening is a rever-
sible reaction and the starting structure of AL was
recovered intact in the attempted isolation of the hydro-
lysis products. Similar results were observed when ac-
celerated thermal degradation was attempted. The
compound was then exposed to photochemical stress.


Photochemical studies


The stress studies carried out on AL by UV irradiation
revealed that the photolability of the drug is the most
adverse stability factor. The main photodegradation
products were isolated and characterized as 1-methyl-
6-phenyl-4H-s-triazo-[4,3-�][1,4]benzodiazepinone (8-
hydroalprazolam) (9), 5-chloro[500-methyl-4H-1,2,4-tria-
zol-4-yl]benzophenone (10) and triazolaminoquinoleine.
Accelerated pH-dependent studies show that the photol-
ability increases as the pH decreases; at pH 9.0 photo-
degradation does not occur; therefore, photochemical
degradation studies of AL were carried out in acidic
media. The rate of reaction was followed by a spectro-
flurometric method specially developed for studying the
stability of AL tablets under photochemical stress.17


Table 1 lists the rate coefficients of the photodegradation
of AL in buffered solutions at pH 2.0, 3.6 and 5.0.


The reaction rate constants were calculated using a
first-order rate equation. The reactions were followed at
least for four half-lives and, as shown in Table 1, the
largest rate coefficient was observed at pH 2.0.


The rate of disappearance of AL and the rate of
appearance of the main photodegradation products were
followed by HPLC. Figure 3 shows a typical plot for the
reaction in pH 3.6 buffer solution. The photodegradation
of AL gives triazoloquinoleine as the main degradation
product. This compound exhibits high fluorescence and
might be the responsible for the photosensitivity observed
in some patients treated with AL. 8-Hydroalprazolam (9)
is the second in importance, followed by the triazoloben-
zophenone. Usually, the substituted aminobenzophe-
nones are the main hydrolytic degradation products of
1,4-benzodiazepinones.


Some photodegradation studies were also carried out
on DZ. In relation to the unexpected hydrolytic behaviour
described above, reactions of 2-methylaminobenzophe-
none were carried out under photochemical stress in HCl


in aqueous methanol media, using similar techniques to
those described above for AL. In these cases, the reac-
tions were carried out in sealed ampoules. The experi-
mental results allowed us to conclude that degradation is
accelerated by photochemical stress. Gas evolution was
observed which was identified as molecular hydrogen, by
the following test using Dräger tubes (Drägenwerk,
Germany): (a) with a catalyst of the reaction H2þO2


!H2O and a moisture indicator, a blue colour was
observed (hydrogen detection); (b) no colour develop-
ment was observed with o-tolidine, which led to a
yellow–orange product with chlorine.


Mechanism of formation of degradation
products


For AL, the simplest photodegradation observed is de-
chlorination to give the 8-hydroalprazolam. Dehalogena-
tion of aromatic compounds is a well-known reaction in
the photochemistry of aryl halides, and occurs via by an
electron transfer mechanism between a donor and an
acceptor (the aryl halide).18


The mechanism of the reaction can be intermolecular
or intramolecular if the donor and the acceptor are in the
same molecule.19,20 Only a few studies have been carried
out with drugs with clinical activity, but diclofenac
undergoes dechlorination21 and midazolam defluorina-
tion22 under photolytic stress. Nitrogen atoms are known
to be very good electron donors and since AL has four
nitrogen atoms, an intramolecular electron transfer can be
postulated to occur with any of them. Scheme 2 shows a
plausible mechanism for electron transfer from the nitro-
gen bond to the chlorinated ring showed as: NR0R00 in
Scheme 2, where [AL]* is used to indicate AL in the


Table 1. Photodegradation of AL in aqueous media:
pseudo-first order rate coefficientsa,b


pH kobs (10�5 s�1) t (h)


2.0 3.61 5.3
3.6 1.67 11.5
5.0 0.55 34.7


a [Alprazolam]¼ 2.75� 10�3
M in phosphate–citrate buffer.


b Spectrofluorometric method (�exc 260 nm, �em 435 nm).


Figure 3. Photodegradation of AL in pH 3.6 buffer. Con-
centrations measured by HPLC as a function of time: (^)
alprazolam; (þ ) 8-hydroalprazolam; (*) triazolquinoleine;
(~) triazolbenzophenone
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excited state. Detachment of a chloride ion followed by
proton abstraction from the solvent gives product 9.


For the formation of the triazolbenzophenone under
photochemical stress, photooxidative opening of the
diazepinone ring is postulated followed by detachment
of a carbamic HO2CNH2 molecule. Although this type of
reaction has not been observed with simpler BDPs, it is
likely that the additional stabilization given by the aro-
matic triazole ring could be a driving force for the
operation of this route. The isolation as traces of product
11 supports the proposed mechanism (Scheme 3).


A plausible mechanism for the formation of the main
degradation product, the fluorescent triazolaminoquino-
line, can be postulated: a similar opening of the diazepi-
none ring (as in Scheme 3) followed by reaction between
the activated methylene and the carbonyl group, giving
rise to a highly stabilized six-membered ring.


Finally, all the observations on the photochemical
reactions of 2-methylaminobenzophenone in HCl in
aqueous MeOH media offer an explanation for the for-
mation of the unexpected products observed in the acid
hydrolysis of DZ. Although somewhat speculative, a
nitrenium intermediate could account for the formation
of the double chlorinated products and the acridinones as
shown in Scheme 4.


The elimination of molecular hydrogen from the cor-
responding aminobenzophenone would give an unstable
nitrenium intermediate that could react with chloride ions
in excess giving the 3,5-dichloro intermediate. This


unstable intermediate could be stabilized to a 3,5-di-
chloroaminobenzophenone (4 or 5) or react with the o-
hydrogen of the second phenyl ring affording 3,5-dichloro-
acridinones (6 or 7). Consistent with this mechanism is
the fact that no monochlorinated acridinones were ob-
served and also that the formation of nitrenium ion from
amines is known to be increased by UV irradiation.18


(Since the nitrenium ions are extremely unstable and
difficult to generate,23 one of the referees proposed an
alternative concerted TS for both the molecular hydrogen
elimination and chloride ion attack. This mechanism may
equally account for the obtained results; we prefer the
mechanism proposed in Scheme 4 on the basis of the
effects observed by UV irradiation.)


CONCLUSIONS


The isolation of the degradation products and the kinetic
determinations under photochemical stress shed light on
the photostability of AL and DZ and the mechanisms of
formation of the degradation products. The results in-
dicate that light exposure and acidic media should be
avoided during the process formulation and handling of
AL. When studying acid hydrolysis of diazepam, not
only formation of the expected 2-(N-methylamino)ben-
zophenone should be monitored but also the other pro-
ducts described in this paper.
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ABSTRACT: Three diarylalkynyl-substituted thiophenes were synthesized and the optical power limiting (OPL)
effect at 532 nm was investigated for solutions of these compounds. The relationship between the OPL and parameters
obtained from molecular-orbital-based calculations is discussed. Semi-empirical calculations indicate that the
compounds can have a broad distribution of conformations due to inter-ring twisting, but that the second
hyperpolarizability (�) can be significant despite a ring twist. The calculations imply that substitution by alkyl
groups can lead to enhanced � values. The measurements and calculations show a greater increase of the OPL and �
effects from compound 5 to 6 than from 6 to 7. For these compounds, which differ mainly by the length of the �-
electron system, the magnitude of non-linear absorption seems to be well correlated with several properties of the
electronic ground state estimated by standard ab initio molecular orbital calculations, as well as with � values from
the semi-empirical calculations. Copyright # 2004 John Wiley & Sons, Ltd.
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INTRODUCTION


Over the last few decades there has been a considerable
optimism concerning the use of non-linear optical (NLO)
organic materials for all-optical switching and optical
computing.1–5 Both a light-induced refractive index
change as well as a transmittance change of a material
should be useful for all-optical signal manipulation. The
non-linear refraction of a bulk substance has its equiva-
lence at the molecular level in the real part of the second
hyperpolarizability tensor �.6,7 Within the same theore-
tical framework, the imaginary part of � describes non-
linear absorption, of which two-photon absorption (TPA)
is an important mechanism.6 The TPA event is being
applied already in two-photon fluorescence micro-
scopy8,9 and is promising for other applications such as
data storage10 and optical power limiting (OPL).11–17


Another mechanism that can contribute to the OPL
performance of a material is excited state absorption
(ESA), where one or several excited states (singlets
and/or triplets) reveal a stronger absorption of light
than that of the electronic ground state.12–15,18,19


This work focuses on the optical limiting behavior of
dialkynyl-substituted thiophenes 5–7 (Scheme 1) at the
wavelength of 532 nm in tetrahydrofuran solution. Earlier
investigations on �-conjugated molecules have shown


that the third-order optical non-linearity can be increased
by incorporation of a sulfur atom in the organic struc-
ture.20 The increased non-linearity was seen as the result
of strong �-overlap and involvement of the sulfur atom
orbitals in the molecular �-orbitals.


In comparison with benzenoid rings, the heterocyclic
rings in the series furan, thiophene and selenophene are
less aromatic and can have stronger interaction with
attached groups. By the same token, the thiophene ring
is a slightly better �-electron donor in comparison with
the benzene ring. The ability of thiophenes to take part in
electron delocalization while still showing only weak
absorption of visible light is one reason for our choice of
thiophenes for this study. A fair number of compounds
having a thiophenyl group have been studied with respect
to third-order NLO effects,21 and a few will be mentioned
briefly here. Experimental22 and theoretical23,24 investi-
gations have shown that thiophene displays significant
instantaneous second hyperpolarizability, i.e. a purely
electronic process, must likely originating from localized
electrons on the sulfur atom. It has been shown also that
thiophenes with unsaturated substituents in the 2,5-posi-
tions can display TPA, e.g. 2,5-bis-(benzothiazol-2-yl)-
3,4-(dimethoxy)-thiophene at �602 nm.25,26 Significant
values of �(3) and the two-photon absorption coefficient
(�) of dithienylethylenes have been found by degenerate
four-wave mixing (DFWM) experiments with laser
pulses in the picosecond regime at 532 nm and by OPL
experiments in the visible region, respectively.27


Copolymers of ethynyl-bridged carbazole and thio-
phene units, being virtually transparent above 475 nm,
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have been studied using picosecond pulses at 1064 nm
with the DFWM technique.28 Large optical non-linear-
ities, originating from instantaneous electronic polariza-
tion, were determined for both a solution and a thin film
of the polymer. Interestingly, investigations on thiophene
and bithiophene using 400 nm sub-picosecond or femto-
second pulses have shown ultrafast triplet state formation
from a TPA-populated singlet state for the com-
pounds.19,29 At least bithiophene was found to have
excited singlet and triplet state absorption. In another
study, triplet thiophene was probed by weak phosphores-
cence, with a maximum at 430 nm.30 Hence, we found the
thiophene building block to be interesting in the search
for efficient OPL compounds because both TPA and ESA
may take place in thiophene derivatives.


EXPERIMENTAL


General


Infrared measurements were performed with a Mattson
Fourier-transform 60AR instrument. The transmission
spectra were recorded with Shimadzu UV-3101PC and
Cary 5G UV-VIS-NIR spectrophotometers. The former
was used also for optical absorbance measurements.
The 1H and 13C NMR spectra were obtained on a Bruker
DRX-400 instrument. Tetramethylsilane (TMS) was
used as an internal chemical shift standard for all
CDCl3 samples except for the 13C NMR spectrum of
compound 7, where the tetrahydrofuran-d8 ([2H8]THF)
13C—O peak at � 67.15 was used as a reference. Mass
spectrometry for different compounds was carried out
on either of two instruments: a JMS-SX/SX102A dou-
ble-focusing magnetic sector mass spectrometer (Jeol,
Tokyo), using direct inlet and electron impact ioniza-
tion (EIþ), with ionizing voltage 70 eV, acceleration
voltage 10 kV and resolution 1000; or a Waters Micro-
mass ZQ quadrupole mass spectrometer for compounds
6 and 7, using direct inlet, electrospray ionization (ESI)
and a sampling cone voltage of 40 V. The CH3OH–
CH2Cl2 (1:2) solutions were 0.1 mM with respect to
both the thiophene and AgNO3.31 An f/5 optical ar-
rangement and a frequency-doubled Nd:YAG laser
delivering 5 ns pulses at 532 nm with a repetition rate
of 10 Hz was used in the OPL investigations. The


detailed set-up has been reported elsewhere.32,33 The
OPL measurements were performed on tetrahydrofuran
(THF) solutions of compounds 5–7 in 2 mm quartz
cuvets. The focus of the laser beam was positioned
carefully at the center of the cell to avoid damage
of quartz surfaces and chemical reactions of the com-
pounds at the surfaces. The OPL of neat THF in a quartz
cuvet was found to be insignificant compared with that
of solutions of the investigated compounds.


Quantum chemistry calculations


Semi-empirical AM134 calculations of non-resonant (sta-
tic) � were performed with MOPAC 200035 using a time-
dependent Hartree–Fock (TDHF) method.36 ZINDO cal-
culations37,38 were carried out with the Gaussian 98W39


package and AM1-optimized geometries. Molecular
geometry optimizations were also performed with the
B3LYP40 quantum chemistry method and the 6–31G(d)41


basis set, using Gaussian 98W software.


Synthesis


The compounds 4-pentylphenylacetylene, 2,5-diiodothio-
phene, 3-n-dodecyl-2,5-dibromothiophene and PdCl2
(PPh3)2 were obtained from Aldrich and were used as
received. The solvents used in the reactions were of p.a.
quality. 4-(4-Iodophenyl)-2-methyl-3-butyn-2-ol was pre-
pared as described earlier.42,43 Thin-layer chromatography
(TLC) was performed on silica gel 60 F254 (Merck) and
flash column chromatography was performed on silia gel
(Matrex 60 Å, 35–70mm, Grace Amicon).


2-Methyl-4-[4-(4-pentylphenylethynyl)phenyl]-3-
butyn-2-ol (1). To a solution of 4-(4-iodophenyl)-2-
methyl-3-butyn-2-ol (4.1 g, 14 mmol) in 80 ml of pyri-
dine and 80 ml of triethylamine was added PdCl2(PPh3)2


(20 mg, 0.29 mmol), PPh3 (60 mg, 0.11 mmol) and CuI
(55 mg, 0.29 mmol). 4-Pentylphenylacetylene (4.8 g,
28 mmol) was added dropwise to the mixture and the
reaction was stirred for 20 h at room temperature.
The solvent was removed under reduced pressure
and the resultant pale brown solid was collected using
ether. The organic phase was washed twice with 50 ml of
1 M HCl, twice with 50 ml of water and dried with
MgSO4. Recrystallization from heptane of the brownish
solid gave 4.1 g (89%) of white fluffy product. Rf¼ 0.25
in heptane–EtOAc (10:1); m.p.¼ 99–102 �C. IR:
�(cm�1) ¼ 3471 br m, 2925 s, 2854 m, 2163 w, 1516 s,
1452 m, 1360 s, 1271 m, 1157 s; 1H NMR (CDCl3):
�¼ 0.87 (t, 3H), 1.29 (m, 4H), 1.60 (m, 8H), 2.00 (s,
1H), 2.59 (t, 2H), 7.15 (d, 2H), 7.37 (d, 2H), 7.42 (t, 4H);
13C NMR (CDCl3): �¼ 14.0, 22.5, 30.9, 31.4, 35.9, 65.6,
81.9, 88.3, 91.4, 95.4, 120.1, 122.3, 128.5, 131.4, 131.5,
131.6, 143.7.


Scheme 1
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1-Ethynyl-4-(4-pentylphenylethynyl)benzene (2).
The protected alkyne 1 (1.39 g, 4.2 mmol) was dissolved
in 100 ml of benzene, NaH (0.5 g, 50% dispersion in oil)
was added and the mixture was slowly distilled until
50 ml of the distillate had been collected. After being
allowed to cool, the solution was poured into cold water.
The organic phase was dried with MgSO4, filtered and
evaporated. The brown–yellow product was passed
through a silica column (hexane–EtOAc, 10:1). The
resultant yellow product was passed through a short
alumina column using hexane as eluent. This gave 1.0 g
(88%) of white product. Rf¼ 0.9 in heptane–EtOAc
(10:1); m.p.¼ 65–67 �C. IR: �(cm�1)¼ 3270 s, 2923 s,
2213 w, 1598 w, 1514 m, 1464 m; 1H NMR (CDCl3):
�¼ 0.87 (t, 3H), 1.30 (m, 4H), 1.59 (m, 2H), 2.59 (t,
2H), 3.15 (s, 1H), 7.16 (d, 2H), 7.40–7.44 (m, 6H); 13C
NMR (CDCl3): �¼ 13.8, 22.3, 30.7, 31.2, 35.7, 78.5,
83.1, 88.0, 91.4, 119.8, 121.4, 123.8, 128.3, 131.2, 131.3,
131.8, 143.6; EIþMS: m/z (int %)¼ 215 (100), 272 (67).


2-Methyl-4-{4-[4-(4-pentylphenylethynyl)pheny-
lethynyl]phenyl}-3-butyn-2-ol (3). The coupling bet-
ween compound 2 (0.60 g, 2.2 mmol) and 4-(4-
iodophenyl)-2-methyl-3-butyn-2-ol (0.40 g, 1.4 mmol)
was performed as described for the synthesis of com-
pound 1. The yield of compound 3 was 0.50 g (83%);
m.p.¼ 218–220 �C. IR: �(cm�1)¼ 3465 br m, 2925 s,
2856 m, 1924 w, 1518 s, 1454 s, 1373 m, 1270 m,
1157 s; 1H NMR (CDCl3): �¼ 0.83 (t, 3H), 1.26 (m,
4H), 1.56 (m, 8H), 1.94 (s, 1H), 2.55 (t, 2H), 7.09 (d, 2H),
7.31–7.42 (m, 10H); 13C NMR (CDCl3): �¼ 14.0, 22.5,
30.9, 31.4, 35.8, 64.5, 81.8, 88.4, 90.7, 91.7, 95.4, 95.6,
120.0, 122.5, 122.7, 122.9, 123.6, 128.5, 131.4, 131.5,
131.6, 132.4, 143.7.


1-Ethynyl-4-(4-(4-pentylphenylethynyl)phenyle-
thynyl)benzene (4). The same procedure as described
for synthesis of alkyne 2 from compound 1 was applied
for the preparation of compound 4 from compound 3. The
yield of compound 4 was 89%; m.p.¼ 176–181 �C. IR:
�(cm�1)¼ 3268 s, 2915 s, 1926 m, 1517 s, 1407 m,
1267 m; 1H NMR (CDCl3): �¼ 0.87 (t, 3H), 1.30 (m,
4H), 1.60 (m, 2H), 2.59 (t, 2H), 3.16 (s, 1H), 7.16 (d, 2H),
7.41–7.48 (m, 10H); 13C NMR (CDCl3): �¼ 14.0, 22.5,
30.9, 31.4, 35.9, 79.0, 83.2, 88.4, 90.5, 91.1, 91.7, 120.0,
122.0, 122.4, 123.5, 123.6, 128.5, 131.5, 131.5, 131.5,
132.1, 132.4, 143.7; EIþMS: m/z (int %)¼ 315 (82), 372
(100).


2,5-Di-(4-pentylphenylethynyl)thiophene (5). 2,5-
Diiodothiophene (1.5 g, 4.5 mmol) was dissolved in a
mixture of 20 ml of pyridine and 20 ml of triethy-
lamine under Ar atmosphere. PdCl2(PPh3)2 (60 mg,
0.085 mmol), PPh3 (70 mg, 0.27 mmol) and CuI (25 mg,
0.13 mmol) were added to the solution, followed by
dropwise addition of 4-pentylphenylacetylene (2 g,
12 mmol). The reaction was stirred for 48 h at room


temperature. The solvent was removed and the residue
dissolved in CH2Cl2 and washed with 1 M HCl and water.
The organic phase was dried with MgSO4, filtered and
evaporated, and the product was purified on a silica
column using heptane as eluent. This gave 0.78 g (41%)
of a pinkish product; m.p. 62–64 �C. IR: �(cm�1)¼
3033 w, 2919 m, 2194 w, 1747 m, 1649 s, 1479 s, 1203 m;
1H NMR (CDCl3): �¼ 0.88 (t, 6H), 1.32 (m, 8H), 1.62
(m, 4H), 2.61 (t, 4H), 7.12 (s, 2H), 7.15 (d, 4H), 7.42 (d,
4H); 13C NMR (CDCl3): �¼ 14.0, 22.5, 30.8, 31.6, 35.9,
81.7, 94.2, 119.7, 124.7, 128.5, 131.4, 131.5, 143.9; EIþ
MS: m/z (int %)¼ 424 (100).


3-Dodecyl-2,5-di-[4-(4-pentylphenylethynyl)-phe-
nylethynyl]thiophene (6). To a solution of 3-n-dode-
cyl-2,5-dibromothiophene (0.38 g, 0.9 mmol) in 10 ml of
pyridine and 10 ml of triethylamine under Ar atmosphere
was added PdCl2(PPh3)2 (50 mg, 0.074 mmol), PPh3


(40 mg, 0.15 mmol) and CuI (20 mg, 0.11 mmol). Alkyne
2 was dissolved in 20 ml of pyridine and added dropwise
over a period of 2 h. The solution was stirred for 48 h at
room temperature and for 2 h at 50 �C. The solvent was
removed and the residue dissolved in CH2Cl2 and washed
with 1 M HCl and water. The organic phase was dried with
MgSO4, filtered and evaporated. The solid was dissolved
in hot EtOAc–hexane (5:95) and filtered through a short
silica column (Rf¼ 0.25 in hexane). Repeated recrystal-
lization from hot hexane yielded 0.33 g (46%) of com-
pound 6 as yellow crystals; m.p.¼ 83–85 �C. IR:
�(cm�1)¼ 3029 w, 2918 s, 2852 s, 2192 w, 1916 w,
1511 m, 1454 m, 1375 m, 1307 w; 1H NMR (CDCl3):
�¼ 0.88 (m, 9H), 1.25–1.33 (m, 26H), 1.61 (m, 6H),
2.61 (t, 4H), 2.72 (t, 2H), 7.06, (s, 1H), 7.15 (d, 4H),
7.43–7.50 (m, 12H); 13C NMR (CDCl3): �¼ 14.0, 14.1,
22.5, 22.7, 29.2, 29.4, 29.4, 29.5, 29.6, 29.7, 29.7, 30.1,
30.9, 31.5, 31.9, 35.9, 83.8, 84.5, 88.5, 88.5, 91.8, 91.9,
93.8, 96.2, 120.0, 120.0, 120.1, 122.2, 122.5, 123.1,
123.5, 123.7, 128.5, 131.2, 131.3, 131.5, 131.5, 133.2,
143.8, 148.1; ESIþMS: m/z¼ 899 ([6þAg]þ; signifi-
cant peaks at 899, 900, 901, 902, as expected from the
calculated major isotope distribution at 899.4, 900.4,
901.4, 902.4), 1692 ([6þ 6þAg]þ; significant peaks at
1692, 1693, 1694, 1695, 1696, as expected from the
calculated major isotope distribution at 1691.9, 1692.9,
1693.9, 1694.9, 1695.9).


3-Dodecyl-2,5-di-{4-[4-(4-pentylphenylethynyl)-
phenylethynyl]phenylethynyl}thiophene (7). To a
solution of 3-n-dodecyl-2,5-dibromothiophene (0.11 g,
0.27 mmol) in 5 ml of toluene and 5 ml of triethylamine
under Ar atmosphere was added PdCl2(PPh3)2 (15 mg,
0.022 mmol), PPh3 (14 mg, 0.054 mmol) and CuI (6 mg,
0.032 mmol). Alkyne 4 was dissolved in warm toluene
and added dropwise over a period of 2 h. After reaction at
90 �C for 48 h, the solvent was removed and the residue
dissolved in CH2Cl2 and washed with 1 M HCl and water.
The organic phase was dried with MgSO4, filtered and
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evaporated. The solid was dissolved in hot toluene–
heptane (50:50) and filtered through a short silica column
using heptane–EtOAc (50:50) as eluent (Rf¼ 0.4; hep-
tane–EtOAc, 10:1). The volume of the filtrate was re-
duced and a yellow precipitate was collected. The solid
was recrystallized by dissolving it in hot CH2Cl2 and
adding hexane until a precipitate was formed. The yield
of the yellow product was 75 mg (28%); m.p.¼ 175–
178 �C. IR: �(cm�1)¼ 3037 w, 2921 s, 2851 s, 2188 w,
1922 w, 1517 s, 1454 m, 1407 m, 1307 w; 1H NMR
(CDCl3): �¼ 0.88 (m, 9H), 1.25–1.33 (m, 26H), 1.63
(m, 6H), 2.62 (t, 4H), 2.73 (t, 2H), 7.08 (s, 1H), 7.15 (d,
4H), 7.43–7.50 (m, 20H). 13C NMR (THF-d8): �¼ 14.1,
14.2, 23.1, 23.3, 29.8, 29.9, 30.0, 30.1, 30.3–30.4, 30.7,
31.6, 32.1, 32.6, 36.4, 78.6, 79.0, 79.3, 84.2, 84.8, 88.8,
91.2, 91.2, 91.7, 92.2, 94.2, 96.8, 120.6, 120.9, 123.3,
123.5, 123.8, 124.0, 124.1, 124.5, 129.1, 131.9, 132.0–
132.2, 134.1, 144.3, 149.0; ESIþMS: m/z¼ 1099
([7þAg]þ; significant peaks at 1099, 1100, 1101,
1102, 1103, as expected from the calculated major iso-
tope distribution at 1099.4, 1100.4, 1101.4, 1102.4,
1103.4).


RESULTS AND DISCUSSION


Synthesis


A general Pd- and Cu-catalyzed reaction was employed
repeatedly to achieve coupling between a haloaryl and an
ethynylaryl unit in the preparation of compounds 5–7
(Scheme 2).44 The synthesis of the alkynes also involved
protection–deprotection of one terminal alkyne.42,43 It
may be worth mentioning that the coupling with the 2,5-
diiodothiophene in the preparation of compound 5 did not
result in a better yield than the reaction with a corre-
sponding dibromothiophene for the synthesis of com-
pound 6. Hence, it appears that more available dibromo


thiophenes instead of diiodo analogs can be used for the
preparation of larger quantities of this type of compound.
The coupling reaction is a convenient and reliable method
to build and lengthen arylalkynyl systems, but is likely to
result in low overall yields in linear syntheses of extended
systems.


Early work in this project showed that the parent
compound of 6 lacking alkyl groups, here denoted 60,
has rather low solubility in THF. Therefore, the continued
work utilized pentyl groups for compound 5 and both
pentyl and dodecyl groups for compounds 6 and 7 to
increase their solubility. In spite of the alkyl groups,
compound 6 and especially compound 7 still have quite
low solubility in THF. Even though the unsubstituted
compounds were not studied experimentally, the struc-
tures 50–70 were included in the theoretical work reported
below.


Structural considerations, calculated properties
and absorption spectroscopy of OPL compounds


In this section we wish to give a background for the
choice of compounds in the study and report on some
structural features and properties of the compounds as
derived from quantum chemistry calculations. Some of
our guiding points in the search for efficient OPL systems
were as follows:


(i) The OPL compounds should be assembled from not
more than a few smaller OPL-active molecular
entities (A), having significant non-linear absorption
in relation to their number of atoms and � electrons.
The assembled compounds should, of course, have
substantially better OPL capacity than that expected
from adding together the OPL response of the
subunits.


(ii) The A groups should be connected by bridging
groups (B) that allow only a weak electronic


Scheme 2. Reagents and solvents: (a) PdCl2(PPh3)2, CuI, PPh3, pyridine, triethylamine; (b) NaH, C6H6
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interaction between adjacent A groups and only a
moderately efficient interaction between A and B, so
that for instance the absorption spectrum of the
molecule resembles a superimposition of the spectra
of different A and B groups.


(iii) The OPL compounds should have good transpar-
ency in the visible range.


(iv) The OPL compounds should be rigid to avoid
having the OPL response being averaged by mole-
cular conformations of unknown distribution, which
would complicate interpretation of the results. A
high molecular symmetry (inversion centre or C2v


symmetry) should be an advantage45 because it may
facilitate a theoretical description of various excited
states.


(v) The compounds should be stable both chemically
and thermally.


Reasons for considering the thiophenyl group as an A
component were mentioned in the Introduction. The
ethynyl group appeared to be a suitable B component,
because its interaction with aromatic rings such as phenyl
and thiophenyl can be described as a weak coupling due
to �-orbital mismatch. The mismatch arises from a low-
lying HOMO and a high-lying LUMO in the ethynyl
group. An example of this rather weak interaction is that
several para-disubstituted diphenylacetylenes (tolanes)
show a blue-shift of �max in the absorption spectrum
compared with the corresponding ethylenes (stilbenes).46


A possible drawback of using ethynyl instead of ethenyl
groups may be that somewhat lower � values can be
expected. Such an outcome was demonstrated by THG
experiments using 636 nm output wavelength on the
tolanes and stilbenes.46 Nevertheless, a DFWM study at
620 nm on thin films of phenyl-ethynyl compounds hav-
ing alkoxy substituents showed a �(3) value of a phenyl—
C�C—(p-phenylene)—C�C—phenyl compound that
was only 46% lower than that of the corresponding
polymer,47 suggesting that rather small units may have
significant NLO properties if electron-donating groups
are attached to the aromatic rings. Hence the C�C bridge
can, to some extent, in comparison with the C——C spacer,
reduce the electronic coupling between �-electron sys-
tems and thus provide compounds with low absorbance in
the visible region. Obviously, ethynyl vs. ethenyl spacers
will result in stiffer and more rod-like compounds.


We used phenylene rings to extend the �-system from
compound 5 to 6 and 7 in order to investigate the effect of
the conjugation length on OPL. In addition to the con-
tribution of �-electrons, the use of phenylene rings is
mainly due to synthetic convenience and thermal stability
reasons.


Semi-empirical AM1 molecular orbital calculations
showed the lowest energy conformations of compounds
5–7 to have coplanar rings, as expected. This was also the
result from B3LYP/6–31G(d) calculations of compounds
50–70 (lacking alkyl groups). ZINDO calculations of


compound 5 and of somewhat simplified structures of 6
and 7 having methyl instead of the pentyl and dodecyl
groups suggested that the compounds should give trans-
parent solutions because the only absorptions near the
visible region would be at a shorter wavelength than
400 nm (Table 1). This was corroborated from the UV–
VIS absorption spectra of THF solutions of 5–7 (Fig. 1).
The position of the absorption peak is, as expected,
shifted towards the red from compound 5 to 6 and 7,
with absorption maxima of 352, �380 and 385 nm,
respectively. Along with the shift in peak position
there is a marked increase in extinction coefficient
demonstrating increased oscillator strength for the
more conjugated structures. However, although the
absorptions increase the yellowish appearance of com-
pounds 6 and 7 compared with 5, there is virtually
no absorption at wavelengths longer than 450 nm.
Solutions of all three compounds therefore have good
transparency at the highest possible concentrations in
THF (see below).


Table 1. Experimental and calculated absorption para-
meters and � values of thiophenes 5–7 and model thio-
phenes 50–70


Theoretical Experimentala


Compound � f b �/105c �max " (�max)/104


(nm)b (a.u.) (nm) (cm�1
M
�1)


5 381 1.60 6.0 352 3.5
6d 389 2.95 18.8 380 8
7d 393 3.79 35.5 385 13
50 378 1.50 4.3
60 388 3.01 18.0
70 392 3.91 35.1
BMTe 2.1


a Tetrahydrofuran solution.
b Both � and f (oscillator strength) for the dominant excitation from ZINDO
calculations.
c Orientationally averaged second hyperpolarizability from AM1 calcula-
tions.
d Methyl instead of longer alkyl groups in compounds 6 and 7 were used to
simplify the calculations.
e 2,5-Bis(benzothiazol-2-yl)-3,4-(dimethoxy)thiophene; see text.


Figure 1. Absorption spectra for thiophenes 5–7 in THF
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The hyperpolarizability calculations show substantial
increase of non-resonant � from the smaller to the larger
compounds: almost by a factor of six from compound 5 to
7 and a factor of eight from 50 to 70 (Table 1). The � values
increase more when going from 50 to 60 than from 60 to 70.
This is also found for the series of compounds 5–7 but
here the trend is less pronounced. In addition, the calcu-
lations show that alkyl substitution gives an increase of �;
this is especially apparent when 5 is compared with 50.
Because alkyl groups function as weak electron donors in
normal organic molecules, other electron-donating sub-
stituents can be of interest for modification of the OPL
effect in this type of compound.


For a comparison with compounds 5–7, � of the related
compound 2,5-bis(benzothiazol-2-yl)-3,4-(dimethoxy) thi-
ophene (see Introduction) was calculated. This com-
pound, abbreviated to BMT in Table 1, has a markedly
lower � value than the other structures, which suggests
that compounds 5–7 can be better choices for OPL
studies than BMT. However, one should bear in mind
that calculations of � may bear little information on the
magnitude of OPL, because several factors contribute
that are not taken into account in the calculations.
Examples of these factors are the lifetime of excited
singlet and triplet states in conjunction with laser pulse
duration and quality, and concentration/medium ef-
fects,48 which may involve intermolecular interactions
between chromophores.


Other common aryl groups instead of thiophene also
were considered in the design of OPL systems, with 1,9-
substituted anthracene being one such example. Although
1,9-di(phenylethynyl)anthracene has a calculated � value
of 6.0� 105 a.u., which is slightly greater than that of 50,
this compound has considerable optical absorption in the
region of 400–500 nm,49 which made it less interesting
for our OPL study.


AM1 semi-empirical calculations of a series of push–
pull diaryl acetylenes have shown that twisting from the
favored planar geometry to the conformation with ortho-
gonal rings requires an energy of only 0.3 kcal mol�1.50 It
was found also from MNDO-based calculations of the
molecular first hyperpolarizability that the donor–accep-
tor interaction is still a dominant contribution even when
the two phenyl rings are set orthogonally to each other.50


We performed similar calculations of non-resonant �
using the TDHF/AM1 method to estimate the effect of
inter-ring torsion in compound 5. The geometry optimi-
zation of the conformation with the thiophene ring con-
strained orthogonal to both phenylene rings shows that
this conformer has only 0.5 kcal mol�1 higher energy
(�Hf) than that of the lowest energy, in which all
three rings are coplanar. The former conformation has
a value of � that is 47% of the maximum. A third
conformation of compound 5, having one phenylene
ring orthogonal to the two other rings, has �Hf and �
values intermediate to the other values. Further-
more, compound 70 with the middle phenylene ring


constrained in the calculations to be perpendicular to
the adjacent rings, in both of the thiophene alkynyl
substituents, has a � value of 20.3� 105 a.u., which is
58% of the value for the conformer having all rings
coplanar. Although calculations at this level of theory
are unreliable with respect to both energy and hyperpo-
larizability, it seems likely that compounds 5–7 will have
a fairly wide distribution of conformations around the
energy minimum at normal temperature, with different
inter-ring torsion angles, but that � will not be reduced
severely because of that.


In recent work, we applied a chemometrics (partial
least squares, PLS) approach for investigating relation-
ships between non-linear absorption at 532 nm and read-
ily accessible molecular ground-state parameters from
DFT calculations.51 For a set of 23 organic compounds
and 41 initial variables, a model was found where six
molecular properties were important for describing the
optical limiting ability of the compounds. The parameters
found to be relevant were: the number of electrons; the
number of occupied molecular orbitals above �10 eV;
the mean polarizability; the mean quadrupole moment;
the total energy of the five highest occupied molecular
orbitals; and the difference in energy between the five
lowest unoccupied and five highest occupied molecular
orbitals. The values of these parameters for compounds
5–70 are, respectively: 148, 252, 356; 15, 25, 35; 321,
709, 1122; 111, 186, 259; 32.7, 31.1, 29.5 eV; and 30.0,
26.0, 22.4 eV, respectively. When going from 50 !
60 ! 70, all six parameters change in the order predicted
by the model to give better OPL.


Non-linear absorption measurements


The non-linear absorption of compounds 5–7 was re-
corded using 5 ns laser pulses at 532 nm (see Experi-
mental). Values of the transmitted energy (Iout) as a
function of the input energy (Iin) from the laser for
THF solutions of compounds 5–7 are given in Table 2.
A typical OPL curve of compound 5 is shown in Fig. 2.
Generally, the OPL curves display a leveling of Iout at


Table 2. Experimental linear (T ) and non-linear transmis-
sion data of 2,5-dialkynyl-substituted thiophenes 5–7 at
532 nm in THF solution


Compound Conc. (M) T (%) Iout (mJ) at Iin¼ 150mJ


5 1.2 76 4.2
0.50 94 7
0.10 98 12
0.050 99 15
0.010 >99 23


6 0.061 92 11.5
0.010 99 16


7 0.018 97 13
0.010 99 14
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values of Iin in the range 100–150mJ, but this leveling
is not always complete to give a true clamping level.
At even higher values of Iin, damage of the cuvet or
the solute molecules occurs. For simplicity, the values
of Iout are reported at Iin¼ 150mJ in Table 2. The best
OPL is found for the highest concentration (1.2 M)
of compound 5. Although a clamping level of � 1 mJ
for the transmitted light is preferred for good laser
protection of eyes, the value of �4 mJ is interesting
in view of the simplicity of structure 5. Compounds
6 and 7 could not be measured at such high concent-
ration because of their limited solubility in THF. The
maximum concentration of those two compounds was
�0.06 and �0.02 M, respectively. However, a compara-
tive study of 0.010 M solutions of compounds 5–7 showed
increased optical limiting in the expected order 5< 6< 7
(Table 2).


Values of the linear transmission at 532 nm are also
given in Table 2, showing good transparency of normal
light at that wavelength even for the most concentrated
sample of compound 5. A transmission spectrum of
compound 5 is shown in Fig. 3.


Additional work aimed at a better understanding of the
mechanisms for OPL in this series of compounds is in
progress.


SUMMARY


The non-linear absorption at 532 nm of 0.01 M solutions
of the arylalkynyl-substituted thiophenes increases from
compound 5 to 6 and 7, which shows that the extent of �-
conjugation is important for the magnitude of the re-
sponse, as expected. This is also indicated by � values
and other electronic parameters obtained from quantum
chemistry calculations, but the magnitude of the OPL
enhancement from compound 6 to 7 appears to be less
than suggested by the calculations. The values of � from
AM1 TDHF calculations are somewhat greater for com-
pounds 5–7 having alkyl groups than for the model
compounds 50–70 that do not have alkyl groups. The �
values for 50–70 suggest that a larger increase of NLO
effects is to be expected when going from 50 to 60 rather
than from 60 to 70. The same trend is noticed for
compounds 5–7, but the trend is less pronounced.
Although the conformational space of the molecules
was not fully explored, calculations on compounds 5
and 70 reveal that twisting of one or two aryl rings relative
to the other rings will not drastically decrease the �
values.


Acknowledgment


This work was part of a Photonics in Defense Applica-
tions program supported by the Swedish Defence Mate-
rial Administration (FMV).


REFERENCES


1. Kuzyk MG, Garvey DW, Vigil SR, Welker DJ. Chem. Phys. 1999;
245: 533.


2. Frazier DO, Penn BG, Smith DD, Witherow WK, Paley MS,
Abdeldayem HA. Plast. Eng. (NY) 1998; 49: 693.


3. Stegeman GI. In Nonlinear Optical Organic Molecular and
Polymer, Nalwa HS, Miyata S (eds). CRC Press: Boca Raton,
FL, 1997; 799–812.


4. Zyss J. Molecular Nonlinear Optics: Materials, Physics, and
Devices. Academic Press: Boston, 1994.


5. Shi S. Contemp. Phys. 1994; 35: 21.
6. Kershaw S. Opt. Eng. (NY) 1998; 60: 515.
7. Luther-Davies B, Samoc M. Curr. Opin. Solid State Mater. Sci.


1997; 2: 213.
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ABSTRACT: This paper reports the application of the recently proposed formalism known as generalized population
analysis (GPA) as a new means for the quantitative characterization of the aromaticity of various benzenoid rings
in polycyclic aromatic hydrocarbons (PAHs). The quantity which we propose as a new measure of aromaticity is the
so-called six-center bond index. The values of this index characterize the extent of delocalized cyclic bonding in
individual benzenoid rings of PAHs and it is shown that the scale of the aromaticity represented by this index closely
reflects the intuitive idea according to which the aromaticity of individual rings in PAHs can be gauged by the degree
of similarity to benzene itself. In addition, the relation of the newly introduced index of aromaticity to other existing
aromaticity measures is discussed. Consistent with the presumed orthogonality of classical and magnetic criteria of
aromaticity, the classifications based on these two classes of aromaticity measures were found usually to be opposite.
Copyright # 2005 John Wiley & Sons, Ltd.
Supplementary electronic material for this paper is available in Wiley Interscience at http://www.interscience.
wiley.com/jpages/0894-3230/suppmat/
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INTRODUCTION


Concepts are a vital and inescapable part of human
thought and their formulation represents one of the
most important steps in the buildup of any science.
Unfortunately, despite their crucial importance, not all
concepts are always strictly defined. Such a situation is
often typical of organic chemistry, where a wealth of ill-
defined but nevertheless extremely fruitful concepts have
been introduced and widely used. An example is the
concept of aromaticity. Although it is a very often used
concept, the applicability of which has considerably
exceeded its originally intended scope,1–10 the definition
or quantification of aromatic character remains a matter
of controversy11 with even proposals to ban the concept
from the literature as a whole.12–14 Nevertheless, despite
such rather negative proposals, the interest in the study of
aromaticity does not seem to cease and attempts are still
being reported in which the authors analyze the very
meaning of the concept of aromaticity and propose some


new, presumably more general and more universal, aro-
maticity measures and indices.15–32 The contemporary
situation with the issue of aromaticity has recently been
reviewed in a special issue of Chemical Reviews.33


The main problem which underlies all the existing
difficulties and problems with aromaticity is the semantic
richness of this term, which evidently covers a much
broader scope of properties and situations than can be
characterized by any single index. As a consequence,
there are many ways to quantify the degree of aromaticity
through different aspects of molecular structure and
behavior. The existing criteria of aromaticity can be
divided into several basic groups according to the mole-
cular property from which they are derived. In this way, it
is possible to distinguish between structural criteria based
on the tendency of aromatic molecules to equalize the
bond lengths in the cyclic systems;6,17,18,21 energetic
criteria, based on the increased stability of aromatic
systems;19,20 and magnetic criteria which reflect the
special magnetic properties of aromatic systems.27,28


Finally, another typical feature of aromatic molecules
is their specific chemical reactivity expressed as their
tendency to undergo substitution rather than addition
reactions. This complexity of the phenomenon of aroma-
ticity has found its reflection in the several previous
studies,34–36 in which the authors concluded that aroma-
ticity is a multi-dimensional phenomenon with at least
two basic components. These two components, identified
with ‘classical’ and ‘magnetic’ aromaticity, were found
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to be essentially divergent so that the correlation with a
single aromaticity index can usually be expected only
within a class of closely structurally related molecules.
This divergence has become known as the orthogonality
of the ‘classical’ and ‘magnetic’ aromaticity measures.


Our aim in this study was to follow up the previous
efforts in which various aromaticity measures have been
introduced and to propose a new index which is close to
how the concept of aromaticity is understood by chemists.
The basic idea of our approach was inspired by the study
by Polansky and Derflinger,30 who explored the old idea
of Clar37 that individual benzenoid rings in polycyclic
aromatic hydrocarbons (PAHs) can be regarded as local
benzene-like regions, and proposed to characterize the
aromaticity of these rings in PAHs by the ‘similarity’ to
benzene itself. This similarity was characterized by the
value of a certain index derived from the charge-density
bond order matrix. This approach was, however, formu-
lated only at the level of the nowadays outdated HMO
theory and its generalization to more sophisticated levels
of the theory is not straightforward. In order to remedy
this drawback, we propose another, more easily calcula-
table, index, which we believe characterizes the similarity
of benzene-like regions in PAHs to benzene similarly as
the original index of Polansky and Derflinger. The quan-
tity we use is the so-called six-center bond index (SCI),
whose values characterize the extent of cyclic delocalized
conjugation in a given benzene-like region. As will be
shown, there is indeed a close correlation between the
values of the HMO similarity indices of Polansky and
Derflinger and the values of the corresponding six-center
bond indices, and we propose them therefore as a new
aromaticity index. In addition to demonstrating the ap-
plicability of this new index of aromaticity in a broad
series of PAHs, we also evaluated the usefulness of this
index by comparison with other widely used aromaticity
measures such as the well-known structure-based aroma-
ticity index the harmonic oscillator model of aromaticity
(HOMA) index17,18 or with aromaticity measures that rely
on the special magnetic properties of aromatic molecules
such as nucleus-independent chemical shifts (NICS).28 In
addition, a comparison was also made with another
recently proposed aromaticity index, namely the PDI
index introduced and used by Poater et al.29


GENERALIZED POPULATION ANALYSIS


The term generalized population analysis is a generic
name for the whole family of approaches based on the
partitioning of the identity (1) for various values of k:


TrðPSÞk
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In this equation, which holds at the Hartree–Fock (and
formally also Kohn–Sham) level of the theory, P and S
denote charge-bond order and overlap matrices, respec-
tively. Although this analysis was originally introduced
only on an heuristic basis,38 Carbó-Dorca and co-workers
have recently shown that this partitioning can also be
obtained directly from higher order electron densities
through the use of projection operators.39–41 The notation
�


ðkÞ
ABC...K refers to the terms holding atoms ABC . . .K. As


such, �
ðkÞ
A contains the monoatomic terms, �


ðkÞ
AB diatomic


terms, etc. The usefulness of this approach arises from the
fact that individual terms resulting from the partitioning
(1) for various values of k can be interpreted in terms of
quantities and concepts used by chemists to think of
molecules and their structures. Thus, for example, the
monoatomic terms resulting from the partitioning (1) for
k¼ 1 are identical with Mulliken atomic charges.42


Similarly, the two-center terms resulting from the parti-
tioning (1) for k¼ 2 can be identified with the so-called
Wiberg indices,43 generalized to non-orthogonal basis
sets by Giambiagi et al.44 and Mayer,45,46 which are
known to represent the theoretical counterpart of the
classical concept of bond multiplicity. The ability to
mimic the presence of the bonding interactions within
the molecules is also retained for the terms resulting from
the partitioning of the identity (1) for higher values of k
and, for example, the three-center terms �


ð3Þ
ABC have been


proposed as the so-called three-center bond indices, for
the detection of the presence of three-center bonding in
molecules.47–52 In view of the success of these indices for
the description of non-classical three-center bonding, we
propose to extend the same approach for the description
of cyclic delocalized bonding extended over even more
centers. In particular, we are interested in cyclic deloca-
lized six-center bonding, which can be expected to be
present in individual benzenoid rings in PAHs and in the
following part the applicability of the corresponding six-
center bond indices as new measures of aromaticity will
be discussed. In this connection, it is fair to say, however,
that the idea of using the six-center bond indices for the
classification of aromaticity was first proposed by Giam-
biagi and co-workers,31,53 but our approach is never-
theless slightly different. This difference arises from the
definition of the bond index in Eqn (1) which is slightly
different from the one proposed originally.47–50 In order
to make this difference clearer, it is useful to refer first to
the original definition of multicenter bond index:
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In this notation, the Greek subscripts refer to the basis
functions and summations extend only over the range of
basis functions centered on a certain atom A, B, . . .K. The
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value of this index depends on the order of the labels of
individual atoms A, B, C, . . . , etc and the bond indices for
different permutations of the labels A, B, C, . . . may
generally be different. Giambiagi et al. avoided the pro-
blem of ambiguity of these bond indices by considering
only one term with the numbering of the atoms that reflects
the bonding interactions typical for Kekulé structures
of individual six-membered rings. As, however, the de-
scription of even benzene itself requires one to consider
also other types of valence bond (VB) structures, the
restriction to only Kekulé structures can be in some respect
insufficient. This possible drawback, which ignores the
contributions of other VB structures, can be straightfor-
wardly remedied by taking into account all the terms
corresponding to different permutations of atomic labels
as is the case of indices defined according to Eqn (1). This
will be shown to have important consequences on the
resulting conclusions of studies on aromaticity.


COMPUTATIONAL METHODS


The molecules used in the present study include benzene
and the PAHs shown in Table 1. Roman numbers refer to
the different symmetry-unique rings in the molecules.
The studied molecules include a fairly large subset of
the molecules scrutinized by Polansky and Derflinger.30


The geometries of all molecules were optimized using the
Gaussian 03 program54 with the B3LYPdensity func-
tional55,56 and the 6–31G* basis set.


The multicenter bond indices were calculated accord-
ing to Eqn (1) using our program GMA. This program
calculates the overlap matrix over the basis functions and
uses the charge and bond order matrix from the Gaus-
sian03 formatted checkpoint file to compute multicenter
indices ranging from one up to 10 centers.


RESULTS AND DISCUSSION


The calculated values for the six-center bond indices
for individual rings of the studied set of PAHs are
summarized in Table 2. The Roman numbers refer to
the symmetry-unique rings in the molecules in Table 1.


In order to demonstrate the suitability of the calculated
multicenter bond indices to characterize the degree of
aromaticity of individual rings in the studied set of PAHs,
we first compared the calculated values with the set of
similarity indices taken for the same set of molecules
from the study by Polansky and Derflinger.30 This set
comprises 44 benzenoid rings from 16 molecules. The
correlation, based on comparison of Hückel MO (HMO)
similarity indices with the six-center bond indices calcu-
lated first at the same (HMO) level of theory, is displayed
in Fig. 1. This shows that the correlation is extremely
tight and although the correlation is not linear, there is in
fact strict 1:1 correspondence between both set of indices.


This result is very interesting since it implies that
original Polansky similarity indices, which are difficult
to generalize to more sophisticated levels of the theory,
can safely be replaced by the six-center indices, whose
calculation is much more straightforward. An example of
such a correlation which, instead of being based on HMO
six-center bond indices, is derived from the same indices
calculated at the B3LYP/6–31G* level of theory, is given
in Fig. 2. As can be seen, the overall quality of the
correlation is slightly worse than in the previous case but
the calculated correlation coefficient is still considerably
high. The fact that larger deviations between both types
of indices is observed in this case can apparently be
attributed to the fact that HMO bond indices are in some
respects idealized as they are calculated from the HMO
density matrix assuming the equivalence of all resonance
integrals between neighboring atoms, which, in a sense,
is equivalent to assuming the same idealized geometry
for individual rings. This, of course, is not true in real
molecules and the actual values of more realistic B3LYP/
6–31G* indices can be affected by the slight differences
in optimized CC bond lengths in individual molecules.


Because of the close relation of our six-center bond
indices to bond indices used by Giambiagi et al.,31 it is
also interesting to compare the mutual correlation be-
tween both types of indices. It should be noted that
whereas our indices (SCI) are calculated using all the
terms arising from all possible permutations of atomic
labels, the Giambiagi et al. index takes into account just
one term, namely that corresponding to bonding interac-
tions reflected in the Kekulé structures. For this reason,
we propose to call this index the Kekulé six-center index
(KSCI). We calculated the B3LYP/6–31G* KSCI values
for all rings in all molecules and the resulting correlation
between the SCI and KSCI indices is shown in Fig. 3.


As can be seen, the correlation is very tight, which
implies that the dominant contribution to the structure of
PAHs indeed comes from the Kekulé structures. In this
connection, it is nevertheless necessary to note that such a
tight correlation was observed only if the compared SCI
and KSCI values were calculated at the same B3LYP/6–
31G* level of theory. If, instead, the comparison
was made with the original KSCI values calculated by
Giambiagi et al.,31 some clear discrepancies are straight-
forwardly evident. This concerns, for example, the
general trend of aromaticity of individual rings in a series
of linearly annelated polyacenes (1–7 in Table 1). Hence
whereas the decrease in aromaticity on going from outer
to inner rings is expected on the basis of both the
Polansky index and SCI, the trend in the same series
based on semiempirical KSCI values of Giambiagi et al.
is completely the opposite. Such a discrepancy between
the predictions of various approaches is not at all ex-
ceptional; in fact, the aromaticity of individual rings in
polyacenes is a widely discussed issue, with various
methods giving different results. An example of an
approach whose conclusions are at variance with the
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Table 1. Molecules contained in the studied set of PAHs:
Roman numbers refer to the different symmetry-unique
rings in the molecules


1 Benzene


2 Naphthalene


3 Anthracene


4 Tetracene


5 Pentacene


6 Hexacene


7 Heptacene


8 Phenanthrene


9 Pyrene


10 Chrysene


11 Triphenylene


12 1,2-Tetraphene


13 3,4-Benzophenanthrene


14 Coronene


Table 1. (Continued)


15 3,4-Benzopyrene


16 1,2,5,6-Dibenzanthracene


17 5,6-Benzochrysene


18 1,2,3,4-Dibenzophenanthrene


19 1,2,7,8-Dibenzanthracene


20 1,2-Benzopyrene


21 1,2-Benzotetracene


22 Pentaphene


23 1,2,3,4-Dibenzanthracene


24 Picene


(Continues )(Continues )
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order of aromaticity based on the KSCI values of Giam-
biagi et al. is, e.g., the study by Anusooya et al.,57 who
also found that the aromaticity of individual rings should
decrease on going from outer to inner rings. In order to
reveal the origin of this variance between predictions of
various methods, we also calculated the SCI and KSCI
indices using semiempirical methods as in the study of
Giambiagi et al.31 The indices were calculated using the
PM3 density matrix for both B3LYP/6–31G* and PM3
optimized geometries. Table 3 shows as an example the
indices calculated at different levels of theory and differ-
ent geometries for pentacene.


Let us attempt now to discuss the conclusions that can
be deduced from Table 3. First, what can be seen from the
calculated values is that although the table reflects the
effect of the variation of two different factors, namely of
the molecular geometry and the quality of the density
matrix, the general trend in the aromaticity of individual
rings is predominantly determined only by the level of the
theory used to generate the density matrix. Thus, for
example, whereas both SCI and KSCI values calculated
at the B3LYP/6–31* level clearly suggest a decrease in
aromaticity on going from outer to inner rings, the trend


Table 1. (Continued)


25 3,4,5,6-Dibenzophenanthrene


26 2,3,7,8-Dibenzophenanthrene


27 2,3,5,6-Dibenzophenanthrene


28 Perylene


29 1,2-6,7-Dibenzopyrene


30 1,2-4,5-Dibenzopyrene


31 1,2-7,8-Dibenzochrysene


32 1,2-3,4-5,6-7,8-Tetrabenzoanthracene


Table 2. Six-center bond indices calculated for the different
rings (Roman numbers, ring numbering as indicated in
Table 1) in all molecules (B3LYP/6-31G*)


Compound I II III IV V VI


1 0.0484
2 0.0263
3 0.0199 0.0189
4 0.0172 0.0159
5 0.0159 0.0143 0.0141
6 0.0152 0.0135 0.0131
7 0.0148 0.0131 0.0125 0.0122
8 0.0314 0.0119
9 0.0243 0.0123
10 0.0298 0.0149
11 0.0348 0.0051
12 0.0222 0.0205 0.0086 0.0332
13 0.0298 0.0149
14 0.0164 0.0078
15 0.0264 0.0129 0.0094 0.0156 0.0240
16 0.0324 0.0097 0.0233
17 0.0304 0.0137 0.0186 0.0142 0.0299
18 0.0336 0.0336 0.0066 0.0169 0.0291
19 0.0324 0.0097 0.0230
20 0.0350 0.0054 0.0265 0.0121
21 0.0184 0.0169 0.0166 0.0073 0.0338
22 0.0232 0.0207 0.0063
23 0.0230 0.0219 0.0037 0.0357
24 0.0303 0.0139 0.0186
25 0.0304 0.0133 0.0186
26 0.0290 0.0161 0.0109 0.0201 0.0214
27 0.0284 0.0162 0.0108 0.0197 0.0216
28 0.0237 0.0033
29 0.0349 0.0053 0.0290
30 0.0358 0.0041 0.0152 0.0257 0.0138 0.0271
31 0.0329 0.0078
32 0.0351 0.0043 0.0273
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of the aromaticity in the same series calculated at the
PM3 level is completely the opposite irrespective of the
actual molecular geometry used. This result is very
interesting and important since it suggests that one
must be very careful when comparing various aromaticity
measures and indices, especially if they have not been
determined at the same or a comparable level of the
theory.


Correlation between aromaticity indices


After having demonstrated that the scale of aromaticity
characterized by the extent of the cyclic delocalization
as gauged by the values of six-center bond indices is
closely related to Polansky similarity indices, let us
attempt now to compare the new proposed aromaticity
index with some other previously reported aromaticity
measures.


One of the most often used approaches to introduce
the scale of aromaticity is the structural criterion based
on the equalization of bond lengths in the aromatic system.
The most widespread approach of this type is known as the
harmonic oscillator model of aromaticity (HOMA).17,18


HOMA values can be easily calculated from the optimized
molecular geometries using the equation


HOMA ¼ 1 � �


N


XN


i¼1


R0 � Rið Þ2 ð3Þ


where �¼ 257.7 and is constant for the type of chemical
bond involved, N is the number of bonds (six in the
present case) and R0 is the ideal bond length. R0 is set
equal to 1.388 Å. For all molecules in the present set,
HOMA values were calculated. The correlation between
the SCI and HOMA data reveals that the agreement is
best for a linear relationship between the HOMA values


Figure 1. Correlation between HMO-based six-center index (HMO SCI) and the Polansky HMO-based similarity index of
individual benzenoid rings to benzene


Figure 2. Correlation between B3LYP/6–31G* six-center index (SCI) and the Polansky HMO-based similarity index
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and the logarithm SCI. Graphical inspection of the
correlation shown in Fig. 4 reveals again that in general
there is fair agreement but that there are nevertheless
several outliers that strongly affect the quality of the
correlations.


The three most notable outliers, with negative HOMA
values and SCI values of 0.00776, 0.01333 and 0.01858,
correspond to molecule 31, ring II, and molecule 25,
rings II and III, respectively. In order to elucidate the
factors responsible for the existence of these outliers, it is


Figure 3. Correlation between SCI and KSCI values calculated at the B3LYP/6–31G* level


Table 3. SCI and KSCI values calculated for pentacene at different levels of theory for different charge and bond order matrices
and different geometries


Index Density matrix Geometry Ring I Ring II Ring III


SCI B3LYP/6–31G* B3LYP/6–31G* 0.01585 0.01433 0.01413
KSCI B3LYP/6–31G* B3LYP/6–31G* 0.03310 0.02975 0.02937
SCI PM3 B3LYP/6–31G* 0.00426 0.00564 0.00625
KSCI PM3 B3LYP/6–31G* 0.00110 0.01547 0.01749
SCI PM3 PM3 0.00369 0.00567 0.00694
KSCI PM3 PM3 0.00932 0.01547 0.01956


Figure 4. Correlation between HOMA indices and six-center bond indices for all benzenoid rings in the studied molecules
(B3LYP/6–31G*)
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useful to look in closer detail at the geometric structure
of the corresponding molecules. Such an inspection
shows these outliers really possess some C—C bonds
with lengths that deviate strongly from the reference
value of 1.388 Å. An example of such system is molecule
25, in which the dramatic increase in the bond lengths of
two particular C—C bonds evidently comes from the
strong steric strain from the closeness of two H atoms
(Fig. 5).


Closely related to the HOMA index is the approach
which relies on the supposed existence of a linear rela-


tionship between bond lengths and bond orders.58 Such a
type of index has also been proposed in the literature,59,60


but systematic applications to broader set of PAHs are
scarce.61,62 For this reason, we also made a comparison
with a new index of this type which we propose to call
BOIA (bond order index of aromaticity). This index,
defined by Eqn (4), requires the calculation of the sum
of the quadratic differences between the bond order
between each pair of adjacent atoms in the considered
ring (Bi) and that in benzene BC6H6


.


BOIA ¼ 1 � 1


6


X6


i¼1


BC6H6
� Bið Þ2 ð4Þ


The B3LYP/6–31G* bond orders (two-center bond
indices) for benzene and all other benzenoid rings in
the studied molecules were calculated from Eqn (1) and
the BOIA values were subsequently calculated according
to Eqn (4). Intuitively, one can suppose that there should
be a linear correlation between the HOMA values and
BOIA values and the existence of such a relationship is
indeed demonstrated in Fig. 6.


As can be seen, the correlation is in general satisfac-
tory, but nevertheless one can again observe several
outliers and closer inspection shows that they are the
same outliers as reported above in the discussion of
the correlation between the HOMA index and SCI. In
these molecules the bond order–HOMA linear relation-
ship breaks down, whereas on the whole this supposed
relationship seems to be justified.


When considering the six-center bond index, there is a
fair correlation between the SCI and BOIA values with a


Figure 5. Structure of molecule 25 with bond lengths for
different deviating C—C bonds. Hydrogen atoms responsi-
ble for steric hindrance are also shown


Figure 6. Correlation between HOMA and BOIA values over all benzenoid rings in the molecular set
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correlation coefficient of 95% for the regression equation
BOIA ¼ 0:0351 lnðSCIÞ þ 1:1113. The regression be-
tween SCI and BOIA values is shown in Fig. 7.


It is interesting that the existence of the outliers
detected in the correlation of HOMA and BOIA values
is not so dramatic in this case and, although clear
deviations from the regression line can be seen also in
Fig. 7, their importance is considerably reduced.


Another relatively recent aromaticity scale was intro-
duced by Poater et al.,29 who proposed the so-called PDI
values defined as the average of para-delocalization
indices introduced some time ago by Bader et al.63 within
the framework of AIM theory.64 Delocalization indices
�AB between two atoms A and B are defined as


�AB ¼ FAB þ FBA ð5Þ


with


FAB ¼ 2
Xocc


i


Xocc


j


ih j jiA jh jiiB ð6Þ


where the overlap integrals are calculated over Bader’s
atomic domains of atoms A and B involved. PDIs are then
calculated as the average of the delocalization indices
between every set of two carbon atoms in the para
position. Poater et al. reported values for different
PAHs, but unfortunately the set of molecules used in
their study is too small to assess the correlation with
aromaticity indices for wider sets of data. In order to
remedy this drawback, we propose to introduce an ap-
proximation for the calculation of PDI indices which is
based on replacing the original delocalization indices
by their counterparts calculated using the philosophy of
GPA. Within this approach, the calculated delocalization


indices are identical with two-center bond indices derived
from the partitioning of Eqn (1) for k¼ 2:


FAB ¼ 2
X


�2A


X


�2B
PSð Þ�� PSð Þ�� ð7Þ


These indices can be calculated very quickly for any
pair of para-positioned carbon atoms, and by taking the
average of these three indices, it was possible to calculate
the ‘approximate’ PDI values for the whole set of
molecules studied here. These indices will henceforth
be called the average two-center indices (ATI). For the set
of PDI data available in the paper by Poater et al.,29 we
examined the agreement between ATI and PDI values,
and found that the trends are the same, so it is safe to
consider ATI values as a proper alternative to PDI values.
In view of this result, we subsequently tried to correlate
the ATI values, which could easily be calculated for the
whole wide series of molecules studied in this study, with
the corresponding SCI values. The resulting correlation is
shown in Fig. 8.


The correlation seems to be fairly good, but again some
caution is necessary. Thus, e.g., if we consider again the
linear polyacenes as an example, both PDI and ATI
values suggest an increase in aromaticity on going from
outer to inner rings. This order is, however, opposite to
what is suggested by the SCI values (and also the
Polansky similarity index), so that the predictions of
both methods are in this case evidently incompatible.
As an example, HF/6–31G* PDI29 and B3LYP/6–31G*
ATI and SCI values for the tetracene molecule are
reported in Table 4.


The existence of such a serious discrepancy between
the predictions of these two approaches is very important
since it suggests that one of them is apparently less
reliable than the other, and because the trend of SCI


Figure 7. Regression between GPA six-center bond indices and BOIA values for the molecular set, calculated using B3LYP/6–
31G*


714 P. BULTINCK, R. PONEC AND S. VAN DAMME


Copyright # 2005 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2005; 18: 706–718







values corresponds to the chemically justified order of
aromaticity measured by the Polansky index, we prefer
the SCI as more reliable. Another aspect which indepen-
dently questions the applicability of PDI as a universal
aromaticity measure concerns the extension of this ap-
proach to five-membered rings. In this case, there is only
one pair of atoms between which the PDI (or ATI) can be
calculated and averaging, which could reflect the cyclic
delocalized bonding in the ring, is not possible.


As most of the above correlations involved only the
indices that belong to the family of structure-based
aromaticity measures, it was of interest to see how the
quality of the correlations will be affected when other,
magnetic criteria of aromaticity are considered. As an


example of such a magnetic-based aromaticity index,
we chose the so-called NICS index introduced by
Schleyer et al.28 In order to be able to include the
whole set of studied molecules and to maintain the
maximum compatibility with the other correlations, all
NICS values were recalculated at the B3LYP/6–31G*
level of theory. The results of the correlations of NICS
with the whole set of scrutinized aromaticity indices and
also of all other crossed correlations are summarized in
Table 5. All calculated data for the entire molecular
sets are available as Supplementary material in Wiley
Interscience.


As can be seen from Table 5, whereas all the cross-
correlations between individual structure-based aromati-
city indices are generally fairly satisfactory, the correla-
tion with NICS values is in all cases much worse and in
fact in some cases there is no correlation at all. This
result is very important since it nicely corresponds
with the results of previous studies,34–36 in which the
statistical analysis of a wide range of various aromaticity
indices resulted in the conclusion that aromaticity is a
multidimensional phenomenon with at least two
mutually orthogonal principal components. One of these


Table 4. SCI, ATI and PDI29 values for rings I and II in
tetracene


Index Ring I Ring II


SCI 0.0172 0.0159
ATI 0.0526 0.0576
PDI 0.055 0.062


Figure 8. Correlation between B3LYP/6–31G* SCI and ATI values for the entire molecular set


Table 5. Linear correlation coefficients (R2) for the correlation of six-centered bond indices with different other aromaticity
indicesa


SCI KSCI ATI HOMA BOIA NICS Polansky


SCI 1.00 0.99 0.91 0.65 (0.71) 0.86 (0.95) 0.31 0.93
KSCI 1.00 0.90 0.66 0.86 0.30 0.93
ATI 1.00 0.66 0.92 0.55 0.94
HOMA 1.00 0.77 0.39 0.83
BOIA 1.00 0.60 0.92
NICS 1.00 0.64
Polansky 1.00


a SCI¼ six-center bond index from GPA, KSCI are ring indices, ATI are para-delocalization indices using two-center bond indices, HOMA are harmonic
oscillator model of aromaticity values, BOIA are bond order indices of aromaticity, NICS are nucleus-independent chemical shifts and Polansky are the HMO
similarity indices. Values in parentheses refer to correlations of the type y ¼ a ln xþ b, where a and b are regression constants and y and x are the two sets of
aromaticity indices involved.
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components was identified with ‘classical’ aromaticity,
which is well characterized by various energetic and
structural criteria, and the other by magnetic criteria.
The absence of reasonable correlations between these
two types of indices as reported in Table 5 thus straight-
forwardly confirms the assumed orthogonality of these
two types of aromaticity measures. The apparent incom-
patibility of magnetic and structural aromaticity mea-
sures, anticipated on the basis of orthogonality of the
corresponding aromaticity measures, can again be de-
monstrated by the discrepancy between the general trends
in the aromaticity of individual benzenoid rings in linear
polyacenes. Thus, for example, whereas the SCI and


Polansky values suggest a decrease in aromaticity on
going from outer to inner rings, the classification based
on the NICS values is just the opposite. The same
opposite order of aromaticity was also reported by
Steiner and Fowler65,66 using another magnetic criterion,
namely the paramagnetic ring currents, but in view of the
anticipated orthogonality of structural and magnetic
criteria of aromaticity this result is not surprising.


In this connection it is necessary to mention, however,
studies67,68 in which the authors reported the existence of
a linear correlation between structural and magnetic
aromaticity indices so that the orthogonality of these
indices was questioned. This would certainly be a very


Figure 9. Correlation between NICS and SCI values for a set of five benzenoid rings of triphenylene-like molecules


Figure 10. Correlation between B3LYP/6–31G* NICS and SCI values for the set of molecules in Table 1
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serious result but we would like to show here that similar
claims are not apparently completely general and such
correlations, if they exist, are usually confined to only
relatively narrow sets of data. When wider sets of systems
are considered, such correlations cease to exist. In order
to corroborate this claim, we subjected the whole set of
our data to thorough statistical analysis aiming at the
detection of the eventual correlations between SCI and
NICS values for smaller subsets of the molecules, and
we found that such ‘restricted’ correlations are in fact
fairly abundant. An example of such a correlation which
also violates the assumed orhogonality of structural and
magnetic criteria of aromaticity is given in Fig. 9, which
correlates the aromaticity of the central benzenoid ring in
a series of triphenylene-like molecules, 11, 18, 23, 31
and 32.


Similarly, it was possible to find several dozen very
good correlations (with R2> 0.99) between SCI and
NICS values for the restricted subsets involving 10
benzenoid rings, but all these correlations can again be
observed only if the studied subset involves a relatively
narrow series of closely structurally related molecules.
If, instead, the whole set of 101 benzenoid rings in all
32 molecules studied is considered, the correlation be-
tween SCI and NICS values disappears (Fig. 10). This
result is very important since it clearly demonstrates that
previous claims questioning the orthogonality between
structural and magnetic criteria are evidently only of
limited relevance and their existence is only possible
for relatively narrow classes of closely structurally re-
lated molecules, as was the case in the study by Schleyer
et al.68


CONCLUSIONS


This paper reports the application of the so-called six-
center bond index as a new structural index of aromaticity
of individual benzenoid rings in a wide series of PAHs.
It has been shown that this index, which quantitatively
measures the extent of cyclic delocalized bonding in
these systems, correlates with Polansky similarity index
and also with other structural aromaticity indices. On the
other hand, the correlations between SCI and magnetic
similarity measures such as NICS can be observed only
within relatively narrow series of closely structurally
related molecules. For wider series of data no such
correlations exist and the results are consistent with
the orthogonality of structural and magnetic criteria of
aromaticity.


Supplementary material


Lists with all values of the different aromaticity indices
for the molecules considered in this work are available in
Wiley Interscience.
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ABSTRACT: The use of substituent effects on 1H and 13C chemical shifts to probe steric interactions was applied to
other monosubstituted adamantanes. Existing literature data on series of halogen and alkyl substituents confirm that
NMR chemical shifts are strongly affected by steric effects. The magnitude of these effects can be associated with
data that reflect the ‘size’ of a substituent and the direction in which it extends. For alkyl groups, conformational
effects must be taken into consideration in this type of analysis. Copyright # 2004 John Wiley & Sons, Ltd.
Supplementary electronic material for this paper is available in Wiley Interscience at http://www.interscience.wiley.
com/jpages/0894-3230/suppmat/
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and angles


INTRODUCTION


The adamantane framework is particularly well suited for
probing steric effects by 1H and 13C NMR. Its rigid
geometry limits the degree of molecular distortion that
results from the introduction of substituents and its high
degree of symmetry provides several equivalent positions
that can be used to compare substituent effects.1 Our
recent work on mono- and disubstituted adamantanes
revealed that substituent effects on chemical shifts could
be traced to changes in molecular geometry and charge
distribution. These data could also be used to separate
steric contributions from those that are mainly of electro-
nic nature and to evaluate the shape and volume of the
groups that are involved in the respective interactions.2


Changes in geometry are reflected mainly by carbon
chemical shifts and hydrogen chemical shifts can be
used to verify the direction in which the substituent is
pointing and how far it extends.2 The steric effects that
will result from a substituent in a certain position can
therefore be well established. These aspects were inves-
tigated in the series of adamantanes with alkyl (1–9) and
halogen substituents (10–15) that are commonly asso-
ciated with steric effects3 and given in Fig. 1 (although


experimental data for 9 have not been reported, we
included calculated shifts on this system in our analysis
in order to complete the series and probe the conforma-
tional aspects of its strong steric interactions).


CALCULATIONS


Calculations are used to complement experimental data
and provide insights into variations in structure and
charge distribution. They are instrumental in locating
effects and estimating their relative contributions. Den-
sity functional theory (DFT) methods have been success-
fully applied to chemical shifts of adamantyl systems and
are particularly indicated for cases where the relative
shieldings are of interest,4 as in the case here. Since the
basis set used for geometry optimization does not have
parameters for iodine, geometries of haloadamantanes
were also optimized by molecular mechanics.


Calculations were carried out with the Gaussian 98
package of molecular orbital programs.5 Geometries
were optimized fully using the B3LYP/6–31G(d,p) basis
set and were also used for chemical shift calculations.
Isotropic magnetic shielding tensors were calculated
from optimized geometries using the GIAO method.
Chemical shift values were obtained relative to isotropic
shielding of TMS, as calculated at the same level.
Hydrogen chemical shifts were also calculated from
optimized structural data using version 6A of the
CHARGE program6 for the purpose of comparison with
chemical shifts in Ref. 2. The Chem 3D program was
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used for MM27 calculations. Abraham et al.8 obtained
geometries for the kind of molecules studied here by
ab initio methods and by the PCModel molecular me-
chanics program. PCModel geometries lead to small
variations in chemical shifts (<0.1 ppm). Thus halogen
substituent effects on adamantane 1H chemical shifts
were calculated by the CHARGE 6A program from
geometries optimized by the MM2 method (see Supple-
mentary material, available in Wiley Interscience). In
general, trends are similar to those of the observed data.


RESULTS AND DISCUSSION


Substituent effects on chemical shifts


Methyl adamantanes reveal that substituents on second-
ary and tertiary carbons lead to distinct types of effects on
chemical shifts.1 Substituents on a secondary carbon
atom (as exemplified by C-2) result in considerable �-
gauche effects on 13C chemical shifts that are normally
associated with interactions between nuclei that are close
in space.1,9–12 Hydrogen chemical shifts also evidence
steric interactions, nuclei under compression being de-
shielded relative to equivalent positions on the unsubsti-
tuted system.2 A combination of these effects which
reflects a shortening of the C—H bond, an increase in
charge on the carbon nucleus and a decrease in charge on
the hydrogen nucleus is referred to as bond polariza-
tion.13 Changes in bond and dihedral angles often accom-
pany steric effects and, in situations where the molecular
framework is distorted, also may be associated with steric
effects.14


Substituents in a tertiary position (as exemplified by C-
1) do not result in �-gauche effects.1 In fact, deshielding
of the �-carbons is observed for electronegative substi-
tuents.2 Here substituents distort molecular geometry to a
lesser extent and their respective effects can be traced
essentially to changes in C—C bond lengths.1,2


Another point that must be taken into consideration on
analyzing substituent effects in adamantyl systems is the


carbon–substituent bond. Although the electronegativity
of the substituent makes an important contribution to the
�-effect, large �-effects may also be attributed to the
lengthing of the carbon–substituent bond.2


Before extending the substituent effect of a methyl
group to other alkanes usually associated with steric
effects, it is instructive to compare the effect of other
halogens to that of bromine. Substituent effects on their
hydrogen chemical shifts have been extensively studied15


and their spectra for 1- and 2-substituted chloro-, bromo-
and iodoadamantanes have been interpreted.8,16 No steric
effects are observed for fluorine and parameters that are
important for comparison purposes, such as van der
Waals radii, polarizability and electronegativity, have
been quantified.3,8 Another advantage of halogens is
that conformational effects that are observed for alkyl
groups (see below) do not need to be taken into con-
sideration.


Haloadamantanes


Problems inherent in making calculations on heavy atoms
such as halogens17 are avoided here by the use of
experimental chemical shifts. The extent of steric sub-
stituent effects on hydrogens in different positions is
readily apparent from Table 1. For neighboring atoms,
the order I>Br>Cl is observed for the magnitude of
substituent effects in both positions, hence the degree of
deshielding of hydrogens corresponds to the relative van
der Waals radii of the substituent,3,8,16 confirming the
tendencies revealed by calculations.2 In the case of the
substituent on a tertiary carbon (structures 10–12) hydro-
gens on �- carbon (C-2, C-8 and C-9) are deshielded in
increasing order of the van der Waals radius of the
substituent, C—H bonds being shortened as expected


Figure 1. Substituted adamantanes


Table 1. Substituent effects on 1H chemical shifts of haloa-
damantanes8,16


Substituent in R1 Substituent in R2


10 11 12 13 14 15


H-1 — — — 0.20 0.28 0.29
H-2a 0.39 0.62 0.88 2.65 2.92 3.25
H-2s 0.39 0.62 0.88 — — —
H-3 0.27 0.23 0.10 0.20 0.28 0.29
H-4a �0.08 �0.02 0.11 �0.18 �0.13 �0.04
H-4e �0.08 �0.02 0.11 0.52 0.59 0.63
H-5 0.27 0.23 0.10 �0.01 0.01 0.03
H-6a �0.08 �0.02 0.11 0.01 �0.01 0.04
H-6e �0.08 �0.02 0.11 0.01 �0.01 0.04
H-7 0.27 0.23 0.10 �0.01 0.01 0.03
H-8a 0.39 0.62 0.88 0.20 0.11 0.20
H-8s 0.39 0.62 0.88 0.05 0.22 0.20
H-9a 0.39 0.62 0.88 �0.18 �0.13 �0.04
H-9s 0.39 0.62 0.88 0.52 0.59 0.63
H-10a �0.08 �0.02 0.11 0.20 0.11 0.20
H-10e �0.08 �0.02 0.11 0.05 0.22 0.20
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from steric effects resulting from bond polarization. In
contrast, an inversion is observed in the order that
hydrogens on the �-carbon are deshielded. It would
appear that, in the absence of steric effects, decreases in
hydrogen chemical shifts accompany increases in carbon
chemical shifts (see Table 2). For the halogen on the
secondary carbon, it is the geminal hydrogens (H-2a) and
the hydrogens on the �-carbons (H-4e and H-9s) that are
most strongly deshielded, their order following that of the
van der Waals radius of the substituent. The steric
contributions of Cl, Br and I to hydrogen substituent
shifts in cyclic systems have already been firmly estab-
lished.15 They illustrate the sensitivity of NMR chemical
shifts as probes for steric effects and serve as a basis for
comparison with alkyl groups.


The response of carbon chemical shifts to steric effects
has been widely investigated.9–12 Although chlorine and
iodine substituents (Tables 2 and 3) follow the same
general trends as bromine,2 it is noteworthy that the
lengthening of the carbon–substituent bond (Table 4)


and the concomitant distortions in the molecular frame-
work can also be associated with the van der Waals radius
of the halogen. For example, the large �- and �-effects
observed for 10–12 (Table 2) can be traced to the
stretching of the C�—C� bond (the magnitude of �-
and �-effects and the degree that the bond in question is
stretched follow the order of van der Waals radii of the
respective substituents).


Alkyladamantanes


In order to investigate substituent effect of alkyl groups,
conformational effects must be taken into consideration.
For a methyl group in a tertiary position, for example,
there will be three minima, one for each of the rotamers in
which the methyl hydrogens fall exactly between the two
hydrogens on the �-carbons, forming a dihedral angle of
around 60� with the C�—C� bond. Since the three are
equivalent, their chemical shifts will be the same. This is
not the case for 1-ethyl- and 1-isopropyladamantanes,
where methyl groups will fall between the hydrogens on
the �-carbons (see Fig. 2) and their respective chemical
shifts will correspond to weighted averages of the rota-
mers that are involved. In this case, calculated chemical


Table 2. Substituent effects on 13C chemical shifts of
tertiary haloadamantanes10


R1 � � � �


Cl 39.7 9.9 3.2 �2.2
Br 38.0 11.6 4.1 �2.1
I 21.7 14.5 4.4 �2.3


Table 3. Substituent effects on 13C chemical shifts of
secondary haloadamantanes10


R2 � � �syn �anti �syn �anti �


Cl 30.3 7.5 �6.8 0.5 �0.9 �1.5 0.1
Br 25.9 8.0 �6.1 1.0 �0.8 �1.5 0.2
I 8.6 9.1 �4.8 1.0 �0.7 �1.4 0.4


Table 4. C—R bond length for substituted adamantanes


C—R C—R


B3LYP/6–31 MM2 B3LYP/6–31 MM2
R1 G(d,p) R2 G(d,p)


Me 1.532 — Me 1.534 —
Et 1.545 — Et 1.541 —
i-Pr 1.566 — i-Pr 1.555 —
t-Bu 1.592 — t-Bu 1.577 —
Cl 1.852 1.812 Cl 1.845 1.805
Br 2.016 1.978 Br 2.009 1.968
I — 2.180 I — 2.167


Figure 2. Final geometries of alkyladamantanes substituted in the R1 position
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shifts correspond to the lowest energy rotamers and can
be used to identify their respective conformations.


Similar considerations apply to secondary alkylada-
mantanes. There are also three low-energy rotamers for
2-methyladamantane (6), for example. Each of these
corresponds to a conformation in which one of the methyl
hydrogens falls between H-4e and H-9s, forming a dihe-
dral angle of 180� between H-2a—C-2—CR—HR. For a
2-ethyl substituent (7), the lowest energy rotamer will
correspond to a conformation in which the substituent
points in the direction of H-1 or H-3 and a dihedral angle
of 170� between C-1—C-2—CR—CH3 is observed.


The secondary methyl derivative provides a good
probe for alkyl substituent effects on chemical shifts.
Both its hydrogen18 and its carbon10 spectrum have been
fully interpreted. As the case with 2-haloadamantanes
(13–15), the largest substituent effects are observed for
H-4e and H-9s, and the hydrogens that are subject to
steric interactions with the substituent lead to substantial
�-gauche effects on C-4 and C-9.


Calculations reveal that the corresponding C—H
bonds are shortened and charge on the carbons increases
whereas that on the hydrogen decreases, in line with bond
polarization. Both DFT and DFT/CHARGE 6A calcula-
tions of substituents effects reflect the magnitude of the
shielding experienced by carbon and the deshielding
experienced by hydrogen fairly well and are used in the
investigation of the remaining 1- and 2-alkyladamantanes
(Tables 5–7).


For 2-ethyl- and 2-isopropyladamantanes, there are
low-energy conformers with the same arrangement as
the methyl group (one of the hydrogens of the substituent
lies between H-4e and H-9s) and similar bond polariza-
tion will be observed in the respective C—H bonds. The
other methyl group(s) will point in the direction of H-1
(H-3) and should lead to additional interactions with


these groups. This arrangement is not possible for the
tert-butyl group and steric interactions will be much more
substantial.


The respective steric interactions can be located by
hydrogen chemical shifts (Table 7). For 2-ethyladaman-
tane (7), the carbon–carbon bond of the substituent forms
a dihedral angle of 170� with the C-1—C-2 bond. This
geometry results in interactions of one of the methylene
hydrogens and H-4e/H-9s, deshielding these hydrogens,
as was the case for 2-methyladamantane (6). In this case,
one of the hydrogens of the methyl group points in the
direction of H-3 and it is deshielded relative to the other
tertiary hydrogens. In 2-isopropyladamantane (8), the
second methyl group of the substituent points in the
direction of H-1 and it is also strongly deshielded.
Finally, for 2-tert-butyladamantane (9), the molecule is
considerably distorted; however there are strong


Table 5. Substituent effects on 13C chemical shifts of R1
10


R1 � � � �


Me 1.2 6.8 0.4 �0.9
Et 3.9 4.5 0.4 �0.2
i-Pr 4.1 5.6 0.5 �0.2
t-Bu 3.9 5.0 0.6 �0.2


Table 6. Substituent effects on 13C chemical shifts of R2
20


R2 � � �syn �anti �syn �anti �


Me 1.3 5.5 �6.4 1.7 0.1 �0.2 0.9
Et 10.0 4.5 �4.8 2.9 1.5 1.2 2.0
i-Pr 6.6 3.5 �5.8 1.8 0 �0.2 �2.8


Table 7. Alkyl substituent effects on hydrogen chemical shifts of adamantane calculated by DFT-B3LYP/6–31G(d,p)


Substituent in R1 Substituent in R2


2 3 4 5 6 7 8 9


H-1 — — — — �0.18 �0.23 0.20 0.37
H-2a �0.23 0.14 �0.50 0.01 0.11 �0.16 �0.52 �0.24
H-2s �0.24 �0.47 0.22 �0.06 — — — —
H-3 0.08 0.11 0.11 0.11 �0.20 0.12 0.19 0.35
H-4a �0.07 �0.05 �0.06 �0.08 �0.27 �0.28 �0.27 �0.20
H-4e �0.11 �0.09 �0.12 �0.12 0.24 0.22 0.18 0.44
H-5 0.09 0.06 0.10 0.13 �0.09 �0.09 �0.07 �0.03
H-6a �0.07 �0.06 �0.07 �0.07 �0.05 �0.06 �0.05 �0.05
H-6e �0.09 �0.08 �0.11 �0.10 �0.04 �0.05 �0.04 �0.05
H-7 0.11 0.12 0.12 0.13 �0.04 0.00 �0.02 0.01
H-8a �0.22 �0.46 0.23 0.02 0.10 0.07 0.11 0.07
H-8s �0.23 0.13 �0.50 �0.07 �0.02 0.00 �0.07 �0.06
H-9a �0.23 �0.32 �0.15 �0.07 �0.26 �0.27 �0.26 �0.17
H-9s �0.24 �0.33 �0.17 0.00 0.26 0.16 0.20 0.37
H-10a �0.07 �0.09 �0.06 �0.09 0.07 0.10 0.08 0.10
H-10e �0.11 �0.13 �0.10 �0.12 �0.03 �0.08 �0.08 �0.04
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interactions with H-1, H-3, H-4e and H-9s, as reflected by
the deshielding they experience, the shorter C—H bonds
and the charge distribution between respective carbons
and hydrogens.


With respect to the tertiary alkyladamantanes, similar
probes can be applied. For 1-ethyladamantane (3), the
dihedral angle between C-9—C-1—CR—CH3 is 180�.
It leads to two different effects: the hydrogens on the
methylene group of the substituent interact with H-2s,
H-8a, H-9a and H-9s, lengthening the respective C—H
bonds while the hydrogens of the methyl group interact
with H-2a and H-8s, deshielding these hydrogens since
the respective C—H bond length is shorter. Hence,
depending on the respective positions of the hydrogens
involved, both C—H bond polarization and inverse bond
polarization may be observed. In 1-isopropyladamantane
(4), the methyl groups of the substituent point in
the direction of H-8a/H-9a and H-2s/H-9s since these
respective C—H bonds are polarized. H-2s and H-8a are
strongly deshielded because they are closer in space to
the hydrogens of methyl group. At the same time, H-2a
and H-8s are shielded owing to the inverse bond polar-
ization of the C—H bond. Finally, for 1-tert-butylada-
mantane (5), it appears that hydrogens subject to steric
interactions are not deshielded, although the C—H bond
is polarized. Here C—C bonds are considerably length-
ened and it may be that shielding arising from shorter
C—H bonds is compensated by deshielding from longer
C—C bonds. This possibility will be further investigated.


The analysis above can be confirmed by inspection of
the distances between the substituent and the affected
hydrogen and by the geometries depicted in Fig. 2.


The lengths of the carbon–substituent bonds are given
in Table 4 and substituent effects of the alkyl group on
carbon-13 chemical shifts are given in Tables 5 and 6.10


As is apparent from these data, distortion of the mole-
cular framework will be much larger for the halogen
substituents and increases with their respective van der
Waals radii.


For alkyladamantanes substituted in a tertiary position,
carbon–carbon bonds connected to C-1 increase in length
whereas the remaining carbon–carbon bonds decrease
very slightly relative to adamantane (see Supplementary
material).1 Comparing the methyl group with the other
alkyl substituents, in general, the average carbon–carbon
bonds connected to C-1 are the shortest and the C—C
bonds connected to �-carbons are the longest, C—C and
C—H bond effects compensating one another (see
above).


The substituent on R2 must be responsible for second-
ary effects. Its interaction with H-9s and H-4e will result
in torsion around C-2—C-3/C-5—C-9 and C-3—C-4/
C-4—C-5 bonds. The alkyl group will, in turn, be
responsible for torsion around the C-1—C-2/C-1—C-9


and C-1—C-8/C-3—C-10 bonds, resulting in distortions
of the molecular framework. In addition to the torsion
around certain bonds, there are noticeable (see Supple-
mentary material) increases or decreases in bond angles.
Angular effects on carbon-13 chemical shifts14 must
contribute to �anti, � and effects.
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ABSTRACT: High-level ab initio and semi-empirical computations were carried out to investigate the mechanisms of
thermal isomerization of isoxazole (1a) and 5-methylisoxazole (2a). The calculations were made over the whole
isomerization potential energy surface at the MP2/cc-pVDZ and QCISD(T)/aug-cc-pVDZ//MP2/cc-pVDZ levels.
The predicted rate-limiting transition states were refined further at the QCISD(T)/aug-cc-pVDZ//QCISD/cc-pVDZ
level. Ab initio results are in excellent agreement with available experimental results. Furthermore, they allow us to
propose a detailed reaction mechanism and to exclude reaction paths proposed earlier. We also report the results from
semi-empirical computations. The MNDO method predicts reasonable values for the heat of formation of the
reactants but it fails for other isomers and overestimates the activation energies for most reaction steps. The AM1
method yields improved values for the activation energies, at the expense of less reliable heats of formation for the
minima in the potential energy surface. In general, both methods produce results that are good when the simplicity of
the model is considered; however, there is no simple way to determine in advance when the results are meaningful.
Thermochemical and kinetic parameters obtained by the different theoretical methods are discussed and compared
with experimental values. Copyright # 2004 John Wiley & Sons, Ltd.
Supplementary electronic material for this paper is available in Wiley Interscience at http://www.interscience.
wiley.com/jpages/0894-3230/suppmat/
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INTRODUCTION


Heterocyclic compounds, including isoxazole and its
derivatives, are important structural units of many com-
pounds of biological interest. In addition, five-membered
heterocycles are recognized as compounds involved
directly or as intermediates in the synthesis of new
compounds that are potentially useful in a variety of
different fields, including pharmaceuticals and medicinal
chemistry.1


The Flash Vacuum Thermolysis (FVT) technique is
becoming an increasingly important preparative synthetic
method as well as a useful technique to study reaction
mechanisms. A recent review surveys the most important
reaction in the FVT of five-membered heterocycles.2


Pérez et al. used this technique to investigate the reaction
mechanism and kinetic parameters in the thermolysis of a
variety of isoxazole derivatives,3–5 including 5-methyli-
soxazole.6 Based on these results they proposed a general
reaction mechanism for isoxazoles, which is shown in
Scheme 1. When R3 6¼H the oxazole isomer is obtained


as the reaction product (and in some cases the isomeriza-
tion stops in the intermediary azirine), whereas the nitrile
is observed when R3¼H.


Kinetic evidence led these authors to suggest that the
rate-limiting step is the formation of the azirine isomer.6


However, as can be observed in Scheme 1, a detailed
reaction mechanism is not defined and the intermediacy
of some compounds is uncertain. Early theoretical results
using the MNDO method7 shed some light on the reac-
tion mechanism, suggesting the intermediacy of the vinyl
nitrene (h), which was proposed earlier based on similar
experimental results in the photolysis and thermolysis of
vinyl azides.8 In addition, MNDO results did not support
the intermediacy of the ketenimine (c) in the isomeriza-
tion process.7


More recently, Lifshitz and co-workers studied the
thermal decomposition of isoxazole,9 5-methylisoxa-
zole10 and 3,5-dimethylisoxazole11 in a shock tube rea-
ctor. The effective temperature obtained in these reaction
conditions is substantially higher than those that can be
reached in the FVT experiment, where the temperature
can be regulated easily. Therefore, at these temperatures
(�1000 K) they observed a variety of decomposition
products and their simulations are also focused in finding
decomposition channels, as is the ab initio/reaction-path
dynamic study by Saito and Okada.12 In both reports the
authors seem to have missed the earlier results by Pérez
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showing that isoxazoles can isomerize to the products
shown above at much lower temperatures (<800 K)
before decomposition. Subsequently, Liu and co-work-
ers13 challenged the decomposition mechanism proposed
by Lifshitz based on results obtained using density
functional theory and proposed a concerted isomerization
from isoxazole to the nitrile and then decomposition to
CH3CNþCO and HCNþH2CCO, the main decomposi-
tion products observed by Lifshitz.9 However, as we
show below, the concerted isomerization proposed by
Liu is not the lower energy path in the potential energy
surface.


In this paper we report a comprehensive, high-level
ab initio computation of the thermal isomerization of
isoxazole and 5-methylisoxazole. The results are in ex-
cellent agreement with the available experimental results.
In addition, an updated reaction mechanism is proposed
for 3-unsubstituted isoxazole derivatives.


COMPUTATIONAL METHODS


Semi-empirical MNDO14 and AM115 calculations were
performed with AMPAC (version 2.1) and MOPAC
(version 6) on a personal computer. The original source
codes for both packages were compiled and only minimal
language adaptation and modifications were introduced.
The test runs included in the program package were run
also to verify the accuracy of the several values included
in the output files.


Full geometry optimizations with no geometrical con-
straints were performed for compounds 2a–h and true
minima were confirmed through vibrational analysis.
Hypersurfaces were calculated by assigning fixed values
to the appropriate coordinates and optimizing all the
others. Transition states were located by one-dimensional
reaction paths or two-dimensional grid searches, and the
resulting approximate transition-state geometries were
refined by minimizing the scalar gradient of energy
with respect to the geometry. These transition states
were characterized as saddle points by diagonalizing
the Hessian (force constant) matrix and establishing the


presence of one, and only one, negative force constant.
Unrestricted Hartree Fock computations were employed
consistently in these methods.7


Ab initio calculations were carried out using the
Gaussian 98 suite of programs.16 A quick survey of the
potential energy surfaces using density functional theory
for compounds 1 and 2 was carried out at the B3LYP/6–
31G** level, using the AM1 results as starting points. For
some transition states the AM1 optimized geometries
were not even a good starting geometry. Geometries then
were reoptimized at the MP2/cc-pVDZ level, followed by
QCISD(T)/aug-cc-pVDZ single-point calculations. An
exhaustive and comprehensive transition states search
was carried out between all minima found in the potential
energy surface. In a few cases optimization at the QCISD/
cc-pVDZ level coupled with single-point calculations at
the QCISD(T)/aug-cc-pVDZ level were performed. Fre-
quencies at the MP2/cc-pVDZ level were calculated for
each stationary point and the number of negative eigen-
values in the Hessian matrix was used to determine if the
structure was a minimum or transition state. These
frequencies were used also to calculate the zero-point
vibrational energy (not scaled). Intrisinc Reaction Co-
ordinate (IRC) calculations at the B3LYP/6–31G** or
MP2/cc-pVDZ level were carried out for all transition
states to ensure that they connected the reported minima.


RESULTS AND DISCUSSION


The results from the ab initio calculations for the iso-
merization of 1a and 2a are presented in Table 1 and the
potential energy surfaces are plotted in Figs 1 and 2,
respectively.


The ab initio results show that the vinyl nitrene
structures 1h and 2h are not minima in the potential
energy surfaces, in contrast to results obtained using
semi-empirical methods (see Supplementary material).
All ab initio methods fail to find a minimum in the singlet
potential energy surface. Attempts to optimize such a
structure collapsed to the corresponding isoxazole or
azirine minima, including attempts of optimization at
the QCISD/cc-pVDZ level. However, the triplet nitrene is
a minimum in the surface and was included in Table 1
despite the fact that we do not think that proposing a
singlet–triplet surface crossing is reasonable in this case,
particularly because it would have to occur twice. Vinyl
nitrenes have been postulated as intermediates in the
thermolysis and photolysis of vinyl azides to azir-
ines;8,17,18 however, our results suggest that when a
carbonyl group is present such that an isomerization to
the very stable isoxazole is conceivable (as in this case),
proposing the intermediacy of a singlet vinyl nitrene
species is unsuitable. Because the vinyl nitrenes (h) are
not involved in the reaction mechanisms, the proposed
azirine isomers (b) are being formed directly from their
corresponding isoxazole in a concerted way, as shown


Scheme 1
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Table 1. Ab initio results for isoxazole (1) and 5-aminoisoxazole (2)


Isomer Symmetry State/ MP2/cc-pVDZ QCISD(T)/aug-cc-pVDZb QCISD(T)/aug-cc-pVDZc


Nimag
a


Energyd ZPVEe Relative Ef Energyd Relative Ef Energyd Relative Ef


1a Cs
1A0/0 �245.34826 36.49 0 �245.44963 0 �245.44991 0


1b C1 –/0 �245.31728 34.06 17.01 �245.42087 15.61
1c C1 –/0 �245.34666 34.17 �1.31 �245.45355 �4.78
1d Cs


1A0/0 �245.38564 34.37 �25.57 �245.48544 �24.59
1e C1 –/0 �245.30528 33.86 24.34 �245.41031 22.04
1f Cs


1A0/0 �245.38573 36.91 �23.10 �245.48532 �21.98
1g Cs


1A0/0 �245.34172 34.34 1.96 �245.44992 �2.34
1h Cs


3A00/0 �245.25090 33.93 58.53 �245.38552 37.66
1TSab C1 –/1 �245.23143 32.71 69.53 �245.35914 53.00 �245.37220 44.97
1TSac Cs


1A0/1 �245.23806 30.98 63.64 �245.35470 54.05 �245.35614 53.33
1TScd C1 –/1 �245.25220 31.46 55.24 �245.35393 55.02
1TSbg C1 –/1 �245.25365 31.44 54.31 �245.35801 52.44
1TSad C1 –/1 �245.22944 31.98 70.05 �245.34794 59.30
1TSef C1 –/1 �245.29839 33.73 28.53 �245.40601 24.61
1TSbf C1 –/1 �245.24184 32.67 62.96 �245.34806 59.91
1TSbe C1 –/1 �245.22373 31.74 73.39 �245.34320 62.03
1TSdg C1 –/1 �245.27776 32.81 40.56 �245.38965 33.95


2a Cs
1A0/0 �284.53757 54.10 0 �284.66442 0 �284.66475 0


2b C1 –/0 �284.50932 51.78 15.41 �284.63841 14.01
2c C1 –/0 �284.53753 51.79 �2.28 �284.67003 �5.82
2d Cs


1A0/0 �284.57754 51.98 �27.19 �284.70296 �26.30
2e C1 –/0 �284.49545 51.33 23.67 �284.62600 21.35
2f Cs


1A0/0 �284.57476 54.52 �22.91 �284.69918 �21.38
2g C1 –/0 �284.53387 51.95 0.17 �284.66737 �4.00
2h Cs


3A00/0 �284.44434 51.68 56.08 �284.60245 36.47
2TSab C1 –/1 �284.41885 50.45 70.86 �284.57274 53.89 �284.58639 45.53
2TSac Cs


1A0/1 �284.42768 48.71 63.57 �284.57011 53.79 �284.57162 53.05
2TScd C1 –/1 �284.44326 49.07 54.16 �284.57001 54.22
2TSbg C1 –/1 �284.44605 49.13 52.47 �284.59060 41.36
2TSad C1 –/1 �284.41864 49.71 70.24 �284.56337 59.02
2TSef C1 –/1 �284.48820 51.36 28.24 �284.62135 24.29
2TSbf C1 –/1 �284.43220 50.44 62.47 �284.56327 59.82
2TSbe C1 –/1 �284.41471 49.35 72.35 �284.55911 61.34
2TSdg C1 –/1 �284.47023 50.65 38.81 �284.60721 32.46


a Number of imaginary frequencies.
b Values obtained at QCISD(T)/aug-cc-pVDZ//MP2/cc-pVDZ level.
c Values obtained at QCISD(T)/aug-cc-pVDZ//QCISD/cc-pVDZ level.
d In atomic units.
e Zero-point vibrational energy in kcal mol�1.
f Relative energy in kcal mol�1, including ZPVE.


Figure 1. Schematic energy profile for the thermal isomer-
ization of 1a at the MP2/cc-pVDZ level (dotted line),
QCISD(T)/aug-cc-pVDZ//MP2/cc-pVDZ level (solid line) and
QCISD(T)/aug-cc-pVDZ//QCISD/cc-pVDZ level (dashed line)


Figure 2. Schematic energy profile for the thermal isomer-
ization of 2a at the MP2/cc-pVDZ level (dotted line),
QCISD(T)/aug-cc-pVDZ//MP2/cc-pVDZ level (solid line) and
QCISD(T)/aug-cc-pVDZ//QCISD/cc-pVDZ level (dashed line)
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also in Scheme 1. A similar situation is also found for the
ketenimine (c) and nitrile (d) isomers. Extensive attempts
to find transition structures connecting the azirines (b)
with either ketenimine (c) and nitrile (d) isomers failed.
Our failure to find a transition structure connecting the
azirines with the ketenimines is consistent with experi-
mental data. Experiments do not find ketenimines as a
product in the thermolysis of any isoxazole reported to
date. A simple inspection of the potential energy surface
in Fig. 1 shows that if such a transition structure were
energetically available (i.e. lower in energy than 1Tsab),
the ketenimine isomer should be isolated in the thermo-
lysis of isoxazole for two reasons: the ketenimine is
thermodynamically very stable; and further isomerization
from ketenimine involves transition states that are higher
in energy than 1Tsab. However, this might not be the case
for different substituted azirines. The presence of the
carbonyl group attached to C-3 of the azirine ring
represents a significant perturbation with respect to other
groups. For a different substitution, such as an alkyl
group, the potential energy surface potentially could be
quite different without perturbation of the very stable
isoxazole minima, and in some situations a pathway
between the azirines and ketenimines has been demon-
strated experimentally.19,20 The mechanism for this step
could be either concerted or through a singlet nitrene
structure; however, evidently such situations are not
contemplated in this report because the isomerizations
start from the isoxazoles.


Finally, an additional pathway involving the isonitrile
isomer (1g) was included. The isomerization from iso-
nitriles to nitriles is a very well-known process21–24 and it
is included here because the formation of the isonitrile
seems to be possible, showing activation energies from
the azirine that are lower than the other competing paths,
namely isomerization to the oxazole through either a
concerted or stepwise mechanism involving the nitrile
ylide,25 in strong contrast to the semi-empirical results in
which this process involves the highest energy transition
state (see Supplementary material).


As can be observed in Table 1 and Figs 1 and 2, the
relative energies of the minima in the potential energy
surface do not change appreciably for the different
computational levels reported here. For both substrates
there is only a small change (1–2 kcal mol�1;
1 kcal¼ 4.184 kJ) in the nitrile, nitrile ylide and oxazole
isomers, and �4 kcal mol�1 in the case of the isonitriles,


whereas the change in the other isomers is insignificant.
This is an indication that the relative energy values for
these minima at our highest computational level should
be reasonably accurate.


In contrast, and to some extent as expected, the relative
energy values for the transition states change more
dramatically for the different computational methods.
For isoxazole (Fig. 1), the energy values for all transition
structures are observed to decrease to some extent. Some
structures, such as the transition state connecting the
ketenimine and nitrile (1TScd), do not change appreci-
ably, whereas for others the relative energy decreases
substantially. The implications of these differences are
very important because results obtained at the MP2/cc-
pVDZ level suggest that the first reaction step is the
formation of the ketenimine (1c), whereas results at the
QCISD(T)/aug-cc-pVDZ//MP2/cc-pVDZ level predict it
to be the formation of the azirine (1b), in agreement with
experimental evidence. It is clear that an accurate account
of the electron correlation is very important for some of
these transition states; transitions states 1TSab, 1TSac
and 1TSad have similar relative energies at the MP2/cc-
pVDZ level, whereas the first one experiences a more
important drop in moving to the QCISD(T)/aug-cc-
pVDZ//MP2/cc-pVDZ level, yielding an activation en-
ergy of 53.0 kcal mol�1 (see Table 1). The fact that the
energy of the competing pathway transition state, 1TSac,
is only �1 kcal mol�1 lower than that of 1TSab and there
is no experimental evidence of the formation of the
ketenimine isomer, as discussed above, coupled with
the difference in the energy changes in going to the better
theoretical model, led us to suspect that further relative
stabilization of 1TSab can be obtained by using a more
sophisticated level of theory. Furthermore, better ac-
counting for electron correlation might also have some
effect on the structures of these transition species. Re-
optimization of structures 1a, 1TSab and 1TSac at the
QCISD/cc-pVDZ level, followed by single-point energy
computations at the QCISD(T)/aug-cc-pVDZ level,
shows that although 1TSac is already converged (its
relative energy drops by <1 kcal mol�1); the same value
for 1TSab decreases by >8 kcal mol�1. These results
clearly indicate that isomerization to the azirine (1b) is
the rate-limiting step in this reaction and the ketenimine
isomer (1c) is not involved in the reaction mechanism. In
addition, the activation energy calculated at this level is
�45 kcal mol�1, which is more in line with experimental
results. Furthermore, we should point out that the nitrile
isomer (1d) could not be formed directly from 1a.


After 1b is formed, it cannot further isomerize to 1f
either through a concerted mechanism or through invol-
ving 1e as an intermediate in a stepwise mechanism,
because the energy required for both of these processes is
higher that that of the initial step. However, further
isomerization of 1b to 1d with 1g as an intermediate is
possible when results obtained at the MP2/cc-pVDZ level
are considered. The transition structure 1TSbg is only
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�0.5 kcal mol�1 lower than that of 1Tsab at this level of
theory, whereas 1TSdg is very accessible. Nevertheless,
as with 1TSac, 1TSbg seems to be already converged at
the QCISD(T)/aug-cc-pVDZ//MP2/cc-pVDZ level, and
it is expected that it will not show such a decrease in
energy as in the case of 1Tsab when going to the
QCISD(T)/aug-cc-pVDZ//QCISD/cc-pVDZ level. As a
consequence, these results suggest that the flash vacuum
thermolysis of 1a should produce 1b as the major
product.


The potential energy surface for the isomerization of
2a is not much different from that of 1a, with the
exception that transition state 2TSbg in this case also
sustains a decrease in energy when going from the MP2/
cc-pVDZ to the QCISD(T)/aug-cc-pVDZ//MP2/cc-
pVDZ level. The energy of this transition state is sub-
stantially lower than that of 2TSab, the rate-limiting step,
even at the MP2/cc-pVDZ level. Thus, the nitrile (2d) is
predicted as the reaction product in the thermolysis of 5-
methylisoxazole (2a), in agreement with experimental
results. In addition, our results also support a reaction
mechanism that involves 2b and 2g as intermediates.
Although 2b has been considered before as an intermedi-
ate in this reaction,6,26 the intermediacy of 2g has never
been proposed in the thermolysis of isoxazoles. However,
it has been shown that the FVT of isonitriles produces
nitriles in quantitative yields27 and early low-level
ab initio computations28 proposed the intermediacy of
isonitrile in the isomerization of azirine to nitrile in the
C2H3N potential energy surface.


For 5-methylisoxazole our best theoretical level pre-
dicts an activation barrier for the rate-limiting step in the
isomerization of �45.0 kcal mol�1 (Table 1). This value
is in very good agreement with the experimental value of
41.8� 0.4 kcal mol�1 reported by Pérez et al.6


Some comparisons between the values for the heats of
formation obtained with our ab initio results, experiments
and semi-empirical methods also were carried out. To
calculate the heats of formation from our MP2/cc-pVDZ-
level computations, we used the isodesmic reaction
shown in Eqn (1). We note that even though this reaction
is not rigorously an isodesmic reaction, it has been used
successfully in the past to obtain the heats of formation of


oxazole and other five-membered aromatic heterocyclic
compounds.29 Therefore, we used Eqn (2) and the appro-
ximation that �H��E to calculate the heats of forma-
tion (corrections to �E to obtain �H0


f are small enough
to be considered in this case and should partially cancel
each other) of 1a and 2a using the ab initio energies
(including zero-point vibrational energy) and experimen-
tal heats of formation of cyclopentadiene (3), furan (4)
and the appropriate pyrrole derivative (5), as shown in
Table 2. The heats of formation for the other isomers (1b–
h, 2b–h) can be calculated easily once those for the
corresponding isoxazoles are obtained. The results are
listed in Table 3, which also includes results from semi-
empirical computations (see Supplementary material),
showing excellent agreement between the ab initio re-
sults and the few available experimental values. In addi-
tion, the relative figures should not be that different if the
values from the more computational intensive QCISD(T)/
aug-cc-pVDZ//MP2/cc-pVDZ method are used instead
because, as shown before, the changes in their relative
energies are only marginal.


ð1Þ


�H0
f ð1a; 2aÞ ¼ �H0


rxnðtheoryÞ ��H0
f ð3Þ


þ�H0
f ð4Þ þ�H0


f ð5Þ ð2Þ


A more comprehensive comparison of the heats of
formation obtained between the different theoretical
levels is feasible at this point. The agreement between
the ab initio results and experiments for 1a and 1b is only
matched by the MNDO results. Although the former
seems to overestimate the experimental values by �1
and �1.5 kcal mol�1, respectively, the errors in the
MNDO figures are even smaller, emphasizing the accu-
racy of this method in these five-membered heterocyclic
compounds. However, the situation is slightly different


Table 2. Ab initio thermochemical resultsa


Method Compound �Hrxn


(kcal mol�1)
5 4 1a,2a 3


R1¼H (1a)
MP2/cc-pVDZþZPE �209.44313 �229.28204 �245.29011 �193.38049 34.24
Exp. �Hf


0 (kcal mol�1)b 25.88� 0.10 �8.33� 0.16 18.78� 0.13 32.12� 0.28 33.35� 0.36
R1¼CH3 (2a)
MP2/cc-pVDZþZPE �248.59064 �229.28204 �284.45136 �193.38049 25.62
Exp. �Hf


0 (kcal mol�1)b 24.65� 0.13 �8.33� 0.16 8.14� 0.18 32.12� 0.28 23.94� 0.40


a Energies in atomic units, unless otherwise noted.
b From Ref. 30.
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for the oxazole 1f, in which the ab initio results are more
accurate than those from MNDO, with a deviation from
experiment of �0.5 kcal mol�1 in the former but MNDO
overestimates its stability by almost 5 kcal mol�1. As
discussed in the supplementary material, the AM1
method yields unrealistically high values for these com-
pounds. Assuming that the ab initio method produces
more consistent values, i.e. with deviation from experi-
ments similar for all isomers, it can be concluded that,
with a few exceptions, the MNDO method yields good
results considering its simplicity. However, predicting in
which cases it produces reasonable results is very diffi-
cult. For example, it is surprising that MNDO yields very
accurate results for the heat of formation of the small,
highly strained azirine ring 1b, whereas in 2b the devia-
tion is �5 kcal mol�1. For the open linear ketenimine (c),
nitrile (d) and nitrile ylide (e) isomers, MNDO predicts
reasonable values, underestimating the stability of 1c, 1d
and 1e by a few kcal mol�1. In contrast, MNDO over-
estimates the heat of formation of both isonitriles, 1g and
2g, by �10 and �18 kcal mol�1, respectively. In the
latter, AM1 seems to produce a value closer to the ab
initio results, while yielding reasonable values for 2c, 2d
and 2e.


CONCLUSIONS


Ab initio results at the MP2/cc-pVDZ level yield reason-
ably good relative energies for the minima, based on the
fact that these values do not change substantially when
compared with QCISD(T)/aug-cc-pVDZ-level results,
suggesting energy convergence at this level. In addition,


heats of formation obtained at the MP2/cc-pVDZ level
using an isodesmic reaction are reasonably accurate
for minima, with deviations from experiments of
�1.5 kcal mol�1. A different situation is found for the
transition states. The activation energies at both the MP2/
cc-pVDZ and QCISD(T)/aug-cc-pVDZ/MP2/cc-pVDZ
levels are overestimated. Moreover, the former method
yields the wrong rate-limiting step and/or the wrong
reaction mechanism. These results stress the crucial
importance of accounting for electron correlation, not
only in computing the energy but also in obtaining an
accurate molecular structure in some of these transition
states.


The semi-empirical methods reported in the supple-
mentary material support the existence of the singlet
vinylnitrenes (1h and 2h); however, our high-level ab
initio computations indicate that they are not stationary
points in the potential energy surface, suggesting that
they are not intermediates in the thermal isomerization of
these isoxazoles. We also discard the involvement of the
triplet vinylnitrene in these reactions based on spin
symmetry conservation. Our highest level ab initio cal-
culations suggest a different reaction mechanism in the
thermal isomerization of 2a from the one proposed by
Pérez et al.6 This mechanism, which is shown in
Scheme 2, can be generalized to the thermal isomeriza-
tion of 3-unsubstituted isoxazoles and is in full agreement
with known experimental results. The rate-limiting step is
the concerted isomerization of the isoxazole (2a) to the
corresponding azirine (2b), as proposed before, with
further isomerization to the observed nitrile (2d) through
the isonitrile (2g). In the case of compound (1a), the
isomerization stops at the azirine (1b).


Table 3. Thermochemical results on isoxazole (1) and 5-aminoisoxazole (2)


Isomer Heat of formationa Isomer Heat of formationa


MNDOb Isodesmicc Exp.d MNDO AM1 Isodesmicc Exp.d


1a 19.13 19.67 18.78� 0.13 2a 8.15 35.35 9.82 8.14� 0.13
1b 36.12 36.68 2b 30.34 40.45 25.43
1c 12.34 18.36 2c 5.41 2.43 5.04
1d �7.66 �5.90 2d �14.82 �15.08 �14.77
1e 38.70 44.01 2e 32.30 28.06 31.86
1f �8.30 �3.43 �3.71� 0.13 2f �19.43 5.32 �12.16
1g 32.39 21.63 2g 25.94 15.57 7.48
1h 42.75 2h 35.00 42.13
1TSah 84.63 2TSah 74.05 79.75
1TShc 89.85 2TShc 79.10 76.54
1TScd 93.94 2TScd 90.91 115.17
1TSbg 115.52 2TSbg 109.54 105.72
1TShd 74.02 2TShd 67.90 59.83
1TShb 55.98 2TShb 50.60 63.63
1TSbe 62.52 2TSbe 55.24 65.65
1TSef 59.20 2TSef 51.10 42.40


a In kcal mol�1.
b From Ref. 7.
c Derived from ab initio results at the MP2/cc-pVDZ level using Eqns (1) and (2); see Table 2.
d Experimental values from Ref. 30.
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For 3-substituted isoxazoles, the 1,2-shift of the
substituent to yield g should be less accessible and
group migration should require a higher energy, which
exposes the isomerization channel to the oxazole (in a
concerted or stepwise mechanism) as a possible compet-
ing mechanism.
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ABSTRACT: Theoretical calculations at semi-empirical AM1 and density functional B3LYP/6–31G* levels were
carried out on 52 NH-indazoles. Although in most cases the 1H-tautomer is the most stable, we found several
indazoles for which the 2H-tautomer is more stable than the 1H-tautomer. The differences in energy between the 1H-
and 2H-tautomers were interpreted in terms of substituent effects with the use of a Free–Wilson (presence–absence)
matrix. Copyright # 2005 John Wiley & Sons, Ltd.
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INTRODUCTION


The annular tautomerism of indazole (1) has been
thoroughly studied from both experimental and theore-
tical points of view. The present knowledge was summar-
ized by Minkin et al. in 2000.1 The main conclusions are
that the 1H-tautomer 1a is more stable than the 2H-
tautomer 1b by 15.1 kJ mol�1 (MP2/6–31G*), which is
characterized also by �G�


298.15¼ 17.2 kJ mol�1 when
thermal energy correction and entropy effects are taken
into account.2 Recently, using semi-empirical methods,
including AM1, Ögretir and Kaypak showed that the
tautomerism of indazole (1), 3-methylindazole (2), 3-
chloroindazole and 3-bromoindazole was not affected by
the substituent at position 3.3


Scheme 1 shows the structures of compounds 18a and
35a, selected for their biological significance. 1H-Pyr-
azolo[3,4-d]pyrimidine (18a) is the parent structure of a
number of drugs, the best known being allopurinol,4,5 but
many other derivatives have also been reported. 1H-
Pyrazolo[3,4-b]quinoline (35a) has shown different bio-
logical activities associated with the GABA receptors.6


Concerning tautomerism, in addition to the informa-
tion already reported about indazole (1), the data are
mostly qualitative. For instance, for 3-substituted inda-
zoles, 3-methylindazole exists as tautomer 2a (gas
phase),7 3-phenylindazole in the 3a form (solution and
solid state),8 3-methoxycarbonylindazole as the tautomer
5a (solid state),9 3-methoxyindazole as 8a (solution),10


and 3-fluoroindazole as 9a (solution).11 Compound 18a
exists as represented (solid state and solution).5 Concern-
ing benzo-fused indazoles, benzo[g]indazole exists as
28a (solution).12


The aims of the present paper are as follows: (i) to
discuss the annular tautomerism of indazoles; (ii) to try
additive models of the substituent effects on the calcu-
lated differences in energies; (iii) to search for relation-
ships between inexpensive semi-empirical methods and
mixed DFT–ab initio methods; and (iv) to try to find
indazoles where the 2H-tautomer becomes predominant.
Numerically calculated values containing no errors
should not be analyzed statistically. However, it is some-
times useful to treat them as experimental values.


COMPUTATIONAL DETAILS


The AM1 calculations were carried using the Chem3D
program.13 The ab initio and DFT calculations were
performed utilizing the Gaussian 98 package.14 The
geometries were optimized at the B3LYP/6–31G* com-
putational level and were confirmed to be minimum
structures by calculating the harmonic frequencies.15–17


The entropic and enthalpic corrections to the energy were
evaluated at the same computational level in order to
obtain the free energies of the molecules. Additional
calculations on the indazole molecule (1) were performed
at the B3LYP/6–311þG** and G2 levels.18,19
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RESULTS AND DISCUSSION


Set of compounds studied


We chose to study three structural modifications of the
indazole ring:


1. The substituent at position 3 of the indazole ring: H, 1;
CH3, 2; C6H5, 3; CN, 4; CO2CH3, 5; CF3, 6; NO2, 7;
OCH3, 8; F, 9.


2. The replacement of the benzene CH groups by N
atoms: 4-aza, 10; 5-aza, 11; 6-aza, 12; 7-aza, 13; 4,5-
diaza, 14; 4,6-diaza, 15; 4,7-diaza, 16; 5,6-diaza, 17;
5,7-diaza, 18; 6,7-diaza, 19; 4,5,6-triaza, 20; 4,5,7-
triaza, 21; 4,6,7-triaza, 22; 5,6,7-triaza, 23; 4,5,6,7-
tetraaza, 24.


3. The fusion of a benzene ring to positions [e] (45), [f]
(56) and [g] (67): [e], 25; [f], 26; [g], 27; [e,g], 28;
[efg] (phenanthro), 29; naphtho[g], 30.


We then combined the second and third modifications:
[e]-6-aza, 31; [e]-7-aza, 32; [e]-6,7-diaza, 33; [f]-4-aza,
34; [f]-7-aza, 35; [f]-4,7-diaza, 36; [g]-4-aza, 37; [g]-5-
aza, 38; [g]-4,5-diaza, 39. Illustrated (Scheme 1 where
only the 1H-tautomer, a is represented) are some exam-
ples of these compounds.


AM1 calculations


These inexpensive and almost instantaneous calculations
(for compounds of the size and geometry of those studied
in this paper) are useful for exploring a large series of
compounds. The results are reported in Table 1.


Since these values are all positive, tautomer 1Ha is
always the most stable. For the parent indazole 1, a value
of 27.45 kJ mol�1 overestimates the best theoretical value
of 17.2 kJ mol�1 by about 10 kJ mol�1.


Using a Free–Wilson model (presence–absence
matrix),20 these 39 ��E data can be interpreted in terms
of individual contributions. A preliminary multi-
regression (not shown) leads to the conclusion that
the contributions of 3-CN and 3-CF3 substituents are
not significant. Therefore, they were omitted and the


multi-regression repeated (Table 2, n¼ 39, r2¼ 0.968,
F-value 46.5, P-value <0.0001).


We have reported the discussion of the individual
substituent contributions to the DFT calculations section.
The contributions of Table 2 allow to select some new


Scheme 1. Selected examples to illustrate structural modifications of the indazole ring studied here


Table 1. Differences in energy ��E (tautomer b—tauto-
mer a) in kJmol�1


Compound ��E


1 27.45
2 22.51
3 20.21
4 27.70
5 13.82
6 26.90
7 15.36
8 30.92
9 22.05
10 21.51
11 26.28
12 22.84
13 37.03
14 19.83
15 17.70
16 31.59
17 20.59
18 34.89
19 31.76
20 13.35
21 27.53
22 25.36
23 27.91
24 18.79
25 14.98
26 42.09
27 14.98
28 8.58
29 6.15
30 16.82
31 9.83
32 24.77
33 18.70
34 39.87
35 55.02
36 51.92
37 10.13
38 13.56
39 7.45
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molecules to have the lower values of ��G and, if
possible, negative values: (i) using the �11.4 kJ mol�1


effect of the 3-nitro group (Scheme 2) and (ii) using the
�13.0 kJ mol�1 effect of the 3-ester group (Scheme 3).


We have summarized in Table 3 the predicted values
using the estimated substituent contributions in Table 2
and also the AM1 directly calculated values (all values
relative to parent indazole 1, 27.45 kJ mol�1).


Only in the case of 42 and, to a lesser extent, 46 (both
phenanthro derivatives) does the additive model fail, but


several possible candidates for our project have been
found: 41, 45 and 46, all of them with negative ��E
values.


The Mills–Nixon effect as an auxiliary
to shift the tautomerism of indazoles


We have used, and amply discussed in three papers, the
bond localization of the Mills–Nixon effect, to modify
the tautomerism of NH-pyrazoles.21 The presence of a
benzene ring between the small saturated ring and the
pyrazole ring should weaken the bond localization effects
(Scheme 4).


According to the AM1 calculations, in all three cases
the 1H-tautomer predominates (48, 35.77; 49, 16.57; 50,
37.70 kJ mol�1), but with regard to indazole 1 itself
(27.45 kJ mol�1), the annelation in [e] and [g] stabilizes
further the 1H-tautomer whereas the annelation in [f]
produces the opposite effect. This agrees with the Mills–
Nixon rule.7 The presence of a nitro group at position 3,
51, further increases the stability of the 2H-tautomer 49b
(6.24 kJ mol�1) (an ester group, 52, produces a similar
effect, 4.27 kJ mol�1).


Table 2. Individual substituent contributions in kJmol�1 (Free–Wilson model of ��E)a


Substituent Value Substituent Value Substituent Value


3-Me �4.3� 2.8 4-N �4.4� 1.0 Benzo[e] �9.6� 1.4
3-Ph �6.6� 2.8 5-N �3.3� 1.2 Benzo[f] 17.7� 1.6
3-CO2CH3 �13.0� 2.8 6-N �5.1� 1.1 Benzo[g] �10.9� 1.5
3-NO2 �11.4� 2.8 7-N 9.8� 1.0 Phenanthro �20.6� 2.8
3-OCH3 4.1� 2.8 Naphtho[g] �10.0� 2.8
3-F �4.7� 2.8


a Intercept 26.8� 1.0.


Scheme 2. 3-Nitroindazoles as candidates for increased stability of the 2H-tautomer b


Scheme 3. Indazole-3-carboxylic acid methyl esters as candidates for increased stability of the 2H-tautomer b


Table 3. Predicted (regression lines) and calculated (AM1)
energy values for 3-NO2 and 3-CO3CH3 indazoles in
kJmol�1


Compound ��E a ��E (AM1) Difference


40 2.6� 3.1 2.45 �0.1
41 �3.2� 3.2 �1.56 1.6
42 �5.3� 3.8 0.02 5.3
43 5.4� 3.8 6.15 0.8
44 1.1� 3.1 0.14 �0.9
45 �4.7� 3.2 �4.73 0.0
46 �6.8� 3.8 �9.57 �2.7
47 3.8� 3.8 4.22 0.4


a Based on the regression line with parameters given in Table 2.
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Ab initio calculations (B3LYP/6–31G*)


The results obtained at the B3LYP/6–31G* level are
reported in Table 4. According to our previous results,
the 1H-tautomer 1a was more stable than the 2H-tauto-
mer 1b by ��E¼ 15.1 kJ mol�1 and �G�


298.15¼


17.2 kJ mol�1 (MP2/6–31G*).2 The results in Table 4
(B3LYP/6–31G*) are higher, 21.4 and 22.3 kJ mol�1,
respectively. At a higher level (G2 calculations), the
last value change to �G�


298.15¼ 20.3 kJ mol�1, intermedi-
ate between the MP2/6–31G* and the B3LYP/6–31G*
calculated values.


Scheme 4. Methyleneindazoles


Table 4. Energies (hartree), �ZPE (kJmol�1), differences in energy (tautomer b—tautomer a) (kJmol�1) and differences in
dipole moments (D)


Compound Tautomer a Tautomer b ��E ��EþZPE ��G ��


1 �379.84355 �379.83540 21.39 21.98 22.32 0.71
3 �610.90371 �610.89692 17.83 18.78 18.99 0.96
5 �607.72038 �607.72079 �1.06 0.13 0.81 �1.32
7 �584.33970 �584.33591 9.89 10.41 11.18 �3.32
10 �395.87841 �395.87214 16.44 17.41 17.77 �2.05
11 �395.87961 �395.87112 22.30 22.82 23.10 1.61
12 �395.87739 �395.86984 19.79 20.42 20.73 3.72
13 �395.88493 �395.87225 33.30 33.42 33.64 2.81
14 �411.88004 �411.87236 20.17 21.20 21.54 �0.67
15 �411.91482 �411.90894 15.44 16.47 16.80 1.14
16 �411.91494 �411.90454 27.31 27.97 28.22 1.23
17 �411.88154 �411.87485 17.59 18.09 18.27 2.95
18 �411.92332 �411.91071 33.10 33.25 33.44 4.20
19 �411.88390 �411.87049 35.22 35.52 35.75 4.00
20 �427.88824 �427.88224 15.74 16.65 16.87 1.21
21 �427.91894 �427.90731 30.54 31.31 31.57 1.70
22 �427.91621 �427.90497 29.50 30.36 30.62 3.64
23 �427.89372 �427.88198 30.81 31.00 31.11 4.02
24 �443.89503 �443.88443 27.83 28.53 28.64 2.84
25 �533.49119 �533.48643 12.50 12.85 13.05 0.38
26 �533.48244 �533.47039 31.65 32.58 33.19 1.27
27 �533.49065 �533.48707 9.39 10.04 10.36 0.52
28 �687.13759 �687.13564 5.14 5.70 5.94 0.15
29 �763.37303 �763.37107 5.17 5.68 5.96 0.25
30 �687.13247 �687.13062 4.88 5.02 5.12 0.84
35 �549.52690 �549.50973 45.07 45.38 45.73 2.62
39 �565.52824 �565.52511 8.22 9.21 9.52 �1.53


Nitro derivatives
40 �632.36959 �632.36744 5.66 6.78 9.02 �2.22
41 �770.01294 �770.01364 �1.85 �0.61 2.66 �3.57
42 �967.86345 �967.86684 �8.91 �8.33 �7.51 �3.31
43 �891.62825 �891.63011 �4.86 �4.78 �4.14 �3.77


Ester derivatives
44 �655.75873 �655.76129 �6.72 �5.01 �3.58 0.74
45 �793.39919 �793.40453 �14.03 �12.12 �10.09 �3.87
46 �991.24276 �991.25107 �21.81 �20.02 �19.09 �1.10
47 �915.00887 �915.01517 �16.52 �15.83 �15.28 �1.89


Methylene derivatives
48 �417.85038 �417.84256 20.53 21.11 20.86 0.59
49 �417.85460 �417.84803 17.26 17.56 19.99 0.48
50 �417.85116 �417.84228 23.30 23.72 23.83 1.39
51 �622.35116 �622.34891 5.89 6.10 6.95 �3.23
52 �645.73147 �645.73342 �5.11 �4.16 �3.37 �1.35
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The relationship between AM1 and DFT calculations
is reported in Fig. 1.


��EðAM1Þ ¼ ð6:9 � 1:2Þ þ ð0:82 � 0:06Þ
��EðB3LYPÞ; n ¼ 40; r2 ¼ 0:836


The largest deviations (>10 kJ mol�1) are found for 24
(�11.0), 35 (þ11.1), 47 (þ10.9), 48 (þ12.0) and 50
(þ11.7 kJ mol�1). Assuming that the DFT calculations
are closer to the experimental reality, the AM1 calcula-
tions overestimate �E in most cases (3-CO2Me, benzo[f],
benzo[f]-7-aza, methylene[e] and methylene[g]) and
underestimate �E in the case of the 4,5,6,7-tetraaza
derivative 24. In this last case, it is the lone pair–lone
pair (LP–LP) repulsion of the four adjacent pyridine-like
nitrogen atoms that is underestimated by the semi-
empirical method.


Using a Free–Wilson model (presence–absence ma-
trix),20 the 40 data in Table 4 can be analyzed to find
individual contributions. A preliminary multi-regression
shows that the contribution of N-5 is not significant
and was withdrawn and the multi-regression repeated
(Table 5, n¼ 40, r2¼ 0.990, F-value 173.7, P-value


<0.0001) (others are almost not significant: 3-C6H5, 6-
N and methylene[e]).


Pyrazolo[3,4-b]quinoline (þ45.07) is the indazole
having the most stable 1H-tautomer (35a), whereas
that with the most stable 2H-tautomer is the methyl
ester of the phenanthroindazole-3-carboxylic acid (46)
(�21.81 kJ mol�1). Concerning compounds without 3-
NO2 or 3-CO2Me substituents, the indazole with the
most stable 2H-tautomer is dibenzo[e,g]indazole
(þ5.14 kJ mol�1) (28).


Only two 3-substituents produce large effects, the nitro
and the ester. We carried out a Bader AIM analysis22 of
2H-3-CO2CH3-indazole (5b) and 2H-3-NO2-indazole
(7b), showing that in no case is there a bcp (bond critical
point) corresponding to an N—H � � �O hydrogen bond
(note that the N—H � � �O angle is 90–91�, not favorable to
an intramolecular hydrogen bond. In the case of NH-
pyrazoles, the 5-position is preferred by the ester group,
which corresponds to a 2H-indazole,23 probably because
there is a LP–LP repulsion between the oxygen atoms of
the ester group and the N-2 atom of pyrazole or indazole
in tautomer a.


In Scheme 5 we show some structural effects from
Table 5. Since they correspond to energy differences, the
origin of the effect can be found on a, on b or on both.
The 7-aza effect is probably due to a destabilization of the
2H-tautomer by LP–LP repulsion between the N atoms at
positions 2 and 7. The benzo effects are important and the
sign depends on the [e], [f] or [g] position. They are due
to a localization of the �-system in the benzene ring of
indazole. The Mills–Nixon effect (not depicted in
Scheme 5) is observed for methylene compounds but
much attenuated compared with those described for
pyrazoles.21


The difference in dipole moments reported in Table 4
allows one to predict qualitatively the effect of polar
solvents, e.g. water (note that compounds even sparingly
soluble in water are suitable for tautomeric studies using
electronic spectra). If ��> 0, a polar solvent should
favor tautomer 2H(b), this being the case for most
compounds. If ��< 0, a polar solvent should favor
tautomer 1H(a), this being the case for the nitro deriva-
tives and, to a minor extent, the ester derivatives. There-
fore, the solvent polarity opposes the tendency found in
the gas phase.


Figure 1. Plot of ��E AM1 vs ��E B3LYP/6–31G* (all
values in kJmol�1)


Table 5. Individual contributions in kJmol�1a


Substituent Value Substituent Value Substituent Value


3-C6H5 �2.4� 2.1 Benzo[e] �4.6� 1.3 Methylene[e] �1.5� 1.5
3-CO2CH3 �22.8� 1.0 Benzo[f] 11.6� 1.6 Methylene[f] �2.9� 2.1
3-NO2 �11.0� 1.0 Benzo[g] �9.6� 1.1 Methylene[g] 3.1� 2.1
4-N �2.7� 0.8 Phenanthro �17.4� 1.4
6-N �1.0� 0.9 Naphtho[g] �14.4� 1.4
7-N 13.2� 0.9


a Intercept 20.2� 0.08.
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CONCLUSIONS


The experimental results (concerning the tautomerism of
2a, 3a, 5a, 8a, 9a, 18a, 28a, see the Introduction) are well
reproduced by the calculations.


The additive model works well, mainly with the DFT
values (r2¼ 0.99).


In studies concerning tautomerism, the inexpensive
AM1 method can be used as an exploratory tool.


We have found several candidates for indazoles where
the theory (AM1/B3LYP) predicts the 2H-tautomer (b) to
be more stable than the 1H-tautomer (a).


The main structural factors that stabilize the 2H-
tautomer are the 3-methoxycarbonyl and 3-nitro substi-
tuents and the benzo[e], benzo[g], naphtho[g] and phe-
nanthro annelations.
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ABSTRACT: The kinetics of the hydrolysis of bis(2,4-dinitrophenyl) phosphate (BDNPP) were studied in basic
solutions in the presence of La3þ, Sm3þ, Tb3þ and Er3þ. Bis-Tris propane (BTP) buffer was used to stabilize the Ln3þ


hydroxide complexes in solution. Two equivalents of the 2,4-dinitrophenolate ion (DNP) were liberated for each
equivalent of BDNPP and the reaction showed first-order kinetics. Potentiometric titrations showed the formation of
dinuclear complexes such as [Ln2(BTP)2(OH)n]


(6� n), with values of n varying as a function of pH, for all studied
metals. Hence the catalytic effect depends on the formation of dinuclear lanthanide ion complexes with several
hydroxo ligands. Copyright # 2004 John Wiley & Sons, Ltd.


KEYWORDS: bis(2,4-dinitrophenyl) phosphate; lanthanide(III); hydrolysis; catalysis; complex formation


INTRODUCTION


Phosphoryl group transfer reactions catalyzed by
enzymes are central for the energy transfer process of
all organisms. Studies of models for these reactions
provide important mechanistic information for the under-
standing of phosphate hydrolysis reactions.1–3 Thus,
investigations of the nucleophilic substitution mechan-
isms of phosphoric acid derivatives contribute to the
understanding of the mechanisms in enzymatic transfor-
mations.1,4 The catalysis by transition metals and orga-
nometallic compounds is part of a wide range of
investigations that are developing very quickly owing to
its potential to model a variety of enzymatic processes.


The catalysis by metal ions is attributed to coordination
of the substrates and stabilization of the transition state.4


Among the metal ions studies, the lanthanide ions have
attracted great attention owing their excellent catalytic
effects in hydrolysis and nucleophilic substitution reac-
tions at phosphoric esters.5–8 Lanthanides can either act
as free ions or associate with nucleophilic species,
resulting in large incremental increases in reaction
rate.9,10 The total charge of the metal ion and its ability
to polarize P—O bonds are important factors in the study
of the mechanisms of reactions promoted by metals. The
lanthanide ions present some advantages over transition
metals in catalytic efficiency, mainly owing to the effect
of the charge, high coordination numbers and low binding
directionality.11,12


This paper reports investigations on the participation of
lanthanide ions in hydrolysis reactions of the activated
aryl diester bis(2,4-dinitrophenyl) phosphate.


EXPERIMENTAL


Materials


Bis(2,4-dinitrophenyl) phosphate (BDNPP) (1) was pre-
pared as described previously.13 Stock solutions of
BDNPP (10�3 mol l�1) were prepared in dry CH3CN
and the final reaction mixture contained 0.05% (v/v) of
CH3CN. Stock solutions containing 1.0� 10�3 mol l�1 of
Ln3þ cations (La3þ, Sm3þ, Tb3þ and Er3þ) were prepared
by cautious addition of concentrated HClO4 up to com-
plete neutralization of the respective carbonates and
standardized by inductively coupled plasma mass spec-
trometry (ICP-MS) on a Perkin-Elmer SCIEX ELAN
6000 spectrometer. Bis-Tris propane {1,3-bis[tris(hy-
droxymethyl)methylamino]propane (BTP)} buffer from
Sigma was used as a ligand to stabilize the lanthanide
ions in solution. Deionized water was used in all mea-
surements and was boiled, bubbled with nitrogen and
kept under a nitrogen atmosphere to avoid the presence of
carbon dioxide.


Kinetics


The hydrolysis reaction of the BDNPP was followed by
monitoring the increase in absorbance at 400 nm due to
the formation of the 2,4-dinitrophenoxide ion (DNP). All
absorbance measurements were made on a HP 8453 diode
array UV–visible spectrophotometer with thermostated
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Florianópolis, Brazil.
Contract/grant sponsors: PRONEX; CAPES; CNPq.







cell holder. Reaction solutions were prepared by mixing
appropriate amounts of metal and the BTP ligand stock
solutions to the desired volume and the pH was adjusted
by adding small volumes of acid or base solutions as
necessary, using a HANNA Model 200 pH-meter. To
prevent metal hydroxide precipitation, the kinetics were
studied with excess of BTP over the lanthanide ions. The
reactions were initiated by adding an aliquot of the
substrate stock solution. All reactions gave strict first-
order kinetics over more than five half-lives. Observed
first-order rate constants (kobs) were estimated from linear
plots of ln(A1�At) against time (t) by using an iterative
least-squares program from Microcal Origin 5.0 soft-
ware; the correlation coefficients, r, were >0.996 for all
kinetic runs. All reactions were followed at 25 �C. The
pH values of the solutions after kinetic runs were mea-
sured and did not show significant variations. The reac-
tion order regarding the metal was studied at pH 8.5 and
the kinetic measurements were realized by varying the
concentration of metal ions from 1.0� 10�4 to
1.0� 10�3 mol l�1.


Potentiometry


Potentiometric titrations were performed following the
general recommendations of Martell and Motekaitis.14


All titrations were accomplished in a 100 ml thermostated
cell kept under nitrogen at 25 �C. The initial volume of
titrating solution was 50 ml and the ionic strength was
kept constant with NaClO4. Measurements of pH were
made after small additions of carbonate-free NaOH
solution. The software BEST7 was used to calculate all
equilibrium constants and species distributions were
calculated by using SPE software and plotted with the
SPEPLOT program.14 Titrations of BTP and its mixtures
with lanthanide ions were performed in the concentration
range 0.001–0.01 mol l�1 of each component.


Products


The only reaction products, 2,4-dinitrophenol and inor-
ganic phosphate, were identified from absorption and
NMR spectra, with comparison with the spectra of
authentic material. All NMR spectra were monitored on
a Varian Unity Inova 400 spectrometer in D2O at 25 �C,
generally with a delay time of 1 s.


RESULTS AND DISCUSSION


Hydrolysis of BDNPP


Addition of any of the Ln3þ metal ions (La3þ, Sm3þ,
Tb3þ and Er3þ) promoted a fast BDNPP hydrolysis
reaction and we found that, at the end of reaction, 1


equiv. of inorganic phosphate and 2 equiv. of 2,4-dini-
trophenoxide ion are formed (Scheme 1, Table 1).


Figure 1 shows the pH–rate constant profiles for
BDNPP hydrolysis in the presence of the metal ions. In
all cases, the observed first-order rate constants (kobs)
increase steeply above pH 6, reaching a pH-independent
region. The principal increase in the reactivity is ob-
served in the range between pH 6.0 and 8.0, where with a
change of just two pH units the rate constants of the
reaction increase by a factor of ca 200 for La3þ, 105 for
Sm3þ, 290 for Tb3þ and 330 for Er3þ. The pH depen-
dence is consistent with the formation of hydroxo com-
plexes at high pH values, which are the catalytically
active species.


Figure 2 shows the values of kobs as a function of Ln3þ


ion concentration for the BDNPP hydrolysis reaction at a
constant pH of 8.5. The observed rate constant is dependent
on the Ln3þ concentration, and kobs increases as a function
of [Ln3þ], showing saturation above 6� 10�4 mol l�1 for
all Ln3þ ions. The profiles are indicative of a catalytic
process which involves complex formation between
BDNPP and the lanthanides, with a fairly high binding
constant and more than one metal ion involved in the
reaction.


The results obtained from the pH and metal concentra-
tion effects over the observed rate constant of BDNPP
hydrolysis suggest that the observed hydrolysis reaction
is promoted by cooperative interactions between
hydroxide groups and lanthanide ions, as suggested
previously.7,15,16 Scheme 2 shows a reaction scheme
where Kass corresponds to the formation constant of the
intermediate Ln3þ–BDNPP complex formed between
the lanthanide ion complex 1 and BDNPP, and kobs


Scheme 1


Table 1. NMR spectral data for products of the reaction of
BDNPP hydrolysis by different Ln3þ complexes with BTP at
25 �C


31P NMR
Compound 1H NMR � (ppm) � (ppm)


DNP- 6.74 (d, 1H, J¼ 9.6 Hz, Ar), 8.11
(dd, 1H, Jab¼ 9.6 Hz and Jbx¼ 3.0 Hz, Ar),
8.90 (d, 1H, J¼ 3.0 Hz, Ar)


Pi 2.17
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corresponds to the observed first-order rate constant for
the hydrolysis of BDNPP in the presence of complex 1. In
Fig. 2, saturations are observed at rather low metal
concentrations. If, as usual, the saturation is due to
binding of the substrate to catalyst, Kass values in the
range 1600–2500 M


�1 can be obtained, and the calculated
Kass values are similar to the reported formation constants
of an intermediate substrate–lanthanide complex for the
hydrolysis of 4-nitrophenyl phosphate.7 In the literature
such saturation kinetics have been reported, e.g. by Liu
and Schneider17 with lanthanide aquo ions and by Chin
et al. with Ln(III)–hydrogen peroxide.16


The hypothettical structure of complex 1 (Scheme 2)
was proposed by Yatsimirsky and co-workers based on
potentiometric data and the electrospray ionization mass
spectra of Ln3þ–BTP complexes.7 Deprotonation of
metal-bound water molecules in complex 1 is responsible
for the formation of the reactive hydroxo complexes (see
below). Clearly, complex formation followed by depro-
tonation of water molecules bonded to the Ln3þ–BTP
complexes18,19 is important for the catalytic effect, and
the species responsible for this catalysis are the hydroxo
complexes. The exact stoichiometry and stability con-
stants for the La3þ complex have been reported7 and
those for Sm3þ, Tb3þ and Er3þ were determined by
potentiometric titrations of the metal ions in the presence
of BTP.


Equilibrium data for the Ln3þ–BTP system


Figure 3 shows potentiometric titration curves for
1� 10�3 mol l�1 BTP solutions in the presence of 1 mol
equiv. of lanthanide (Sm3þ, Tb3þ and Er3þ) perchlorates.
Similar data for the La3þ complex were reported by
Yatsimirsky and co-workers.7 Each curve represents a
different experiment and its form gives information on
the stoichiometry and stability of possible species formed
in the solution. The curves shown in Fig. 3 present one
inflection at an a value of 6, showing that the addition of
6 mol of NaOH per mole of metal ion is required to
neutralize 6 mol of protons.


The equilibria shown in Scheme 3 involve the forma-
tion of dinuclear, penta-, hexa-, hepta- and octahydroxo
species. They were used to fit the potentiometric titration
data with the best standard deviations and the equilibrium
constants for the corresponding reactions (first column in
Table 2). These constants were calculated from the
experimental data shown in Fig. 3, and the logarithms
of the calculated equilibrium constants (log K) are given
in Table 2.


The fit of the potentiometric titration curves assuming
the formation of mononuclear complexes was not satis-
factory. Similar results in the literature for systems invo-
lving other metals of the lanthanide series7 agree with the
results presented in this work, which demonstrates the


Figure 1. Observed rate constants of the hydrolysis of BDNPP at 25 �C in the presence of 1.0�10�3mol l�1 Ln3þ and
1.0� 10�2mol l�1 BTP as a function of pH
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Figure 2. Dependence of the observed rate constants for the hydrolysis of BDNPP at 25 �C in the presence of
1.0� 10�2mol l�1 BTP and pH 8.50 as a function of Ln3þ concentration


Scheme 2
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formation of species involving the participation of two
Ln3þ ions and two BTP molecules.


Chin et al.16 also observed the formation of La2(OH)5


species by potentiometric titration, which confirmed the
strong tendency of the lanthanides to form dinuclear
complexes in aqueous solution.


Figures 4, 5 and 6 show the species distribution
diagrams for the Ln3þ–BTP systems, for Sm3þ, Tb3þ


and Er3þ ions, respectively, together with the pH profiles
of observed rate constant for the catalysis. It can be
observed that for all metals the hydroxo complexes are
the active species toward the hydrolysis reaction.


The results in Fig. 4 show that the [Sm2(BTP)2(OH)5]þ


complex reaches maximum formation (45.3%) at pH 8.2,
which decreases at higher pH, whereas the [Sm2


(BTP)2(OH)7]� species reach its maximum (37.9%) at


Figure 3. Titration curves of 0.001mol l�1 BTP–Ln 3þ


(Sm3þ, Tb3þ and Er3þ) perchlorate 1:1 mixtures in NaClO4


at 25.0 �C; a is the number of added NaOH equivalents


2 Ln3þ þ 2 BTP Ð Ln2(BTP)2(OH)5 þ 5 Hþ


2 Ln3þ þ 2 BTP Ð Ln2(BTP)2(OH)6 þ 6 Hþ


2 Ln3þ þ 2 BTP Ð Ln2(BTP)2(OH)7 þ 7 Hþ


2 Ln3þ þ 2 BTP Ð Ln2(BTP)2(OH)8 þ 8 Hþ


Scheme 3


Table 2. Hydrolysis constants for the hydroxo complexes of
Ln3þ with BTP at 25 �C at 0.1mol l�1 NaClO4


log Ka


Equilibrium Sm3þ Tb3þ Er3þ


[BTPH]–[BTP][H] 9.05b — — —
[BTPH2]–[BTPH][H] 6.85b — — —
[Ln(OH)][Hþ]–[Ln] �8.39c �8.21c �8.04c


[Ln2(BTP)2(OH)5][Hþ]5 �25.09 �23.83 —
–[Ln]2[BTP]2


[Ln2(BTP)2(OH)6][Hþ]6 — �32.60 �28.76
–[Ln]2[BTP]2


[Ln2(BTP)2(OH)7][Hþ]7 �42.96 �40.50 —
–[Ln]2[BTP]2


[Ln2(BTP)2(OH)8][Hþ]8 �53.07 �49.43 �46.29
–[Ln]2[BTP]2


a Log of the equilibrium constants for the equilibria in column 1.
b Protonation constants for BTP.
c Formation constants for monohydroxo complexes Ln3þ at 25 �C and ionic
strength 0.5 mol l�1.20


Figure 4. The solid lines represent the species distribution
diagrams for hydroxo complexes of 0.001mol l�1 BTP and
Sm3þ perchlorate 1:1 mixtures in NaClO4 at 25.0 �C. The
dashed line corresponds to the kobs vs pH profiles at 25 �C in
the presence of 1�10�3mol l�1 Sm3þ and 10�2mol l�1 BTP


Figure 5. The solid lines represents the species distribution
diagram for hydroxo complexes of 0.001mol l�1 BTP and
Tb3þ perchlorate 1:1 mixtures in NaClO4 at 25.0 �C. The
dashed line corresponds to the kobs vs pH profiles at 25 �C in
the presence of 1�10�3mol l�1 Tb3þ and 10�2mol l�1 BTP


Figure 6. The solid lines represents the species distribution
diagrams for hydroxo complexes of 0.001mol l�1 BTP and
Er3þ perchlorate 1:1 mixtures in NaClO4 at 25.0 �C. The
dashed line corresponds to the kobs vs pH profiles at 25 �C in
the presence of 1� 10�3mol l�1 Er3þ and 10�2mol l�1 BTP
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pH 9.4; above this pH, the predominant species is
[Sm2(BTP)2(OH)8]2�.


Species distribution diagrams for Tb3þ–BTP show
similar results to those for the Sm3þ system. The
[Tb2(BTP)2(OH)5]þ complex reaches a maximum
(36.5%) at pH 7.8, and at this pH there are also small
amounts of the [Tb2(BTP)2(OH)6] and [Tb2(BTP)2


(OH)7]� complexes. The [Tb2(BTP)2(OH)7]� species
reaches its maximum at pH 8.7 with 25.6% formation,
whereas the [Tb2(BTP)2(OH)6] species only reaches
6.9% at pH 8.3 (Fig. 5).


Figure 6 shows the formation of 47% of the [Er2


(BTP)2(OH)6] complex at pH 7.8. The yield of the
[Er2(BTP)2(OH)7]� complex is only 4.3% at pH 8.7. At
this pH the [Tb2(BTP)2(OH)7]2� species is formed and it
prevails at higher pH.


The species distribution diagrams with the plot of
observed rate constant for the catalytic reaction make it
possible to identify the reactive species present in those
systems. For Sm3þ, Tb3þ and Er3þ we can see that the
pH–kobs profiles are closely related to the distribution
curves for the hydroxo complexes.


The equilibrium results were used to interpret the
kinetics of the BDNPP hydrolysis reaction, where kobs


is the sum of the specific catalytic constants of each
species present in solution:


kobs½Ln2ðBTPÞ2�total ¼ k1½Ln2ðBTPÞ2ðOHÞ5�
þ


þ k2½Ln2ðBTPÞ2ðOHÞ6�
þ k3½Ln2ðBTPÞ2ðOHÞ7�


�


þ k4½Ln2ðBTPÞ2ðOHÞ8�
2�


ð1Þ


Hydroxo complexes concentrations used in Eqn (1)
were calculated from the total metal concentrations at
each pH value. The specific rate constants of each species
(k1–k4) are shown in Table 3.


From the specific rate constants of each species, it is
possible to make comparisons of the catalytic effects of
all species, which have direct implications for the pro-
posed reaction mechanism. However, the specific rate
constants did not show significant variation for the
different dinuclear hydroxo species present in solution.
These results suggest that all dinuclear species are active
species, starting from the pentahydroxide species.


The simple observation that the dinuclear hydroxo
complexes of Ln3þ are the active species in the catalysis
of the BDNPP hydrolysis reaction is interesting from the
point of view of the bimetallic cooperativity presented by
some natural metalloenzymes.1,21 The participation of
dinuclear complexes in phosphate ester hydrolysis reac-
tions was proposed by Yatsimirsky and co-workers7 and
allows one of the lanthanides to promote the binding
act efficiently, while the second metal ion through as-
sociation with a nucleophilic species induces a synchro-
nic effect on the hydrolysis reaction rate. The overall
effect results in both the ability of the metal ion to
polarize P—O bonds and the placement of a nucleophilic
species in a suitable position, an effect which results
in charge, high coordination numbers and binding
directionality.
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Table 3. Rate constants for BDNPP hydrolysis by different
Ln3þ complexes with BTP at 25 �C


102k (s�1)


Sm3þ Tb3þ Er3þ La3þ


k1 2.7 2.3 — 2.7
k2 — 2.7 2.9
k3 3.1 2.8 —
k4 2.9 2.8 3.1
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ABSTRACT: The reaction mechanism and thermodynamic parameters of the complex formation between
[PdCl(dien)]þ and sulfur-containing ligands L-cysteine and glutathione (GSH) were investigated in the presence of
sodium dodecyl sulfate micelles in the pH range 0.5–3.5. The reaction rates were determined under pseudo-first-order
conditions (ligand in excess) in the temperature range 276–299 K by using the stopped-flow technique. A reaction
mechanism was proposed that consisted of at least two parallel paths involving protonated and zwitterionic forms of
thiols. The pH effects on reaction rate were interpreted in terms of the electrostatic interactions between the negatively
charged micelle surface and different ionic forms of the ligand species. The calculation of pH-dependent activation
parameters (�H 6¼ and �S 6¼ ) revealed the considerable catalytic effects on the rate of complexation. The entropy of
activation is strongly negative in the presence and absence of micelles, which is compatible with an associative
reaction mechanism. Copyright # 2004 John Wiley & Sons, Ltd.


KEYWORDS: complex formation; micellar catalysis; sodium dodecyl sulfate; palladium(II); L-cysteine; glutathione


INTRODUCTION


Naturally occurring tripeptides glutathione (GSH) and �-
glutamylcysteinylglycine (�-Glu-CysH-Gly) and amino
acid L-cysteine are sulfur-containing ligands that belong
to the group of biomolecules exerting a great role in thiol-
dependent biochemical reactions. Glutathione is fre-
quently the most prevalent intracellular thiol with a
concentration up to 10 mM and it is the most abundant
low-molecular-weight peptide. Glutathione has been
adapted through evolution to perform many diverse
functions. For instance, GSH protects cells from the toxic
effects of reactive oxygen compounds and is an important
component of the system that uses reduced pyridine
nucleotide to provide the cell with its reducing properties.
Glutathione functions in catalysis, metabolism and trans-
port. It participates in reactions involving the synthesis of
proteins and nucleic acids and in those that detoxify free
radicals and peroxides. However, the intracellular level of
GSH is much greater than that of cysteine.1–3 Recently, it
was reported that GSH and L-cysteine are potent enzyme


activity reactivators because they recover the metal-ions-
induced inhibition of some enzymes.4,5 These interac-
tions are usually due to the complex formation between
thiols and the metal ion bonded to the —SH groups of the
active sites of the enzyme.6


Both L-cysteine and GSH are highly reactive towards
platinum complexes, revealing effective antitumor activ-
ity.7 The interactions between thiols and platinum com-
pounds usually have been associated with resistance and
toxicity in the antitumor treatment7–9 and tripeptide GSH
provides a model compound for their study. The Pd(II)
complexes with various tridentate ligands are suitable
model systems for investigations of the reaction mechan-
ism of Pt(II) anticancer drugs with amino acids because
they exhibit �104–105 higher reactivity but their struc-
tural and equilibrium behavior is similar.10 So far, the
kinetics of the reactions of several Pt(II) and Pd(II)
complexes with sulfur-bonding molecules have been
reported.11–26 Because some platinum complexes have
been used as anticancer drugs,7–9 these interactions are
very important from a biological and a medical point of
view. This also could be of fundamental importance for
understanding the nephrotoxicity of related platinum
complexes.11–14


Recently, we focused on investigation of the effects
of micellar systems on reactions of Pd(II) and Pt(II)
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coordination compounds with thiols.27 Although the
micelles do not influence the stoichiometry and mechan-
ism of the complex formation,27–31 the reaction rate was
found to be strongly dependent on the presence of the
surfactant. These studies are important not only from a
viewpoint of inorganic reaction mechanisms but also
from biochemical aspects, i.e. as models of ligand-ex-
change reactions on the surface of a biomembrane or at
the interface of a globular protein.


In the present study the effect of acidity on the rate and
thermodynamic parameters of the reaction between
[PdCl(dien)]þ and L-cysteine or GSH in the presence of
the anionic surfactant sodium dodecyl sulfate (SDS) was
investigated.


EXPERIMENTAL


The complex [PdCl(dien)]Cl was prepared according to a
standard procedure.32


L-Cysteine and GSH were com-
mercial products of the highest purity available. Freshly
prepared stock solutions of 1� 10�2


M L-cysteine (Fluka,
99.5%) and 1� 10�2


M GSH (Fluka, 99%) in 0.1 M


HClO4 (Merck, p.a.) were used in all experiments.
More dilute solutions were obtained by appropriate dilu-
tion with water. The standard solution of 1� 10�3


M


[PdCl(dien)]þ complex in 0.1 M HClO4 was used in
reactions with L-cysteine or GSH. A stock solution of
0.1 M SDS was used in all experiments. The acidity of the
solution was controlled by the addition of Britton–
Robinson buffer. The ionic strength was kept constant
(0.1 M) by the addition of NaClO4. Triply distilled water
was used in all solutions and the solutions were purged
with nitrogen to remove oxygen.


The absorption spectra were recorded on a Beckman
5260 UV–Vis spectrophotometer in the wavelength range
220–450 nm. The pH values of the solutions were mea-
sured by a Metrohm pH-meter (model 713). For the
stopped-flow experiments a universal rapid kinetic acces-
sory (Hi-Tech, model SFA 12) was fitted to the spectro-
photometer. Kinetic experiments were performed by
mixing equal volumes of the [PdCl(dien)]þ complex
and thiol solutions. The rate of complex formation was


followed by monitoring the increase of absorbance at
250 nm for L-cysteine and at 260 nm for GSH as a
function of time for at least eight half-lives. Values of
kobs were determined by fitting the experimental trace (A
vs. t) to the function (Af�A)/(Af�Ao)¼ exp (�kobst) (Ao


and Af are the initial and final absorbancies, respectively).
All kinetic measurements were reproducible within limits
of error of� 5%. The quoted values are the average of at
least five runs under identical experimental conditions.
All reported rate constants were determined at constant
temperature in the range 276–299 K.


RESULTS AND DISCUSSION


The pH-dependent equilibrium
of complex formation


The formation of the complex between [PdCl(dien)]þ and
L-cysteine or GSH in the absence and presence of
1� 10�2


M SDS was investigated in the pH range 0.5–
3.5. The absorption spectra of solutions containing
1� 10�4


M [PdCl(dien)]þ and 1� 10�3
M L-cysteine or


GSH in the presence of 1� 10�2
M SDS were followed as


a function of acidity. The spectra of both [Pd(dien)(thiol)]þ


complexes are similar, with the characteristic absorption
maxima at 260 and 390 nm and the shoulder in the
wavelength range 300–350 nm (see Fig. 1).


Generally, the presence of 1� 10�2
M SDS in the


investigated acidity range induced a slight bathochromic
shift (<5 nm) of the absorption maximum. However, at
least two ionic forms of ligands are in equilibrium owing
to the dissociation of —COOH groups.33,34 Conse-
quently, the slight shifts in intensity and position of the
absorption maximum with increasing pH indicate the
complex formation between different ionic forms of
ligands with [PdCl(dien)]þ rather than the influence of
micelles on the complex structure.


The equilibrium between the thiol and the complex is
therefore pH dependent in both cases, and can be ex-
pressed as follows:


½PdClðdienÞ�þf þ Lf Ð
kf


kb
Complex ð1Þ


where the subscript ‘f’ denotes the free, uncomplexed
species (L¼ thiol). The pH-dependent apparent forma-
tion constant (Kapp) is defined using:


Kapp ¼ ½Complex�tot


½Lf �½Pdf �
ð2Þ


The [Lf] values for L-cysteine and GSH are given by Eqns
(3) and (4), respectively:


½Lf � ¼ LHþ
2 þ LH ¼ �½LH� ð3Þ


½Lf � ¼ LHþ
3 þ LH2 þ LH� ¼ �½LH2� ð4Þ
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where �¼ 1þ [Hþ]/Ka1 for L-cysteine and �¼ 1þ [Hþ]/
Ka1þ [Hþ]2/(Ka1Ka2) for GSH.


The values of dissociation constants of —COOH
groups for L-cysteine and GSH are defined in Scheme 1
(pKa1¼ 1.9 for L-cysteine;33 pKa1¼ 2.05 and pKa2¼ 3.40
for GSH34). Moreover, the —SH group, which is respon-
sible for the complex formation, undergoes dissociation
at pH> 7 (pKSH values are 8.10 and 8.72 for L-cysteine
and GSH, respectively33,34). However, the effect of dis-
sociation of the —COOH groups on the equilibrium in
the presence of the micelle-forming surfactant must be
taken into account in the pH range 0.5–3.5, although they
are not responsible for the complex formation. The
spectral changes of the complexes at different acidities
suggested that two different complex species were
formed in the pH range 0.5–3.5 according to Eqns (5)–
(9), where H3


þL and H2
þL represent the undissociated


ionic forms because H2L and HL are the zwitterions of
GSH and L-cysteine, respectively, and HL� is the GSH
ionic form with two dissociated —COOH groups.


The pH-dependent apparent formation constants can
be derived by appropriate manipulation of Eqns (2)–(9).
It can be shown easily that the equilibrium constants for
the complex formation with protonated and unprotonated
L-cysteine and GSH can be obtained from Eqns (10) and
(11), respectively:


½Hþ��Kapp ¼
K 0


eq


Ka1


½Hþ� þ K 00
eq ð10Þ


½Hþ��Kapp ¼
K 0


eq


Ka1
Ka2


½Hþ�2 þ
K 00


eq


Ka2


½Hþ� þ K 000
eq ð11Þ


Figure 1. Absorption spectra of solutions containing
1� 10�4


M [PdCl(dien)]þ and 1� 10�3
M GSH (1) or L-cy-


steine (2) in the absence (solid curves) and presence (dot
curves) of 1� 10�2


M SDS at pH 2


Scheme 1. Reaction steps for complex formation between [PdCl(dien)]þ


and L-cysteine (Eqns (5) and (6)) or GSH (Eqns (7)–(9))


ð5Þ


ð6Þ


ð7Þ


ð8Þ


ð9Þ


MICELLAR EFFECTS ON COMPLEX FORMATION 443


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2005; 18: 441–447







The values of the pH-dependent formation constants
(Kapp¼ kf/kb) were determined spectrophotometrically
from equilibrium measurements at different acidities
(pH range 1.0–2.7) at 298 K. These values were used to
determine equilibrium constants for the complex forma-
tion between [PdCl(dien)]þ and thiols according to Eqns
(10) and (11). The results are presented in Table 1. It
could be also concluded that the ligands are very good
nucleophiles for the Pd(II) complex, even in acidic
medium, where the sulfur atom is protonated. This is in
good agreement with previous published results.19,20,27


The pH-dependent kinetics of complex formation


The kinetics of [Pd(dien)(thiol)]þ formation in the pre-
sence and absence of 1� 10�2


M micelle-forming surfac-
tant SDS were followed at different acidities (pH range
0.5–3.5) in the temperature range 276–298 K under
pseudo-first-order conditions ([thiol]�[PdCl(dien)]þ).
The experimentally determined rate constants (kobs),
calculated from the exponential kinetic curves, followed
the simple rate expression common for substitution reac-
tions of square-planar complexes:


kobs ¼ kI½Lf � þ kII ð12Þ


where kI is the second-order rate constant characterizing
the direct nucleophilic attack and formation of the new
complex, and kII is the solvolysis rate constant, which is
independent of thiol concentration.35


Linear plots of kobs versus thiol concentration at con-
stant acidity were obtained in all cases. Typical depen-
dence of the observed pseudo-first-order rate constants for
the complex formation between [PdCl(dien)]þ and L-
cysteine in the presence of 1� 10�2


M SDS at constant
temperature (298 K) on the concentration of excess ligand
at various acidities is shown in Fig. 2. The values of kI and
kII were determined from the slope and the intercept of the


graphs. Tables 2 and 3 contain kI and kII values for the
complex formation between [PdCl(dien)]þ and L-cysteine
or GSH as a function of acidity at various temperatures in
the absence and presence of 1� 10�2


M SDS.
The bell-shaped pH profile of the forward rate con-


stants (kobs) was obtained for the reaction of thiols with
[PdCl(dien)]þ in the presence of SDS micelles over the
investigated temperature range (Fig. 3). The results
obtained indicate that the SDS micelles have the stron-
gest effect on the reaction rate at pH�2, i.e. at the
acidity corresponding to the pKa values of dissociation
of the —COOH groups. Also, acceleration of complex
formation up to one order of magnitude can be observed
in the presence of the SDS micelles compared with
results obtained in aqueous medium. Acceleration of
the complex formation between [PdCl(dien)]þ and L-
cysteine or GSH can be explained as a result of the
increased concentration of reactants in the vicinity of the
anionic micelles. The anionic micelles provide a dis-
persed negatively charged surface in solution. As a
consequence, the positively charged [PdCl(dien)]þ ions


Table 1. The pH-dependent apparent (Kapp) and equili-
brium (K0


eq and K00
eq) constants calculated according to


Eqns (10) and (11) for the complex formation between
[PdCl(dien)]þ and L-cysteine or GSH at 298K


pH L-cysteine GSH


105Kapp (M
�1)


1.0 2.0 3.6
1.5 5.9 13.3
2.0 7.7 28.3
2.2 15.8 49.8
2.7 20.5 65.4
K0


eq (2.3� 0.5)� 104 (3.8� 0.3)� 104


K00
eq (1.4� 0.9)� 103 (2.4� 0.8)� 104


Figure 2. Observed pseudo-first-order rate constants (kobs)
for the complex formation between [PdCl(dien)]þ and L-
cysteine as a function of excess ligand and acidity in the
presence of 1� 10�2


M SDS at 297K: (1) pH 1.0; (2) pH 1.5;
(3) pH 2.0; (4) pH 2.5; (5) pH 3.5; C[PdCl(dien)]¼ 1� 10�5


M,
I¼ 0.1 N NaClO4
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Table 3. The pH-dependent reaction rate constants (kI, kII)
a for the complex formation between [PdCl(dien)]þ and GSH at


various temperatures in the absence and presence of 1�10�2
M SDS


Water 1� 10�2
M SDS


276 K 287 K 299 K 277 K 287 K 293 K


kI� 10�3 kII� 10 kI� 10�3 kII� 10 kI� 10�3 kII� 10 kI� 10�3 kII� 10 kI� 10�3 kII � 10 kI� 10�3 kII� 10
pH (M


�1 s�1) (s�1) (M
�1 s�1) (s�1) (M


�1 s�1) (s�1) pH (M
�1 s�1) (s�1) (M


�1 s�1) (s�1) (M
�1 s�1) (s�1)


0.5 0.32 0.72 0.70 0.65 1.50 0.96 1.0 4.77 4.58 7.51 3.88 11.61 5.33
1.0 0.48 0.50 1.00 0.32 1.80 0.44 1.5 5.21 4.53 8.52 2.24 13.80 2.82
2.0 0.68 0.68 1.20 0.44 2.40 0.52 2.0 6.80 5.52 10.05 4.52 16.33 7.22
2.5 0.30 0.80 1.00 0.90 2.30 0.12 2.5 3.72 0.97 9.45 1.97 13.35 1.95
3.0 0.15 0.33 0.80 0.55 2.20 0.65 3.0 2.00 0.36 7.61 1.20 12.05 0.90


a Experimental error is� 5%.


Table 2. The pH-dependent reaction rate constants (kI, kII)
a for the complex formation between [PdCl(dien)]þ and L-cysteine at


various temperatures in the absence and presence of 1�10�2
M SDS


Water 1� 10�2
M SDS


280 K 288 K 279 K 277 K 288 K 298 K


kI� 10�2 kII� 10 kI� 10�2 kII� 10 kI� 10�2 kII� 10 kI� 10�2 kII� 10 kI� 10�2 kII� 10 kI� 10�2 kII� 10
pH (M


�1 s�1) (s�1) (M
�1 s�1) (s�1) (M


�1 s�1) (s�1) (M
�1 s�1) (s�1) (M


�1 s�1) (s�1) (M
�1 s�1) (s�1)


1.0 2.59 0.70 3.20 0.71 4.40 0.90 2.78 0.80 3.50 0.99 4.79 0.94
1.5 2.15 0.22 2.65 0.29 3.63 0.27 11.87 3.65 15.38 4.98 19.43 5.48
2.0 2.53 0.27 3.47 0.39 4.10 0.50 19.61 4.48 25.52 5.25 31.00 6.18
2.5 2.71 0.69 3.46 1.15 4.62 1.14 26.60 0.96 33.50 1.00 41.38 1.00
3.5 5.06 2.65 7.33 5.36 9.91 7.29 18.85 1.20 24.13 1.80 30.11 0.80


a Experimental error is� 5%.


Figure 3. The pH profiles of the observed rate constant (kobs) for the formation of the
[PdCl(dien)]þ–L-cysteine complex (a) (cthiol¼5� 10�4


M, cPd¼1�10�5
M) and the


[PdCl(dien)]þ–GSH complex (b) (cthiol¼5� 10�5
M, cPd¼ 1�10�6


M) in the presence
(solid symbols) and absence (open symbols) of 1� 10�2M SDS at various temperatures
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will partition out of the bulk aqueous phase into the
surface region of the micelles. On the other hand,
both ligands are protonated below pH 2. Dissociation of
the —COOH group occurs above pH 2, where formation
of zwitterions takes place. In highly acidic solutions
(pH< 1) kinetic behavior resembles that of the corre-
sponding homogeneous system due to competition be-


tween positively charged reactants and Hþ for a place on
the micelle surface.


The pH-dependent thermodynamic parameters


The influence of acidity on the activation parameters for
the reaction between [PdCl(dien)]þ and thiols was de-
rived from the temperature dependence of the rate con-
stants obtained in the presence and absence of anionic
SDS micelles at various pH values. The forward rate
constants (kI) obtained at different temperatures (results
presented in Tables 2 and 3) were used to calculate
enthalpies and entropies of activation using the Eyring
equation36


kI ¼ kbT=h expð�S6¼=RÞexpð��H 6¼=RTÞ ð13Þ


The typical temperature dependence of the rate constant
for the complex formation between [PdCl(dien)]þ and L-
cysteine or GSH at pH 2 in the presence and absence of
1� 10�2


M SDS is shown in Fig. 4. Similar plots were
obtained for both ligands in the investigated acidity range.
The activation enthalpy and entropy in the absence and
presence of 1� 10�2


M SDS were calculated from the
slope and the intercept of the plots and the results are
summarized in Table 4. The results indicate the lower
values of the reaction enthalpy in the presence of micelles
compared with those obtained in the corresponding aqu-
eous solutions. The observed effect is more pronounced in
the reaction between [PdCl(dien)]þ and L-cysteine. On the
other hand, the presence of micelles does not have
significant influence on the entropies of activation of
the reaction between [PdCl(dien)]þ and L-cysteine or
GSH in the investigated acidity range. However, large
negative values of the entropy of activation for both
reactions are compatible with an associative mode of
activation (Ia or A mechanism).35,36 This finding indicates
that bond-making with the entering ligand is important
in the activation processes and that the leaving group is
still tightly bound to the metal center in the transition state.


Table 4. Activation parameters for the forward reactions between [PdCl(dien)]þ with thiols in the absence and presence of
1� 10�2


M SDS


L-Cysteine Without SDS With 0.01 M SDS GSH Without SDS With 0.01 M SDS


�H 6¼ �S 6¼ �H 6¼ �S 6¼ �H 6¼ �S 6¼ �H 6¼ �S 6¼


pH (kJ mol�1) (J mol�1 K�1) (kJ mol�1) (J mol�1 K�1) pH (kJ mol�1) (J mol�1 K�1) (kJ mol�1) (J mol�1 K�1)


1.0 18.8� 1.6 �131.3� 5.6 15.3� 2.4 �142.4� 8.2 0.5 43.5� 0.4 �38.8� 1.3 40.2� 0.1 �37.0� 0.2
1.5 18.1� 1.4 �135.1� 4.8 13.4� 0.2 �137.0� 0.8 1.0 36.9� 2.5 �59.3� 8.9 33.7� 5.7 �52.6� 2.0
2.0 17.3� 3.8 �136.4� 13.3 12.8� 0.4 �135.0� 1.2 2.0 35.1� 2.1 �63.3� 7.3 32.6� 8.3 �53.5� 2.9
2.5 19.6� 0.7 �128.0� 2.5 12.2� 0.6 �134.6� 1.9 2.5 58.1� 6.4 �14.0� 2.2 51.6� 4.8 �10.6� 1.7
3.5 25.5� 1.7 �101.5� 6.0 13.1� 0.5 �134.2� 1.6 3.0 77.4� 7.5 �78.3� 4.0 73.7� 7.9 �85.4� 2.7


Figure 4. Temperature dependence (Eqn (3)) of the rate
constant for the complex formation between [PdCl(dien)]þ


and GSH (1) or L-cysteine (2) in the absence (solid symbols)
and presence (open symbols) 1� 10�2


M SDS at pH 2
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22. Bugarčić ŽD, Heinemann FW, van Eldik R. J. Chem. Soc. Dalton


Trans. 2004; 279.
23. Annibale G, Bergamini P, Bertolasi V, Cattabriga M, Lazzaro A,


Marchi A, Vertuani G. J. Chem. Soc. Dalton Trans. 1999; 3877.
24. Annibale G, Cattalini L, Cornia A, Fabretti A, Guidi F. Inorg.


React. Mech. 2000; 2: 185.
25. Pitteri B, Marangoni C, Cattalini L, Visentin F, Bertolasi V, Gilli


P. Polyhedron 2001; 20: 869.
26. Pitteri B, Annibale G, Marangoni G, Bertolasi V, Ferretti V.


Polyhedron 2002; 21: 2283.
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ABSTRACT: The effects of pressure were examined for the inclusion complexation of water-soluble p-sulfonated
calix[n]arenes (Calix-Sn: n¼ 4, Calix-S4; n¼ 6, Calix-S6; n¼ 8, Calix-S8) with methylene blue (MB). A differential
pressure effect was found in the inclusion equilibria of Calix-Sn. As the external pressure increases, the
inclusion equilibrium of MB with Calix-S4 and Calix-S6 shifts to the dissociation side. However, with Calix-S8,
the inclusion equilibrium shifts to the association side with increased pressure. From the pressure dependence of the
inclusion equilibria of Calix-Sn, the reaction volumes, which are changes in volume accompanied by inclusion, were
estimated as 32.1 cm3 mol�1 for Calix-S4, 30.1 cm3 mol�1 for Calix-S6 and � 13.8 cm3 mol�1 for Calix-S8. In
addition, the structures of the inclusion complexes of Calix-Sn with MB have been established by 1H NMR
measurements. Based on the results, the behavior of inclusion complexation with Calix-Sn is discussed. Copyright #
2004 John Wiley & Sons, Ltd.


KEYWORDS: pressure effect; inclusion complexation; NMR; calixarene


INTRODUCTION


Calixarenes are cyclic oligomers composed of phenyl
units linked by methylene and they possess a cylindrical
architecture similar to cyclodextrins (CD). Complexation
of macrocyclic compounds with guest molecules in
aqueous media has attracted much attention because of
their potential as enzyme mimics.1,2 The water-soluble p-
sulfonatocalix[n]arenes, which were prepared by Shinkai
et al.,3 are powerful receptors for a variety of organic
compounds and inorganic ions.2 Recently, the conforma-
tion and inclusion complexation of water-soluble p-sul-
fonatocalix[n]arenes have been studied actively by
several groups.4–6


Examination of the pressure effects on chemical reac-
tions is instructive in clarifying the reaction mechanisms.
The concept of volume is more direct than that of energy,
and the results obtained from the pressure effects give
useful information concerning reaction mechanisms.7 In
previous papers, to discuss the inclusion behavior of CD,
we used spiropyran and azo dyes to study pressure effects
on the inclusion complexation of CD.8–10 Calixarene has
a hydrophobic cavity similar to CD and it would be
interesting to know the mechanisms involved in the
change in volume during formation of the inclusion
complex with calixarenes. However, no work has been


reported in this field. This work was motivated by the
expectation that the inclusion in the cavity of calixarenes
might give rise to a large amount of volume change. In
this study, we examined the pressure effects on the
inclusion equilibria of three kinds of p-sulfonatocalix-
[n]arenes (n¼ 4, 6 and 8) with 3,7-bis(dimethylamino)-
phenothiazin-5-ium chloride (methylene blue, MB), and
undertook a volumetric study to clarify the inclusion
behavior of p-sulfonatocalix[n]arenes.


EXPERIMENTAL


The three kinds of water-soluble p-sulfonatocalix[n]ar-
enes used in this study are shown in Fig. 1. Calix-S6
and Calix-S8 were purchased from Dojin Chemicals
(Kumamoto, Japan) and Calix-S4 was obtained from
Sugai Chemie Inc. (Wakayama, Japan). Methylene blue
(MB) was purchased from Wako Pure Chemicals (Osaka,
Japan). Calixarenes and MB were recrystallized from
water–ethanol mixtures and dried under vacuum before
use. Reagent-grade methanol was obtained commercially
(Wako Pure Chemicals, Osaka, Japan). The methanol and
water were purified by distillation.


A phosphate buffer (pH 6.9 and ionic strength¼ 0.1)
was prepared from phosphate salts. To avoid the dimer-
ization of MB,11 we used a methanol–water mixture (1:1
v/v phosphate buffer) as solvent. The concentrations of
the sample solutions were [MB]� 1� 10�5 mol dm�3


and [Calix-Sn]¼ 0–1(� 10�3) mol dm�3. The spectral
change of MB in the presence of Calix-Sn at atmospheric
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pressure was monitored by using a Shimadzu MultiSpec-
1500 spectrophotometer (Kyoto, Japan). The solution
temperature was maintained to within � 0.1 K at 298 K
by means of an external circulating water bath.


The instructions and procedures for measurements
under high pressures have been described elsewhere.10


The sample solution was charged in a Teflon inner cell,
and the pressure vessel was connected to a spectrophot-
ometer through a Hitachi optical fiber. The spectral
changes at high pressures were monitored by using a
Hitachi U-3200 spectrophotometer (Tokyo, Japan). The
reaction temperature was controlled at 298 K.


The 1H NMR spectra were measured in 1:1 D2O–
CD3OD mixtures with a Varian Inova AS600 instrument


(600 MHz) at room temperature. Chemical shifts were
reported as � values relative to CHD2OD (� 3.31)12 as
internal standard. Methylene blue was maintained at a
constant concentration of �1� 10�4 mol dm�3 and the
concentration of Calix-Sn was varied in the range 0–
1.4(� 10�3) mol dm�3.


RESULTS AND DISCUSSION


Complexation of MB with Calix-Sn


Figure 2 shows the UV–Vis absorption spectra of MB
upon consecutive additions of excess Calix-S8. As the
concentration of Calix-S8 increases, the intensity of the
absorption peak at 663 nm due to MB decreases, and an
absorption band caused by the complex of MB with
Calix-S8 appeared in the vicinity of 690 nm accompanied
by an isosbestic point at 673 nm. The existence of the
isosbestic point is related to the following 1:1 inclusion
equilibrium:


MB þ Calix Ð MB--Calix


K11 ¼ ½MB--Calix�
½MB�½Calix� ð1Þ


where MB–Calix denotes the inclusion complex. In the
presence of excess Calix-Sn, the K11 value can be
expressed as:


K11 ¼ ½MB--Calix�
½MB�½Calix�0


¼ ½MB--Calix�
ð½MB�0 � ½MB--Calix�Þ½Calix�0


ð2Þ


Figure 1. Structures of MB and p-sulfonatocalix[n]arenes
used in this study


Figure 2. Absorption spectra of MB ([MB]0¼8.02� 10�6 mol dm�3) containing different concentrations of Calix-S8 in a
methanol–water mixture at 298 K: (1) 0, (2) 9.30�10�5, (3) 2.27�10�4, (4) 3.88�10�4, (5) 5.19� 10�4 and (6)
1.13�10�3 mol dm�3 of Calix-S8. (Inset) Determination of 1:1 inclusion equilibrium constant according to Eqn (3)
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Because the concentration of MB–Calix can be given by
[MB–Calix]¼�E/�", Eqn (2) can be rewritten as:


½MB�0½Calix�0
�E


¼ 1


K11�"
þ 1


�"
½Calix�0 ð3Þ


where [MB]0 and [Calix]0 are the total concentration of
MB and Calix-Sn, respectively, �" is the difference in the
molar extinction coefficients for bound and unbound MB
with Calix-Sn and �E is the change in the absorption
intensity of the MB solution as Calix-Sn is added. Many
investigators have used the Benesi–Hildebrand-type
equation (Eqn (3)) to conduct extensive studies for the
1:1 complex formation.13 The spectral data shown in
Fig. 2 can be analyzed according to Eqn (3). As is seen in
Fig. 2, a linear relationship between [MB]0[Calix]0/�E
and [Calix]0 can be obtained, indicating the 1:1 com-
plexation. The association constants K11 for the com-
plexation with Calix-Sn can be obtained by dividing the


slope by the intercept. Adding Calix-S6 produced a
similar spectral change. The association constants of
MB with Calix-S6 and Calix-S8 were determined by
Eqn (3) and are given in Table 1. The K11 value for
Calix-S8 is larger than that for Calix-S6. The stability of
an inclusion complex may be determined by how the
guest fits into the calixarene cavity. Therefore, the above
results indicate that the fit of MB to the cavity space of
Calix-S8 is better than to that of Calix-S6.


Figure 3 shows the spectral change of MB upon
consecutive additions of Calix-S4. As the concentration
of Calix-S4 increases, the intensity of the absorption
peak at 663 nm due to MB decreases, which is different
from the changes in intensity upon the addition of Calix-
S6 and Calix-S8. When Calix-S4 exceeded MB ([Calix-
S4]0/[MB]0> 13–124), the plots of [MB]0[Calix]0/�E
against [Calix]0 for the 1:1 complexation of Eqn (3) did
not give evidence of a linear relationship. There is a
possibility that MB forms 1:2 inclusion complexes with
Calix-S4. It can be assumed reasonably that 1:2 inclusion


Table 1. The equilibrium constants (K11) for inclusion complexation of MB with Calix-S6 and Calix-S8 in a mixture of methanol
and water


10�3K11 (mol�1 dm3)
�V


Host 1 bar 196 bar 490 bar 735 bar (cm3 mol�1)


Calix-S6 1.92� 0.03 1.51� 0.02 1.05� 0.05 0.768� 0.030 30.1� 0.2
Calix-S8 7.53� 0.32 8.34� 0.06 9.62� 0.07 11.1� 0.2 � 13.8� 0.2


Figure 3. Absorption spectra of MB ([MB]0¼8.02� 10�6 mol dm�3) containing different concentrations of Calix-S4 in a
methanol–water mixture at 298 K: (1) 0, (2) 1.92�10�5, (3) 1.08�10�4, (4) 2.26�10�4, (5) 4.04�10�4, (6) 6.15�10�4, (7)
8.72�10�4 and (8) 1.00�10�3 mol dm�3 of Calix-S4. (Inset) Determination of 1:2 inclusion equilibrium constant according to
Eqn (6)
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complexation occurs with a large guest molecule such as
MB, because the Calix-S4 cavity is small. The 1:2
inclusion equilibrium (K12) of MB with Calix-S4 can
be expressed as:


MB þ 2Calix Ð MB--Calix2


K12 ¼ ½MB--Calix2�
½MB�½Calix�2


ð4Þ


where MB–Calix2 denotes the 1:2 inclusion complex. In
excess of Calix-S4, the K12 value can be expressed as:


K12¼
½MB--Calix2�
½MB�½Calix�20


¼ ½MB--Calix2�
ð½MB�0 � ½MB--Calix2�Þ½Calix�20


ð5Þ


and because [MB–Calix2]¼�E/�", Eqn (5) becomes:


½MB�0½Calix�20
�E


¼ 1


K11�"
þ 1


�"
½Calix�20 ð6Þ


The spectral data for the formation of the 1:2 complex
can be analyzed according to Eqn (6). As shown in Fig. 3,
a linear relationship between [MB]0[Calix]0


2/�E and
[Calix]0


2 can be obtained in the presence of a great excess
of Calix-S4 ([Calix-S4]0/[MB]0¼ 50–124). This linear
behavior is believed to indicate the existence of 1:2
inclusion complexes. The K12 value for the 1:2 inclusion
complexation can be obtained by dividing the slope of
Eqn (6) by the intercept, and is given in Table 2.


Under the condition of a low concentration of Calix-S4
([Calix-S4]0/[MB]0¼ 0–28), the spectral change of MB
is very small and thus 1:1 complexation analysis by using
a small spectral change has been unsuccessful. We con-
sider that a part of the guest MB molecule is merely
encapsulated by Calix-S4, which has a small cavity
(upper-rim diameter¼ 3.8 Å14) resulting in a small
spectral change.


The free energy changes for the complex formation of
MB with Calix-S4, -S6 and -S8 can be estimated from:


�G� ¼ �RT lnK ð7Þ


The �G �
11 values for the 1:1 complex formation of MB


with Calix-S6 and Calix-S8 can be estimated to be �18.7
and �22.1 kJ mol�1, respectively. The �G12


� value for the


1:2 complex formation with Calix-S4 can be estimated to
be �34.5 kJ mol�1 according to Eqn (7). The absolute
value of �G11


� for Calix-S6 is almost half that of �G12
�


for Calix-S4, which is responsible for the difference in
the number of host molecules upon complex formation.


Pressure effects on inclusion equilibria


The association constants for the inclusion equilibria of
MB with Calix-S4, -S6 and -S8 at high pressures are
given in Tables 1 and 2. The K11 and K12 values for Calix-
S6 and Calix-S4 become smaller with increasing external
pressure; conversely, the K11 value for Calix-S8 increases
with increasing pressure. The equilibria of the inclusion
complexation for Calix-S6 and Calix-S4 shift to the
dissociation side with increased pressure, whereas the
equilibrium for Calix-S8 shifts to the association side.
The best straight lines for the plots of lnK against
pressure were drawn. The slopes then were used to
evaluate the changes in volume (the reaction volume,
�V) accompanied by inclusion of MB in the calixarene
cavity according to the following equations:


lnK ¼ aPþ b ð8Þ


�V ¼ �RT


�
@ lnK


@P


�
T


��n�TRT ð9Þ


where �n is the difference between the numbers of
species in the initial and final states, �T is the isothermal
compressibility of the methanol–water mixture and was
estimated to be 3.42� 10�5 bar�1 at 298 K. The reaction
volumes for inclusion complexation of MB with Calix-S4
and Calix-S6 have positive values, whereas that for Calix-
S8 has a negative value (Tables 1 and 2).


Previously, we have discussed the contributions of
different factors to volume changes for inclusion complex
formation of cyclodextrins with spiropyran and substi-
tuted phenols.8,10 Similarly, the volume changes for the
inclusion complexation of MB with Calix-Sn can be
expressed as:


�V ¼ �Vinclu þ�Vdesolv ð10Þ


where �Vinclu and �Vdesolv are the volume changes
related to inclusion of MB in the calixarene cavity
(�Vinclu< 0) and to desolvation of the solvent around


Table 2. The equilibrium constants (K12) for inclusion complexation of MB with Calix-S4 in a mixture of methanol and water


10�5K12 (mol�2 dm6)
�V


Host 1 bar 216 bar 510 bar 764 bar (cm3 mol�1)


Calix-S4 11.1� 0.3 8.40� 0.30 5.61� 0.20 3.64� 0.15 32.1� 0.5
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the area of contact of MB and —SO3
� groups of Calix-Sn


(�Vdesolv> 0), respectively. The magnitude of the
contributions of the �Vinclu and �Vdesolv terms to the
volume change is strongly related to the structure of
the inclusion complex of MB with Calix-Sn. In connec-
tion with the structure of the inclusion complex, details
on the volume changes caused by the inclusion of MB
into Calix-Sn will be discussed later.


NMR study on the structure of
inclusion complexes


1H NMR is a valuable tool in the study of molecular
interactions in solution, and 1H NMR measurements give
useful information on the complexation mode of the guest
with the host. Figure 4(a) shows the 600 MHz 1H NMR
spectra of MB in a CD3OD–D2O mixture (1:1 v/v
phosphate buffer). The assignments of the MB protons
are given in Fig. 4(a). On adding Calix-S4 we can see that
all peaks of the MB protons shift to a higher magnetic
field. Figure 4(c) shows the chemical shifts for the N—
CH3, C1—H, C2—H and C4—H protons of MB as a
function of the [Calix-S4]0/[MB]0 ratios. The chemical
shifts decrease along with increases in the concentration
of Calix-S4. Table 3 shows the changes (��) in the
upfield chemical shift of the MB protons in excess of
Calix-Sn. As suggested by Shinkai et al.,6,14,15 the upfield


shift of the guest protons indicates an inclusion of the
proton moiety into the hydrophobic pocket of Calix-Sn.
From these changes in chemical shift we can make a few
interesting observations:


(i) The absolute values of �� for the N—CH3 protons
are large compared with those of other MB protons.
This indicates that the MB molecule is encapsulated
into the calixarene cavity from the —N(CH3)2


moiety.
(ii) The j��j values of the C2—H and C4—H protons are


large compared with those of the C1—H protons. In
the complexation of MB with Calix-Sn, the C2—H
and C4—H protons are included in the calixarene
cavity, and the C1—H protons may be located out-
side the cavity.


Figure 4. 1H NMR spectra of MB ([MB]0¼1.14� 10�4 mol dm�3): (a) [Calix-S4]¼ 0 mol dm�3; (b) [Calix-
S4]0¼1.39�10�3 mol dm�3. (c) Changes in chemical shifts of the MB protons at various concentrations of Calix-S4: (�) N—
CH3; (&) C1—H; (^) C2—H; (~) C4—H


Table 3. Changes (��)a in chemical shifts of MB in the
presence of Calix-Sn


Host N—CH3 C1—H C2—H C4—H


Calix-S4b �0.47 �0.12 �0.29 �0.24
Calix-S6c �0.44 �0.08 �0.32 �0.32
Calix-S8d �0.61 �0.18 �0.39 �0.54


a ��¼ �(MB bound with Calix-Sn)� �(MB unbound with Calix-Sn).
Negative values indicate upfield shifts.
b [Calix-S4]0/[MB]0¼ 12.
c [Calix-S6]0/[MB]0¼ 11.
d [Calix-S8]0/[MB]0¼ 7.6.
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(iii) The j��j values of the C2—H and C4—H protons for
the inclusion complex with Calix-S6 are larger than
those with Calix-S4. As reported by Shinkai et al.,14


the diameter (5.0 Å) of the upper rim of Calix[6]-
arene is larger than that (3.8 Å) of Calix[4]arene,
which is responsible for the deep inclusion into the
Calix-S6 cavity compared with that into the Calix-
S4 cavity.


(iv) The j��j values of the N—CH3 and C4—H protons
for the inclusion complex with Calix-S8 are remark-
ably large compared with the others, indicating that
the —N(CH3)2 and C4—H moieties of both sides are
included inside the Calix-S8 cavity.


Based on the above results, plausible structures of the
inclusion complexes of MB with Calix-Sn are depicted in
Fig. 5. Judging from the study of the Corey–Pauling–
Koltun (CPK) space-filling models, these structures of the
inclusion complexes are the most plausible.


Incidentally, to obtain further information on the con-
formation of Calix-Sn upon inclusion complex forma-
tion, the NMR measurements were carried out in the
presence of excess guest MB over Calix-Sn concentra-
tion. In the Calix-S4 and Calix-S6 inclusion complexes,
the ArCH2Ar methylene protons of calixarenes showed
split peaks at 3.50 and 4.38 ppm for Calix-S4 and at 3.72
and 4.15 ppm for Calix-S6. These results suggest a cone
conformation of Calix-S4 and Calix-S6 in inclusion
complexes. On the one hand, Calix-S8 gave only a singlet
resonance, presumably due to a more flexible cyclic
structure.16 Using the CPK models, we examined the
structure of the inclusion complexes of MB with Calix-
Sn. The CPK models show that a cone conformation is
more suitable to the formation of inclusion complexes
than an alternative conformation. This is in agreement
with the results reported by Shinkai et al.,17 who sug-


gested that the conformation of water-soluble calixarenes
is fixed to a cone upon inclusion of guest molecules based
on the circular dichroism study of the inclusion com-
plexes of chiral calixarenes.


Upon the addition of Calix-Sn to the MB solution,
large changes in chemical shifts for the MB protons are
observed (Fig. 4). It is instructive to determine the
association constants for the complexation of Calix-Sn
from analysis of the NMR shift changes. In the present
NMR study, because the concentration of Calix-Sn is not
much higher than that of MB, we used the following
approach for determining the association constants of the
1:1 inclusion complexation based on the Lang treat-
ments.18 The equilibrium constant for the 1:1 complex
formation can be rewritten as follows:


K11 ¼ ½MB--Calix�
½MB�½Calix�


¼ ½MB--Calix�
ð½MB�0 � ½MB--Calix�Þð½Calix�0 � ½MB--Calix�Þ


ð11Þ


The observed chemical shifts (��) can be expressed as
follows:19


½MB--Calix� ¼ ��� ð12Þ


½MB�0 ¼ ���0 ð13Þ


where ��0 denotes the limiting chemical shift change,
and � is a constant. By using Eqns (11–13), Eqn (14) for
the 1:1 complex formation can be obtained and the
association constants for the Calix-S8 and Calix-S6
inclusion complexations were estimated.


½Calix�0
��


¼ ð½Calix�0 þ ½MB�0 � ���Þ 1


��0
þ 1


K11��0


ð14Þ


Tentative values of � and ��0 were estimated from NMR
chemical shifts and Eqn (13). Using this value of �, a plot
of ([Calix]0/��) against ([Calix]0þ [MB]0����) was
made according to Eqn (14), producing a linear relation-
ship between the two. A new value of ��0 can be
determined with a new value of K11. This procedure is
repeated until a variation in the magnitude of the new K11


value converges within 5% relative to the K11 value from
the previous plot for Eqn (14). Figure 6(a) shows the plot
of ([Calix]0/��) against ([Calix]0þ [MB]0����) for
the Calix-S8 complexation according to Eqn (14),
indicating the convergence of the plots relative to a
previously drawn line. The first and last values of K11


were estimated as 7.66� 103 and 7.84� 103 mol�1 dm3,
respectively. The K11 values were determined as (7.84�
0.19)� 103 mol�1 dm3 for Calix-S8 and (2.53� 0.21)�


Figure 5. Plausible structures of inclusion complexes of MB
with Calix-Sn
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103 mol�1 dm3 for Calix-S6. This linearity suggests the
1:1 inclusion complexation of MB with Calix-S8 and
Calix-S6, and the association constants obtained are in
good agreement with those estimated from the UV–Vis
spectral analysis.


In the Calix-S4 inclusion complexation, both 1:1 and
1:2 guest–host complexes are formed under the condition
of [Calix-S4]0/[MB]0< 20:


MB þ Calix Ð
K11


MB--Calix


MB--Calix þ Calix Ð
K2


MB--Calix2


where K11 and K2(¼K12/K11) denote the association
constants. Under this condition, the concentration of
Calix-S4 unbound with MB was estimated by solving
the polynomial of Eqn (15):20,21


½Calix�3 þ 1


K2


� ½Calix�0 þ 2½MB�0
� �


½Calix�2


þ 1


K11K2


þ ½MB�0
K2


� ½Calix�0
K2


� �
½Calix�� ½Calix�0


K11K2


¼ 0


ð15Þ


The concentration of MB unbound with Calix-S4 is given
by:20


½MB� ¼ ½MB�0
1 þ K11½Calix� þ K11K2½Calix�2


ð16Þ


The concentration of [MB–Calix] and [MB–Calix2] is
given by the equilibrium expressions for K11 and K2.
Using Eqn (16), the NMR chemical shift changes apply-
ing to the 1:1 and 1:2 binding models can be expressed
by:


�� ¼ ��CA½MB--Calix� þ��2CA½MB--Calix2�
½MB�0


¼ ��CAK11½Calix� þ��2CAK11K2½Calix�2


1 þ K11½Calix� þ K11K2½Calix�2
ð17Þ


where ��CA and ��2CA are specific limiting chemical
shifts for 1:1 and 1:2 complexes, respectively. From a
simultaneous fit of the N—CH3 proton resonance data to
Eqns (15) and (17) (Fig. 6(b)), the association constants
for the 1:1 and 1:2 inclusion complexations of MB with
Calix-S4 were evaluated as K11¼ 8.80� 102 mol�1 dm3


and K12(¼K11K2)¼ 1.52� 106 mol�2 dm6. The K12 va-
lue obtained is compared with the above result estimated
from analysis of UV–Vis spectral data.


Equation (10) shows that the changes in volume acco-
mpanied by the inclusion of MB into Calix-Sn are the
sums of the two terms of �Vinclu(< 0) and �Vdesolv(> 0).
Calix-S4 and Calix-S6 encapsulate a part of the MB
molecule into the cavity, as shown in Fig. 5. In this case, a
part of the solvent molecules solvated around the MB and
—SO3


� groups of Calix-Sn is released, as illustrated by
the volume changes accompanied by the formation of
ion-pairs. Volume changes for the formation of many ion-
pairs are given in the review of Asano and LeNoble.7


Upon ion-pair formation, the increase in reaction volume
occurs, caused by exclusion of solvent around the area
of contact of ions and desolvation due to the partial
neutralization of charge. In the complexations of Calix-
S4 and Calix-S6, the �Vdesolv term in Eqn (10) over-
whelms �Vinclu, resulting in the positive values of the
reaction volume. Two Calix-S4 molecules form the 1:2
inclusion complex with the large MB molecule. Thus, the
volume change accompanied by inclusion with one
Calix-S4 molecule can be estimated as 16.1 cm3 mol�1.
The large magnitude of desolvation caused by Calix-S6,
which has a larger rim diameter, is responsible for the
large pressure effect on the inclusion complexation of
Calix-S6 (�V¼ 30.1 cm3 mol�1). In contrast, as depicted
in Fig. 5, Calix-S8 encapsulates the large moiety of the
MB guest molecule. The inclusion of the MB molecule
into the Calix-S8 cavity might cause the large decrease in
the volume of �Vinclu, resulting in a negative value of the
reaction volume.


In conclusion, we found that the external pressures
either increase or decrease the inclusion equilibria of
MB with Calix-Sn, depending on the structure of the
inclusion complexes. We believe that a high-pressure
study might provide useful insights into the function of
calix[n]arenes.
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ABSTRACT: We examined the kinetics of a series of cycloaddition reactions in mixtures of water with methanol,
acetonitrile and poly(ethylene glycol) (MW 1000). The reactions include the Diels–Alder (DA) reaction between
cyclopentadiene and N-n-butylmaleimide or acridizinium bromide, the retro-Diels-Alder (RDA) reaction of
1,4,4a,9a-tetrahydro-4a-methyl-(1�,4�,4a�,9a�)-1,4-methaneanthracene-9,10-dione and the 1,3-dipolar cycloaddi-
tion of benzonitrile oxide with N-n-butylmaleimide. Plots of logk vs the molar concentration or volume fraction of
water are approximately linear, but with a characteristic break around 40 M water. This break, absent for the RDA
reaction, is ascribed to hydrophobic effects. Comparison with aqueous mixtures of the more hydrophobic 1-propanol
shows that these mixtures induce qualitatively similar effects on the rate, but that preferential solvation effects cause
the mixtures of 1-propanol to exhibit a more complex behavior of logk on composition. The results are analyzed using
the Abraham–Kamlett–Taft model. The solvent effects in aqueous mixtures are not satisfactorily described by this
model. For some cycloadditions, small maxima in rate are observed in highly aqueous mixtures of alcohols. The
origin of these maxima and the aforementioned breaks is most likely the same. Copyright # 2005 John Wiley & Sons,
Ltd.


KEYWORDS: cycloadditions; mixed aqueous solvents; water; Diels–Alder reaction


INTRODUCTION


Diels–Alder (DA) reactions in aqueous media have
been studied thoroughly1 since the pioneering work of
Breslow’s group in the early 1980s.2 In particular, salt
solutions of both salting-in and salting-out agents3 and
mixtures of water with alcohols (ethanol, propanol)4,5


have been used frequently as the reaction medium.
Nevertheless, aqueous Diels–Alder (DA) reactions have
not revealed all their secrets yet. It has been well
established that no single interaction mechanism is re-
sponsible for the dependence of the rate constants on the
composition of (aqueous) solvent mixtures. Solvent po-
larity, hydrogen bonding and enforced hydrophobic inter-
actions are important factors that may affect the rate
constant. Aqueous mixtures with hydrophobic cosolvents
such as 1-propanol are particularly complex, as prefer-
ential solvation effects may become significant, which
hampers the search for correlations of reaction rates with
composition. It is therefore surprising that little attention
has been given to aqueous mixtures of, e.g., methanol, or
other ‘simpler’ cosolvents.


To obtain a more complete picture of the reactivity in
aqueous environments, we have studied a series of DA
reactions in mixtures of water with several ‘hydrophilic’
cosolvents/cosolutes: polyethylene glycol (average mol.
weight 1000) (PEG1000), methanol, and acetonitrile.
Methanol and acetonitrile have a much smaller tendency
to solvate molecules preferentially in an aqueous envir-
onment, compared with, e.g., 1-propanol. Methanol is,
like water, both a good hydrogen-bond donor and accep-
tor. Acetonitrile, on the other hand, is a poor hydrogen-
bond donor and only a relatively weak hydrogen-bond
acceptor. This difference is nicely reflected, for instance,
in the thermodynamics of mixing. Methanol mixes with
water exothermically, whereas acetonitrile does so en-
dothermically, because it ruptures the hydrogen-bond
network of water without forming (strong) hydrogen
bonds itself. PEG is a good hydrogen-bond acceptor,
but is unable to donate hydrogen-bonds.


The reactions studied (I–IV) are shown in Scheme 1.
They include the DA reaction between cyclopentadiene
(1) and N-n-butylmaleimide (2) [reaction (I)], the DA
reaction between 1 and acridizinium bromide (4) [reac-
tion (II)], the retro-Diels–Alder (RDA) reaction of
1,4,4a,9a-tetrahydro-4a-methyl-(1�,4�,4a�,9a�)-1,4-
methaneanthracene-9,10-dione (6) [reaction (III)] and
the 1,3-dipolar cycloaddition (DC) between benzonitrile
oxide (8) and 2 [reaction (IV)]. Reaction (I) is an example
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of a typical DA reaction, in which the dienophile is
capable of accepting hydrogen bonds, which promotes
the rate of the reaction. Reaction (II), on the other hand,
involves two reactants that are not or only very weakly
susceptible to hydrogen-bond formation. Comparison of
reactions (I) and (II) may offer insight into the contribu-
tion of (direct) hydrogen bonding to changes in rate. The
RDA reaction (III) reflects the reverse process of reaction
(I). The activation process of this reaction can be influ-
enced by hydrogen-bond formation, but association of
two reactions (as part of the reaction) is absent. There-
fore, hydrophobic effects play only a minor role in
governing the rate of this reaction. Finally, reaction
(IV) involves two relatively polar substrates, that are
both susceptible to hydrogen bonding. A summary is
provided in Table 1.


RESULTS AND DISCUSSION


Aqueous mixtures of methanol,
acetonitrile, 1-propanol and PEG1000


In Figs 1–4, the logarithms of the rate constants (logk) are
plotted against the concentration of water for reactions


Scheme 1


Table 1. Sensitivity of the rate constants of reactions I–IV


Reaction Hydrogen bonding Hydrophobic effects


(I) þ þ
(II) 0 þ
(III) þ 0
(IV) � a þ
a Hydrogen bonding to both reactants influence rate in opposite ways.


Figure 1. Log k vs the concentration of water for the reaction
of 1 with 2 at 25 �C in mixtures of water with PEG1000 (&),
methanol (~), acetonitrile (�) and 1-propanol (*; values for
ethyl- rather than n -butylmaleimide are indicated with�). k
has units M


�1 s�1
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(I)–(IV) in mixtures of water with methanol, acetonitrile
and PEG1000. We chose to plot the data against the molar
concentration of water because the concentration is a
measure of the amount of water present per unit volume,
independent of the size of the cosolvent molecules, in
contrast to the mole fraction scale. The volume fraction
of water also scales with the (molar) concentration of
water, although only insofar as the solvents mix ideally.
The non-ideal part is only a minor contribution, although
typically a few percent. Interestingly, linear dependences
are found of logk on [H2O] over large ranges of concen-
trations, with one (or two) relatively sharp bends.


For comparison, aqueous mixtures of 1-propanol were
also examined. Although the data for 1-propanol roughly
follow the same patterns found for methanol and acet-
onitrile, no linear dependence of logk on the concentra-
tion of water is observed. This behavior is attributed to
preferential solvation effects. Nevertheless, one essential


feature is evident for all cosolvents: in the water-rich
regime there is a sudden change in slope at around 40 M


water (except for the RDA reaction; see below). Gener-
ally, the breaks occur at a somewhat higher concentration
for acetonitrile than for methanol, with the break for 1-
propanol in between. The breaks may reflect the ability of
the water to maintain its hydrogen-bond network in the
different mixtures (see below).


Disregarding reaction (III) for the moment, when
comparing methanol and acetonitrile, the rate constants
are invariably larger in methanol or aqueous mixtures of
methanol than in acetonitrile or aqueous mixtures of
acetonitrile. This is as expected, since methanol is more
polar and capable of donating hydrogen bonds. Starting
from either pure methanol or acetonitrile, logk increases
linearly with the concentration of water over an extended
range (up to 35–45 M), although for methanol a deviation
is found at low concentrations of water in the case of
reaction (I). The slopes are nearly identical for methanol
and acetonitrile in each case. This is remarkable: one
would expect the slope to be higher for acetonitrile,
because the hydrogen-bond donating capacity varies
more dramatically in aqueous mixtures of acetonitrile
(based on �; see below).


In the water-rich regions, the slopes of logk vs [H2O]
become close to zero, and occasionally slightly negative.
In the latter case, a maximum in rate constant is observed
around 40 M water.


Solutions of PEG1000 were also studied, up to a
concentration of 500 g l�1. At still higher concentrations
of PEG1000, the increased viscosity prohibited an accu-
rate determination of rate constants. In cases, where
maxima for the rate constants were found for alcohols
[reactions (II) and (IV)], PEG1000 displays a similar
pattern, and the maxima even exceed those found for 1-
propanol. However, this is not a general observation: for
the reaction of cyclopentadiene with naphthoquinone, a


Figure 2. Log k vs the concentration of water for the reaction
of 1 with 4 at 25 �C in mixtures of water with PEG1000 (&),
methanol (~), acetonitrile (�) and 1-propanol (*). k has
units M


�1 s�1


Figure 3. Log k vs the concentration of water for the
unimolecular reaction of 6 at 40 �C in mixtures of water
with PEG1000 (&), methanol (~), acetonitrile (�) and 1-
propanol (*). k has units s�1


Figure 4. Log k vs the concentration of water for the reaction
of 2 with 8 at 25 �C in mixtures of water with PEG1000 (&),
methanol (~), acetonitrile (�) and 1-propanol (*). k has
units M


�1 s�1
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maximum was found in mixtures of water with 2-methyl-
2-propanol,4 but not in aqueous solutions of PEG400.6 In
any case, the maxima are not just a peculiarity, caused
only by hydrophobic cosolvents, such as propanol or
butanol. Even methanol may induce an additional accel-
eration, albeit smaller than that found for 1-propanol.


For the RDA reaction, the characteristic changes in
slope at around 40 M water are absent. For methanol, two
linear areas are found, between 0 and 15 M and between
15 and 55 M. For acetonitrile, logk is linear with [H2O]
over the entire range of composition. We suggest that the
origin of the changes in slope of logk vs [H2O] around
40 M water for the other reactions lies in hydrophobic
effects, as for the RDA reaction changes in hydrophobi-
city (during the activation process) are minor.7


Comparing reactions (I) and (II), the behavior of logk
in the various mixtures is qualitatively similar, despite the
fact that reaction (II) is not directly influenced by hydro-
gen bonds. The magnitudes of the changes in rate con-
stant are much larger for reaction (I) than for reaction (II),
however. A similar behavior (large linear regions, parti-
cularly for acetonitrile, with changes in slope in the
water-rich region) may result from the fact that the under-
lying mechanisms responsible for determining the rate
variations are the same, and only the solvent sensitivities
of the various reactions are different. This would rule out
direct hydrogen bonding as an important contributor to
changes in rate, which is not in line with previous
results.1 Alternatively, the other factors that influence
the rate (in particular solvent polarity) and direct hydro-
gen-bond interactions vary with solvent composition in a
similar manner, either coincidentally, or because of a
more fundamental reason.


For the DC reaction (IV), the rate constants are hardly
affected by changes in medium (k varies by a factor of
< 2.5 in the case of methanol and < 4 in case of
acetonitrile). For this reaction we found that the different
types of interactions that affect the rate oppose each
other, resulting in modest overall medium effects.8 De-
spite this, the qualitative picture again is strikingly
similar to that for reactions (I) and (II).


Correlations with the composition
of the medium


In order to elucidate the origins of these solvent effects,
we consider different approaches to rationalizing the
data. In particular, attempts were made to fit the data to
a multiparameter model, and comparisons are made with
standard Gibbs energies of transfer in mixed aqueous
solvents.


Linear multiparameter models. Properties of sol-
vents, in particular solvent polarity, have been captured
in a multitude of empirical scales, among them single-


parameter scales such as ET(30),9 and multiparameter
scales, such as the Abraham–Kamlett–Taft (AKT) model
(see below). Single-parameter scales try to avoid the
difficult task of attributing complex trends in, for exam-
ple, rate constants to variations in several ‘fundamental’
properties (e.g. electron-pair donating ability), by captur-
ing them into a single, composite parameter. Such corre-
lations naturally will be satisfactory only if the process
under consideration bears some resemblance to the one
on which the scale is based. Its main advantage is its
simplicity. A major drawback is that correlations are still
difficult to interpret. The multiparameter approach aims
at more transparent correlations. Although usually em-
pirical in nature, the individual parameters have a more
fundamental flavor, capturing a single solvent property at
a time. The AKT approach,10 in its basic form, recognizes
three aspects of solvation effects: dipolarity/polarizabil-
ity (��), hydrogen-bond acidity (�) and hydrogen-bond
basicity (�). The parameters are derived from spectral
changes (UV–visible, NMR) for probe molecules that are
sensitive to changes in these properties to various extents.
Often, additional parameters that account for ‘solvopho-
bicity’ are included, such as the Hildebrand solubility
parameter (�2), based on the enthalpy of vaporization per
unit volume of the solvent, or the solvophobicity para-
meter (Sp), based on transfer parameters of low molecu-
lar weight alkanes and noble gases from organic solvents
to water.11


For a variety of DA reactions, rate constants were
found to correlate with one or more properties of the
solvents.12–20 In most cases, the AKT model10 was used
to account for different aspects of solvent polarity.
Usually, only pure solvents are taken into account, and
often water is not included in the analyses. Desimoni
et al.12 analyzed solvent effects on a wide range of DA
reactions and, based on that analysis, made a division into
three types of DA reactions: type A, reactions that are
mainly affected by the hydrogen-bond donor capacity �
of the solvent, although significant contributions of �� are
sometimes also present; type B, reactions that mainly
respond to changes in �; and type C, reactions that are
insensitive to both � and �. In another study,14 satisfac-
tory fits were obtained with contributions of �, � and Sp.
Upon inclusion of water, the contribution of Sp vastly
increased. Mayoral and co-workers analyzed several DA
reactions in a range of solvents, including aqueous
mixtures.15,17,18 Again, � and Sp were found to be im-
portant. Their relative contributions differed substantially
when only aqueous mixtures or only (non-aqueous)
solvents were taken into account.


The single-parameter ET(30) polarity scale does not
account for the observed trends in logk presented in the
previous section. Instead, we have attempted to rationa-
lize the observed trends in rate constants of the different
reactions in terms of the AKT model, using the equation


logk ¼ constant þ a�þ b� þ p�� þ sSp ð1Þ
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The coefficients a, b, p and s describe the relative
contributions (they are not directly comparable with
each other, as the scales for �, �, �� and Sp are arbitrary
and only have indirect physical meaning; to circumvent
this, ‘standardized coefficients’ may be calculated14) of
the different solvent properties, described by �, �, �� and
Sp. For mixtures of water with methanol, values are
available for all parameters. For acetonitrile as the
cosolvent, values of �, � and �� are available, and values
of Sp were estimated. Mixtures with 1-propanol were not
taken into consideration, as preferential solvation effects
are expected to interfere. The aqueous PEG mixtures will
only be considered qualitatively, because no reasonable
estimates for Sp could be made. In all cases, some
parameters did not contribute significantly to the fit,
and fits without these parameters were performed subse-
quently. A set of parameters used in a fit will be placed in
braces, e.g. f�; ��g means a fit only including � and ��.


Although the aim was to study the contributions of the
different properties in aqueous mixtures, pure solvents
were also considered. The motivation was twofold. First,
comparing results obtained for a series of solvents with
those obtained for the mixures might be considered a
consistency check. Alternatively, comparison may point
out qualitative or quantitative differences between aqu-
eous mixtures and non-aqueous solvents. Second, the
parameters �� and Sp, although poorly correlated for
pure solvents (r ¼ 0:620 for all solvents considered in
this paper; r ¼ 0:495 when water is omitted), turned out
to be much better correlated in mixtures of water with
methanol or acetonitrile (r ¼ 0:951).


The results in Table 2 only include parameters that
contribute significantly. In a few instances, alternative


results are also presented, with smaller but still satisfac-
tory regression coefficients. For a number of fits, calcu-
lated values of logk are shown in Fig. 5, together with the
experimental values.


For reaction I, when only mixtures are considered, the
best fit is obtained with f�; ��g, but with f�; Spg a good
fit is also obtained. Perhaps the most striking result is the
close similarity in behavior of logk and �� in water–
methanol mixtures. For pure solvents, on the other hand,
an acceptable fit is obtained only for f�; Spg. This result
can be accounted for because water was included in the
fit. Sp ranges from 0 to 0.35 for organic solvents, but for
water Sp ¼ 1. Therefore, a much larger rate in water than
in organic solvents is conveniently captured by Sp. The
inclusion of water usually amplifies the contribution of
Sp.14 Including the (other) pure solvents in the fits for the
mixtures yields the best fit with f�; Spg (r ¼ 0:979; for
f�; ��g, r ¼ 0:88). The coefficients are within error
margins consistent with each other. One interesting point
to note is that although � contributes significantly, its
characteristic pattern in mixtures of water and acetoni-
trile, with a drastic increase at low concentrations of
water, is not reflected in the experimental logk.


For reaction (II), the series of pure solvents did not give
a proper fit. This result may be due in part to the limited
number of points (8). Nevertheless, the dependence of
logk on the solvent is complex and may not be fully
captured by the AKT model. For aqueous mixtures, a
strange result is obtained. Two mutually exclusive com-
binations of parameters give reasonable fits (f�; ��g,
r ¼ 0:963; f�; Spg, r ¼ 0:979). With f�; Spg, unlike
f�; ��g, the characteristic maxima in the plots of logk
vs the concentration of water could be reproduced.


Table 2. Summary of fits using the AKT modela


Reaction System a b p s r


(I) Mixturesb 1.42 (0.17) — 4.16 (0.24) — 0.991
1.08 (0.30) — — 2.45 (0.23) 0.975


Pure solvents (7)c 0.88 (0.22) — — 2.09 (0.34) 0.981
All 0.92 (0.17) — — 2.33 (0.16) 0.979


(II) Mixtures — 1.86 (0.24) — 1.34 (0.07) 0.979
0.58 (0.13) — 1.53 (0.19) — 0.963


Pure solvents (8)d � e � e � e � e � e


All 0.44 (0.11) — 1.27 (0.19) — 0.909
III Mixtures 0.43 (0.11) — — 1.13 (0.09) 0.984


0.65 (0.13) — 1.77 (0.18) — 0.975
Pure solvents (10)d 0.80 (0.07) — 1.01 (0.15) — 0.986


0.74 (0.13) — — 1.03 (0.32) 0.958
All 0.82 (0.06) — 1.09 (0.10) — 0.975


0.75 (0.07) — — 0.93 (0.10) 0.970
(IV) Mixtures — 1.46 (0.16) — 0.88 (0.04) 0.977


Pure solvents (13)f � e � e � e � e � e


All — 0.37 (0.13) — 0.635 (0.09) 0.775


a Error margins given in parentheses.
b Aqueous mixtures of methanol and acetonitrile.
c Some values taken from Ref. 21.
d Some values taken from Ref. 5.
e No acceptable fit with any combination of parameters could be obtained.
f Values from Ref. 8.
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Figure 5. Overview of logk values in mixtures of water with methanol (left) and acetonitrile (right) as determined from various
fits (open symbols). Experimental values are indicated with closed squares
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Mathematically, this pattern is caused by the fact that �
increases on going from pure water to mixtures of water
with either methanol or acetonitrile. This reaction falls
into Desimoni et al.’s category B,13 thus sensitive to �, in
line with the result from our fit. On the other hand, logk
also increases in mixtures of water with PEG, for which �
was found to be constant up to 40 wt% of PEG.22 There-
fore, at least for mixtures of water and PEG, a sensitivity
for � cannot explain a rate increase relative to water.
When pure solvents and mixtures are combined, the most
satisfactory fit is obtained with f�; ��g, but the correla-
tion becomes much less satisfactory (r ¼ 0:909), con-
sidering that the majority of data points (�20) included
in the fit are those for the mixtures (for which r ¼ 0:963).


For reaction (III), good fits were obtained with either
f�; ��g or f�; Spg. This is true for pure solvents (10),
mixtures or a combination. For pure solvents, f�; ��g
produces the better fit. This result was expected because
this reaction does not involve the association of two
reactants during the activation process; solvophobic ef-
fects play only a minor role. It is therefore strange that
(also) for pure solvents, for which �� and Sp correlate
poorly, a good fit is obtained with f�; Spg. This result
confirms that results from multiparameter analyses
should not be interpreted on a simple basis. Overall, the
fits with f�; ��g give the most consistent results. The
relative contributions of � and �� are both larger than
those found by Desimoni et al.13 for this reaction at
90 �C, but the ratio �=�� is the same (note that they did
not include water in the fit). Therefore, at higher tem-
peratures, the reaction rate is less dependent on the
solvent (the values of � and �� have, in fact, been deter-
mined at 25 �C, and may not be applicable to systems at
temperatures as high as 90 �C).


For reaction (IV), the results loosely resemble those for
reaction II. Trends in logk among pure solvents are not
satisfactorily described by the AKT model, as expected
for a reaction with a particularly complicated dependence
of logk on the solvent.8 For aqueous mixtures of methanol
or acetonitrile, on the other hand, a good fit is obtained
with � and Sp. Again, only the rate profiles for mixtures
of water with methanol or acetonitrile are properly
described; the higher maxima in aqueous mixtures of
1-propanol, 2-methyl-2-propanol or PEG1000 cannot be
explained by a dependence on �.


In summary, for reactions (I) and (III), the AKT model
does a fair job and f�; ��g or f�; Spg suffice to describe
trends in logk, both in pure solvents and in aqueous
mixtures. For reactions (II) and (IV), logk cannot be
correlated accurately for pure solvents. In aqueous mix-
tures of methanol or acetonitrile, f�; Spg can account for
the observed trends, including the small rate maxima, but
as the same observations for aqueous PEG solutions
cannot be described in this manner, this result may not
have physical significance. In mixtures of water with
acetonitrile, � varies considerably, and strongly non-
linearly with the concentration of water. In mixtures of


water with methanol, � is nearly constant. Therefore, the
similar trends observed for logk in both types of mixtures
point towards a weak dependence on the hydrogen-bond
donating capacity. This conclusion is not fully confirmed
by the fits, which reveal significant contributions of �, but
the deviation of the calculated values of logk from the
experimental values in acetonitrile-rich water–acetoni-
trile mixtures [especially for reaction (III)] shows that the
contribution of � may be overestimated. In any case, the
model at best only partially reproduced the characteristic
trends in logk observed in these aqueous mixtures.


Transfer parameters and the log-linear model.
Another method for rationalizing trends in rate constants
considers initial state (IS) and transition state (TS) effects
separately (within the framework of transition state
theory). This method requires that transfer parameters
of the reactants are known. Those of the activated com-
plex (AC) can be derived subsequently from those of
the reactants in combination with the activation para-
meters. We did not determine transfer parameters for
the reactants. Nevertheless, a qualitative discussion is
worthwhile.


For the DA reaction between cyclopentadiene (1) and
methyl vinyl ketone (MVK), resembling reaction (I),
transfer parameters have been determined for aqueous
mixtures of 1-propanol (Fig. 6).4 They reveal a minor
dependence of �trG


�(TS) on the solvent composition;
especially for [H2O]> 30 M, �trG


�(TS) is nearly con-
stant, and increases slightly. For several other DA reac-
tions, �trG


�(TS) from water to organic solvents was
very small21,23 and the small dependence of �trG


�(TS)
on the nature of the reaction medium may be a general
phenomenon.


For both 1 and MVK, two approximately linear regions
are observed, with a bend, which for 1 occurs in the same
region as found for logk. The dependence of �trG


�(1) is
particularly noteworthly. Inspection of Gibbs energies of
transfer from water to aqueous solvent mixtures [data


Figure 6. Gibbs energies of transfer (�trG
�) for 1 (*), MVK


(&) and the AC (~), for the reaction of 1 with MVK in
mixtures of water with 1-propanol (relative to 1-propanol)4
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were collected from the literature, as cited in the text, in
many cases, only solubilities were reported, which were
converted to �trG, all data were converted to the molar
concentration scale (Ben-Naı̈m standard state), according
to the procedures described in Ref. 24, to allow compar-
ison] reveals that for a multitude of organic compounds, a
similar pattern is found, with a small initial decrease in
�trG


� down to [H2O]� 40 M and a sharper decrease for
[H2O]<� 40 M.25–38 Especially small, purely hydrophobic
solutes such as (gaseous) alkanes and benzene show this
behavior; the effect becomes more prominent for the
more hydrophobic cosolutes, in particular 2-methyl-2-
propanol, and at lower temperatures. For the alkanes, at
elevated temperatures �trG


� initially slightly decreases;
at room temperature �trG


� is essentially constant up to
[H2O]� 40 M, and at lower temperatures initially even a
small increase in �trG


� is found, resulting in a small
maximum around 40 M water. The origin of this effect
undoubtedly follows from the characteristic way in which
water hydrates apolar substrates. In ‘pure’ water, hydro-
phobic hydration shells form around apolar solutes upon
dissolution. This is a cooperative process involving many
water molecules and is a special feature of water. How-
ever, mixing water with more and more cosolvent ulti-
mately leads to the remaining water acting as ‘normal’
solvent molecules. Or, looking at it another way, when
adding water to, for example, ethanol, the solution be-
comes more polar, as more and more water molecules are
present, which will form hydrogen bonds with a solute if
possible. When the mixture contains more and more
water, at a certain point (at�40 M water), water starts to
form three-dimensional hydrogen-bonded clusters of
‘bulk-like’ water. Now, hydrophobic hydration becomes
increasingly important. Compared with pure ethanol, an
apolar substrate will be increasingly less comfortable with
increasing amounts of water (the Gibbs energy increases).
This trend continues when hydrophobic hydration sets in,
but to a lesser extent, as hydrophobic hydration is less
strenuous than the (at this point hypothetical) alternative,
‘normal’ mode of solvation. Widely varying values for
�trH


� and �trS
� in this regime accompany this transition.


For many other organic compounds, usually bear-
ing (several) polar groups, �trG


� is almost a linear
function of the volume fraction of water (linear with
[H2O]).29,33,39–51 This pattern is expressed by the so-
called log-linear model,46 which simply states that
logSm ¼ f logSx þ ð1 � f ÞlogSw, where Sm, Sx and Sw


are the solubilities in the mixture, the cosolvent and
water, respectively, and f is the volume fraction. We
note that �trG is the Gibbs energy of transfer of a solute
from solvent 1 to solvent 2 at 1 M, under the assumption
the conditions resemble those at infinite dilution. This is
approximately the same as �RT lnðS2=S1Þ, the main
difference being possible contributions of solute-solute
interactions to the solubility, especially when the solubi-
lity is high. In cases where correction factors (activity
coefficients) have been determined, they usually turn out


to be small. Plots consisting of two linear parts are also
sometimes encountered.33,49,51–54 However, when a so-
lute has a more complex structure, with polar and apolar
parts combined in a single molecule, different parts of the
solute molecule may become preferentially solvated by
either of the solvents in mixed solvents, and �trG


�


becomes a more complex function of the composi-
tion.36,42,53,55–63 Indeed, �trG


� can even pass through a
minimum. A good example of both types of behavior is
shown by betaine-30, for which �trG


� is nearly a linear
function of the volume fraction in water–ethanol mix-
tures, but passes through a minimum in water–acetoni-
trile mixtures (Fig. 7).


That �trG
� is often a linear function of the volume


fraction over all or parts of the composition range in
aqueous solvent mixtures is in line with the kinetic data
for DA reactions: if �trG


� is a linear function of volume
fraction for both IS and TS, �zG� (or logk) will also form
a linear plot. We note that if a particular functional group
in one of the reactants causes a deviation from linearity in
�trG


�(IS), and if this group is not involved in the
activation process, because its position is remote from
the reaction center, it will do so for �trG


�(TS) likewise,
and this non-linearity cancels in �zG�. Recently, we
found a nearly linear dependence of logk on the concen-
tration of water for the hydrolysis of p-methoxyphenyl-
2,2-dichloroacetate in binary aqueous mixtures of
acetonitrile, tetrahydrofuran and PEG400.64


One phenomenon that may in part be rationalized in
terms of transfer parameters is the small rate enhance-
ment, sometimes found in highly aqueous mixtures.
Suppose the Gibbs energy of the AC, a species that is
apparently not very sensitive to changes in medium,
decreases slightly with decreasing water content (on
going from water to aqueous solvent mixtures). If the
IS follows the pattern in �trG


� found for, e.g., 1, the
resulting �zG� will also reflect this pattern (in reverse),
and in some cases a minimum in �zG� (maximum in rate
constant) is observed. This pattern is illustrated in Fig. 8.


Figure 7. Gibbs energies of transfer (�trG
�) for betaine-30


from water to mixtures of water with acetonitrile (&) or
ethanol (*), calculated from solubility data39


732 T. RISPENS AND J. B. F. N. ENGBERTS


Copyright # 2005 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2005; 18: 725–736







In line with the temperature dependence of �trG
� of


alkanes in aqueous mixtures (see above), kmax=kw was
found to decrease with temperature for reaction (IV).
Regardless of whether a maximum is observed or not, a
sudden change in slope of logk vs the concentration of
water is observed almost invariably for any DA reaction.
In most cases, this can be explained by assuming that
�trG


�(IS) resembles the pattern found for 1, and that
�trG


� of the (less hydrophobic) TS varies little (and
linearly) with composition. The ‘reduction in hydropho-
bicity’ as an integral part of the activation process is
reflected in the activation Gibbs energy, with a character-
istic bend at [H2O]� 40 M. Only for RDA reactions, for
which the hydrophobicity hardly changes on going from
the IS to the TS, is this phenomenon absent.


That �trG
� is related to the volume fraction is most


likely due to the fact that the probability of finding
solvent 1 or 2 at a particular position in the solvation
shell around a solute (in the condensed phase) depends on
the volume fraction. Hence, in the absence of widely
differing strengths of interactions, the solute–solvent
interactions constituting the total solvation (and �trG


�)
are the average with respect to the volume fraction. We
note that in a thermodynamic approach, often the mole
fraction scale is used, as chemical potentials are usually
described referring to partial vapor pressures, which are
related to mole fractions. Although this is formally a
correct approach, it neglects the structure of a condensed
liquid phase, where any molecule is necessarily sur-
rounded by (solvated by) other molecules. Although the
volume fraction scale also has its drawbacks, it does
recognize this fact and accounts for differences in size
between solvent molecules.


When one solvent strongly interacts with the solute, this
interaction can be regarded as binding, and a binding
curve will be observed instead. However, if the two
solvents have comparable, strong interactions, this effect
is strongly moderated (for specific interactions, such as
hydrogen bonds, the ratio of the number densities will
describe the average solvation; if one or both solvents bear
several functional groups that are able to act as ‘binding
sites’, the number densities of these groups, rather than of
the solvent molecules, will be the determining factor).


In many cases, the mode of solvation is intermediate
between these two extremes; commonly referred to as
preferential solvation. Because Sp is derived from Gibbs
energies of transfer, it is not surprising that Sp also
correlates approximately linearly with the volume frac-
tion in mixed solvents. (One could argue that Sp contains


Figure 9. Values of logðendo=exoÞ for 1þMVK in mixtures of water with methanol (~), ethanol (^), 1-propanol (*), and
2-methyl-2-propanol (!), re-plotted versus the molar concentration of water. Inset: plotted versus the mole fraction of water4


Figure 8. Illustration of a combination of Gibbs energies of
transfer for an IS and a TS that will lead to a minimum in
�zG� (maximum in rate) at [H2O] � 40 M
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information about only part of the ‘solvophobicity’. A
function �Gtr ¼ axþ b, with x a constant for a given
solute, was fitted for compilation of several hydrophobic
compounds.11 Values of a were normalized to give Sp;
but also b varies considerably and that information is just
not used.)


In Fig. 9, logðendo=exoÞ is plotted for the reaction of 1
with MVK in aqueous mixtures of alcohols. Except for 1-
propanol, logðendo=exoÞ is linear with [H2O] over the
entire range of composition, albeit with some scattering.
Because logðendo=exoÞ is determined solely by the differ-
ence in Gibbs energy of the TS, this is not an unexpected
result. The more complicated trends in logk are due (at least
in part) to IS effects. As the TS is thought not to be very
hydrophobic, this pattern shows that in the absence of
hydrophobic effects, (and in the absence of preferential
solvation effects), trends in transfer Gibbs energies in
water–alcohol mixtures are linear with the volume fraction.


In conclusion, the solvent dependence of �zG� may be
understood in terms of �trG


� of IS and TS. The linear
trends in �zG� over large parts of the volume fraction (or
molar concentration) of water reflect the often found
linear dependence of �trG


� on the volume fraction.
Moreover, the breaks around 40 M water reflect �trG


�


for many hydrophobic compounds, including 1. A weak
composition dependence of �trG


� for the hydrophobic IS
before the break, combined with an also weak yet slightly
larger decrease in �trG


� of the more polar TS, may even
turn the break into a maximum. A drawback of this
thermodynamic approach is that it provides less insight
at the mechanistic level than the AKT approach.


CONCLUSIONS


For a number of different types of cycloadditions, mix-
tures of water with hydrophilic cosolvents and hydro-
phobic cosolvents affect reaction rates in a qualitatively
similar manner. The interesting pattern of logk, that changes
little in highly aqueous mixtures but (much) more strongly
at lower concentrations of water, is observed for different
kinds of cosolvents, regardless of their nature.


For the more hydrophilic cosolvents, extensive linear
dependences of logk on either the concentration or the
volume fraction of water are found. This pattern reflects
the thermodynamics of transfer of solutes from one sol-
vent (mixture) to another. In cases where no peculiarities
resulting from hydrophobic effects are expected, linear
dependences on the concentration or volume fraction of
water over the entire range of composition are found, e.g.
for logk (reaction III) or logðendo=exoÞ (reaction of
cyclopentadiene with MVK4). For more hydrophobic
cosolvents such as 1-propanol, preferential solvation
effects result in deviations from the linear trends.


For reactions (I) and (III), a multiparameter analysis
using the AKT model reproduces solvent effects for pure
organic solvents and aqueous mixtures reasonably well,


with consistent sets of parameters (important contribu-
tions of f�; Spg and f�; ��g, respectively). Overall,
solvent effects in aqueous mixtures were not satisfacto-
rily described. The results call for a further study of the
role of the hydrogen-bond donor capacity.


Small maxima in the rate constant are sometimes
observed for cycloadditions in highly aqueous media, at
around 40 M water. The maxima seem to be the outcome
of the different dependences of the Gibbs energies of
transfer of the initial state and the transition state. The
former follow a pattern, characteristic for many hydro-
phobic compounds, where �trG


� changes little down to
about 40 M water, after which it decreases considerably.
The latter are characteristic for a more polar compound,
with a more gradual decrease in �trG


�.


EXPERIMENTAL


Materials


N-n-Butylmaleimide (2)21 and 1,4,4a,9a-tetrahydro-4a-
methyl-(1�,4�,4a�,9a�)-1,4-methaneanthracene-9,10-
dione (6)5 have been synthesized previously. All other
materials were obtained from commercial suppliers, and
were of the highest purity available. Solvents were either
of analytical grade or distilled; acetonitrile was purified
over basic aluminium oxide prior to use. Acridizinium
bromide (4) was prepared by a literature procedure;65,66


H-NMR (D2O): � 9.92 (s, 1H), 9.02 (d, J¼ 7.5 Hz, 1H),
8.84 (s, 1H), 8.36 (d, J¼ 9.3 Hz, 1H), 8.29 (d, J¼ 8.6 Hz,
1H), 8.18 (d, J¼ 8.6 Hz, 1H), 7.80–8.06 (m, 4H).


Kinetic experiments


Cyclopentadiene (1) + N-n-butylmaleimide (2)
or acridizinium bromide (4). Kinetic measurements
were performed using UV–visible spectroscopy (Perkin-
Elmer Lambda 5 spectrophotometer). Cuvets containing
the reaction mixture together with 2 or 4 were thermo-
stated at 25.0 �C. After the addition of cyclopentadiene
(concentrated solution in acetonitrile), the reaction was
monitored at 298 or 376 nm, respectively. Rate constants
for 2 were obtained by conventional pseudo-first-order
kinetics, and rate constants were reproducible to within
3%. For 4, rate constants were determined using initial
rate kinetics, and rate constants were reproducible to
within 4%. Rate constants are the average of at least
three independent experiments. Stock solutions of 2 and 4
were made in acetonitrile and methanol, respectively.
In all cases, cyclopentadiene was used in excess. Typical
conditions were [1]¼ 0.5–4 mM for 2 and 2–60 mM for 4;
[2]¼ 0.05 mM; [4]¼ 0.05–0.1 mM.


Benzonitrile oxide (8) + N-n-butylmaleimide (2).
Kinetic measurements were performed as described
previously.67 Rate constants are the average of at least
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three independent experiments and were reproducible to
within 3%. Typical conditions were [2]¼ 1–10 mM;
[8]� 0.025–0.05 mM.


RDA. Kinetic measurements were performed using UV–
visible spectroscopy (Perkin-Elmer Lambda 5 spectro-
photometer). The reaction was monitored at 340 nm and
rate constants were determined using initial rate kinetics.
A few microliters of a stock solution of 6 in 1-propanol
were added to the cuvets. Initial concentrations of 6 were
0.2–2 mM. Rate constants were determined at least three
times and were reproducible to within 5%.


Multiparameter fits


Values for �, �, and �� for pure solvents were taken from
Ref. 10 and for mixtures of water with methanol or
acetonitrile values were taken from Ref. 68; for mole
fractions between those listed, values were linearly inter-
polated. Values for Sp were taken from Refs 11 and 14.
For volume fractions between those listed for mixtures of
water and methanol, values were linearly interpolated.
For mixtures of water with acetonitrile, no values of Sp
have been determined. However, values of Sp for water–
methanol give a fair linear correlation with the volume
fraction; this is true to a lesser extent also for ethanol and
1,4-dioxane. Therefore, we estimated values of Sp in
these mixtures by Sp ¼ faSpa þ ð1 � faÞSpw, were fa is
the volume fraction of acetonitrile and Spa and Spw are
values in pure acetonitrile and water, respectively. No
value of Sp for pure PEGs are known, hence PEG
solutions were not included in the fits.


Least-squares fits were performed using the solver tool
of Microsoft Excel, and Microcal Origin, using its multi-
variance tool to calculate errors and to perform null
hypothesis tests (Student’s t, � ¼ 0:05). Correlation
coefficients were calculated as described in Ref. 69.
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ABSTRACT: The reactions of two series of benzoyl derivatives of nucleophiles were investigated and the results were
compared with those for N-benzoylimidazole. The general structure is ArCO-Nu, where Ar¼X-C6H4- and/or X2-
C6H3-; X¼ 4-Me, H, 4-Cl, 4-CN, 4-NO2 and X2¼ 3,5-dinitro; Nu¼ iodosobenzoate, ArCO-Iba, and phosphate
dianion, ArCO-Phos. Catalytic rate constants, kinetic solvent isotope effects, kinetic substituent effects (Hammett
equation) and the dependence of �H 6¼ and �S 6¼ on �X were determined. For ArCO-Iba, the hydrolysis occurs via
two pathways, uncatalyzed (kH2O


) and specific base-catalyzed (kOH) water attack on the iodine atom of the
iodosobenzoate ring. This conclusion is based on theoretical calculations of the partial charges on ArCO-Iba, and
the small � values calculated at 25 �C, �0.22 and 0.92 for kH2O


and kOH, respectively. The data for the reaction of
ArCO-Phos are consistent with a dissociative transition state, leading to elimination of the metaphosphate monoanion
(PO3


�). The dependence of the mechanistic pathway on the nucleophile is discussed. Two results are relevant to the
reactions of ArCO-Iba: (i) moderate to large substituent effects on the activation entropies suggest that solvation of
the leaving benzoate anion and desolvation of the entering nucleophile contribute to the OH�-mediated reaction; (ii)
the negative and positive signs of �S 6¼ indicate large differences in solvation of the transition states of the kH2O


and
kOH pathways. For the spontaneous decomposition of ArCO-Phos, sizeable substituent effects on both �H 6¼ and
�S 6¼ were observed. This shows the contribution of solvation of the leaving benzoate and substituent-induced shift of
the structure of the transition state. Copyright # 2004 John Wiley & Sons, Ltd.
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reaction mechanisms


INTRODUCTION


Studies of the mechanistic details of acyl-transfer reac-
tions have contributed a great deal to our understanding
of several problems of central importance in chemistry
and biochemistry, including effects of structure on reac-
tivity and the mechanism of action of hydrolytic en-
zymes.1–3 In addition to uncatalyzed water addition, kH2O


,
these reactions may be subject to specific, e.g. kOH,
general, kGB, and nucleophilic catalysis. In ester hydro-
lysis, the last pathway leads to the formation of an
intermediate, an acyl derivative of the nucleophile, whose


formation and subsequent decomposition have been the
subject of intense research, because of its relevance to
mechanism of chemical and enzymatic catalysis.4–9


Much attention has been devoted to the mechanism of
formation of RCO-Nu and/or ArCO-Nu (concerted or
stepwise; R¼ alkyl moiety) than to its subsequent de-
composition,9b,d although the latter step is important,
since it determines the catalyst turnover. Mechanistic
studies of the decomposition of R- and/or ArCO-Nu
have been carried out mainly on enzymes, or enzyme
models, in order to understand acyl transfers between
nucleophiles. It is not surprising, therefore, that the
investigated intermediates were mainly R- and/or
ArCO-Imz and R- and/or ArCO-Phos (Nu¼ imidazole
and phosphate, respectively) since these two nucleophiles
play a major role in biochemical reactions.5–10 These
studies have indicated that acyl derivatives of nucleo-
philes may decompose by a variety of mechanisms,
depending on the structures of the acyl moiety, the
nucleophile and reaction conditions. Figure 1 depicts
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the main pathways for the decomposition reactions of
ArCO-Nu in basic media, where kspon refers to sponta-
neous decomposition.


Hydrolysis of ArCO-Imz is well documented; the
reaction is subjected to specific and general acid–base
catalysis.7,8a The reactions of dianionic ArCO-Phos and
of phosphate monoester dianions appear to proceed by a
dissociative mechanism, via a metaphosphate-like transi-
tion state.9,10 It is not possible, a priori, to predict the
favored catalytic mechanism for nucleophiles other than
Phos, Imz or amines, although this knowledge adds to our
understanding of catalysis in chemistry and enzymology.


We have studied the hydrolysis of phenyl benzoates,
substituted in the acyl (by X) and in the leaving phenol
(by Y).8 The three buffers employed were Imz, the o-
iodosobenzoate anion, Iba, and monohydrogenphosphate
dianion, Phos. Our interest in these buffers is due to the
following reasons: (i) although their pKa values are
similar, namely 7.53, 7.05 and 7.20 for Iba, Imz and
Phos, respectively, their catalytic efficiencies (in ester
hydrolysis) are very different, IBA> Imz�Phos;8d (ii)
Iba is a powerful nucleophile, with potential use in large-
scale decontamination of toxic chemical substances and
wastes, including phosphorelated pesticides and chemical
warfare agents;11–13 (iii) to our knowledge, there is no


information on the kinetics and mechanism of the hydro-
lysis of ArCO-Iba.


The general reaction scheme is given in Fig. 2.
Catalytic rate constants, activation parameters, kinetic


solvent isotope effects (KSIE) and Hammett � values
have been determined for the formation of ArCO-Nu and
for the hydrolysis of ArCO-Imz8 (formally, these � values
are equivalent to Brønsted �leaving group, since � is
obtained from the effect of X on the pKa of benzoic
acid, the leaving group in our reactions; nevertheless, we
discuss substituent effects in terms of �, rather than
�leaving group, since the latter is not very informative in
the absence of the corresponding �entering nucleophile). We
now address the kinetics and mechanism of reactions of
the two other intermediates, namely ArCO-Iba and
ArCO-Phos, where Ar¼X-C6H4- and/or X2-C6H3-;
X¼ 4-Me, H, 4-Cl, 4-CN, 4-NO2 and X2¼ 3,5-dinitro.
We anticipated that ArCO-Phos dianion may decompose
spontaneously, as shown previously for the dianions of
acetyl phosphate and phosphate monoesters.5b,10 No
prediction was made regarding the hydrolysis of ArCO-
Iba, as the reaction is open to different pathways shown
in Fig. 1.


We show that the hydrolysis of ArCO-Iba proceeds by
the kH2O


and kOH pathways, but do not show measurable
kGB. The behavior of ArCO-Phos agrees with our predic-
tion (spontaneous decomposition). A comparison of the
above-mentioned quantities, i.e. �, KSIE and activation
parameters, for the three intermediates indicates that (i) �
does not depend much on the mechanism of catalysis, (ii)
substituent effects on the activation parameters are more
characteristic of each of the catalytic pathways and (iii)
solvation of the appropriate species (entering nucleophile
and leaving group) plays an important role, independent
of the catalysis mechanism.


EXPERIMENTAL


The solvents and other reagents were purchased from
Aldrich and were purified by standard procedures.14 The


Figure 1. Mechanistic pathways for the decomposition of a
typical acyl derivative of nucleophile, ArCO-Nu, in basic
media. For simplicity, we do not show the negative sign of
the hydroxide ion in kOH


Figure 2. Complete reaction scheme for the hydrolysis of benzoate esters, catalyzed by phosphate, imidazole and o-iodoso-
benzoate buffers
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purity of all solid reagents was checked by measuring
their melting-points. Iba was available from a previous
study.8c


Synthesis of ArCO-Iba and ArCO-Phos


Acyl chlorides. These were prepared by refluxing the
appropriate benzoic acid with excess purified thionyl
chloride (molar ratio 1:4, bath temperature ca 130 �C)
for 6 h, followed by removal of SOCl2 and distillation of
the acyl chloride. PCl5 was employed for the preparation
of 3,5-dichlorobenzoyl chloride, as given elsewhere,15a


and was purified by crystallization from a mixture of
CCl4 and light petroleum (b.p. 30–60 �C). The b.p.s and
m.p.s of the acyl chlorides were in agreement with the
values published elsewhere.15


ArCO-Iba. To a solution of the acyl chloride (2 mmol) in
CH2Cl2 (25 ml) were added 25 ml of an aqueous solution
containing Iba (2 mmol), NaOH (2 mmol) and 0.02 g of
tetra(n-butyl)ammonium hydrogensulfate. The two-
phase mixture was vigorously stirred at room tempera-
ture, until a solid compound separates at the CH2Cl2/
water interface. The reaction time was found to depend
on the nature of X, ranging from 1 min for X¼NO2 to
3 min for X¼CH3. The solid formed was quickly fil-
tered, washed with cold CH2Cl2 and dried over P4O10


under reduced pressure. The products gave satisfactory
elemental analyses (Perkin-Elmer Model 2400 CHN,
Elemental Analysis Laboratory, University of São Paulo)
and the expected IR bands (KBr pellets, Perkin-Elmer
1750 FTIR), as shown in Table 1.


ArCO-Phos. These were synthesized in situ by reacting
the appropriate acyl chloride with (n-C4H9)4Nþ H2PO4


�


in dry acetonitrile. The organic phosphate salt was pre-
pared by reacting 2 ml of 85% orthophosphoric acid with
19.5 ml of a 40% aqueous solution of (n-C4H9)4Nþ OH�,
followed by adjustment of the pH to 4.3 (with H3PO4)
and evaporation of water. The hygroscopic product was
dried over P4O10 under reduced pressure. Calculated for
C16H38NPO4: C, 56.66; H, 11.20; N, 4.12. Found: C,
56.38; H, 11.08; N, 4.12%.


The following example shows the completeness of the
reaction between 4-nitrobenzoyl chloride and (n-
C4H9)4Nþ H2PO4


�. A solution containing 0.03 mol of
the acyl chloride and 0.0315 mol of the organic phosphate
salt was mixed and left to react at room temperature. The
IR spectrum was periodically scanned in order to deter-
mine the reaction progress. It showed the complete dis-
appearance of the acyl chloride �C——O (ca 1760 cm�1),
with concomitant appearance of the mixed anhydride
�C——O (ca 1739 cm�1).16


Kinetic measurements


Reaction kinetics were studied with Zeiss PM6KS,
Beckman DU-70 UV–visible or Applied Photophysics
stopped-flow spectrophotometers; the last is provided
with syringes of unequal volumes. These instruments
are fitted with thermostated cell holders whose tempera-
ture was kept constant to within � 0.05 �C. The condi-
tions employed are shown in Table 2. For comparison, we
have also included the conditions previously employed in
the hydrolysis of ArCO-Imz.8b


Table 1. Elemental analysis and IR frequencies of ArCO-Iba


Calculated (%) Found (%)


X M.p. ( �C) C H N C H N IR frequencies (cm�1)


4-CH3 198–199 47.41 2.90 47.05 2.85 33101 (�C–H); 1685 (�C——O); 1631 (�C——O)
H 192–193 45.68 2.46 45.42 2.36 3100 (�C–H); 1689 (�C——O); 1633 (�C——O)
4-Cl 199–200 41.77 2.00 41.55 1.92 3109 (�C–H); 1679 (�C——O); 1642 (�C——O)
4-CN 205–206 45.83 2.05 3.58 45.64 2.00 3.16 3084 (�C–H); 2229 (�C�N) 1683 (�C——O); 1657 (�C——O)
4-NO2 206–207 40.47 1.95 3.39 40.54 1.86 3.42 3073 (�C–H); 1717 (�C——O); 1633 (�C——O); 1528


(�NO2
, assym); 1329 (�NO2


, sym)


Table 2. Experimental conditions employed in the kinetic studies


Experimental variable ArCO-Ibaz ArCO-Imza ArCO-Phos


Solvent 13% (v/v) CH3CN in water 10% (v/v) CH3CN in water Water
Buffer; � (mol l�1); N-methylmorpholine (NMeM); Imz; 0.07; KCl; 7.0–7.8 Potassium phosphate;
electrolyte to adjust �; pH range 0.2; KCl; 7.6–8.8 0.245–1.0; buffer and KCl, 7.2
X and � employed (nm) Reagent disappearance at: 250, Reagent disappearance at: Reagent disappearance at: 234


CH3; H; Cl and CN; at 260, 253, CH3; 245, H; 252, Cl; H; 262, Cl, CN and NO2;
NO2 255, CN; 260, and NO2 at 222, 3,5-dinitro
Product formation at 303, NO2


Starting [RCO-Nu] (mol l�1) (4–6)� 10�5 (1–3)� 10�5 (1–4)� 10�5


a Data taken from Ref. 8b.
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All kinetic runs were carried out in triplicate, under
pseudo-first-order conditions. Slow reactions were in-
itiated by injecting a solution of ArCO-Nu in anhydrous
acetonitrile into the appropriate buffer solution, followed
by homogenization with a hand-held micro-stirrer
(Hellma, type 338.004). We verified that observed rate
constants, kobs, were independent of [ArCO-Nu] in the
range (1–6)� 10�5 mol l�1. Plots of log(A1�At) and/or
log(At�A1) versus time were rigorously linear over
more than five half-lives and their slopes gave kobs. For
the same run, the relative standard deviation in kobs, i.e.
(standard deviation/kobs)� 100, was � 0.2%; for tripli-
cate runs, the difference between kobs was � 1%. The
spectra of representative kinetic runs, recorded after
reaction completion, were found to be identical with
those of authentic mixtures of the expected products.


RESULTS AND DISCUSSION


The discussion is organized in the following order: first,
we comment on the substituents employed and the reason
for using in situ synthesis for ArCO-Phos; second, we
discuss mechanistic details of the reactions of ArCO-Iba
and ArCO-Phos; finally, we compare the data of these
two intermediates with those of ArCO-Imz, with the
objective of acquiring a better understanding of the
factors controlling their reactions (Fig. 1).


Choice of the substituents and in situ synthesis
of ArCO-Phos


The acyl group of ArCO-Iba was either benzoyl or 4-
substituted benzoyl. Because the reaction of ArCO-Phos
is slow, the lowest reaction temperature employed was
35 �C, and we also included the 3,5-dinitrobenzoyl group.
We attempted the synthesis of 4-nitrobenzoyl phosphate
by reaction of the appropriate acyl chloride with lithium
phosphate in dry acetonitrile and also by phase-transfer
catalysis, as given for ArCO-Iba. Although the targeted
mixed anhydride was obtained by the latter procedure, we
did not pursue this approach because of the very low yield
obtained, ca 5% for X¼NO2. This is probably because of
the unfavorable phase transfer of the phosphate dianion.17


The above-mentioned IR data (see Experimental) show
that the in situ procedure led to complete formation of the
acyl phosphoric mixed anhydride. Additionally, we com-
pared the rate constants for the hydrolysis of three mixed
anhydrides with literature values (where the mixed anhy-
drides were also synthesized in situ), at 39 �C.5b The
following results were obtained for 105kobs (s�1): 1.0,
46.7, 2505b and 0.52, 41.5 and 243.3 (present study) for 4-
chloro-, 4-nitro- and 3,5-dinitrobenzoyl phosphate, re-
spectively. We attribute the differences between the two
sets of data to the availability of better instrumentation at
our disposal. Whereas we calculated kobs by non-linear


regression of a large number of experimental points
(� 80), their literature counterparts were based on ‘five
to ten points’.5b In summary, in situ preparation of ArCO-
Phos has been successfully achieved; the kinetic data
obtained, kobs, activation parameters and �, are reliable.


Hydrolysis of ArCO-Iba


Consider the hydrolysis of ArCO-Nu in the presence of
Nu–NuH buffer. Catalysis by the latter, if it occurs,
cannot be nucleophilic since the catalyst and the leaving
group are the same. Detection of a GB catalytic pathway
involves hydrolysis of ArCO-Iba in the presence of Iba–
IbaH buffer. We were unable, however, to carry out this
experiment because the buffer absorbs strongly in the
same UV–visible region of ArCO-Iba (note that
[buffer] � [substrate]). Therefore, we investigated the
reaction in N-methylmorpholine (NMeM) buffer, whose
pKa, 7.38, is close to that of Iba. We found that kobs


(0.065� 0.002 s�1) did not change as a function of
increasing buffer concentration (X¼CH3, T¼ 25 �C,
[NMeM]¼ 0.02–0.22 mol l�1, pH 7.8). This result
indicates the absence of GB catalysis, a conclusion
corroborated by the following experiment: hydrolysis of
ArCO-Iba (X¼CN) was studied at a constant concentra-
tion of NMeM (0.05 mol l�1, pH 7.8), as a function of
increasing the concentration of Iba (employed as a
reagent). The rate constants calculated were 102kobs


(s�1)¼ 6.9� 0.2, 7.0� 0.2, 7.5� 0.4, 7.3� 0.3, 7.4�
0.3 for the reaction in buffer solutions in the absence and
in the presence of (6, 9, 12 and 15)� 10�5 mol l�1 Iba,
respectively. The uncertainties in these rate constants are
relatively large, most certainly because of the high initial
absorbance (of Iba plus ArCO-Iba), coupled with the small
variation of absorbance during the reaction (disappearance
of the intermediate and liberation of Iba). The rate con-
stants calculated show, however, no significant dependence
on the concentration of Iba. In summary, hydrolysis of
ArCO-Iba is not subject to measurable GB catalysis (by
NMeM or Iba), and may proceed by solvolytic and specific
base-catalyzed pathways.


Rate constants of the OH�-catalyzed hydrolysis of
ArCO-Iba were determined in the pH range 7.6–8.8 in
the presence of 0.05 mol l�1 NMeM buffer in the tem-
perature range 18–45 �C. Table 3 shows the catalytic rate
constants, kOH (obtained from the slopes of the plots of
kobs versus [OH�]) along with the corresponding activa-
tion parameters and Hammett � values. An experiment in
D2O (X¼NO2; pD¼ 8.0–9.2) indicated that kOD/
kOH¼ 0.92.


In principle, it should be possible to determine the rate
constant of the water reaction, kH2O


, from the intercepts
of the plots of kobs versus [OH�]. Depending on the
relative magnitudes of the slope and intercept, the rate
constants calculated by this procedure may be subject to
relatively large uncertainties. We found, however, that the
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hydrolysis reaction is independent of pH in the range 0.9–
4.3, and determined kH2O


directly, by carrying out the
reaction at pH 2.80 (adjusted with HCl, �¼ 0.2, KCl).
Table 4 shows the rate constants calculated, along with
the corresponding activation parameters and Hammett
�. Experiments in D2O, at �¼ 0.2 and pD¼ 3.21
(¼ pHþ 0.41),18 showed small, positive KSIE of 1.2
and 1.3 for X¼CH3 and NO2, respectively.


Regarding mechanistic details of this reaction, we
address the following questions.


Detection of an intermediate during hydrolysis.
Experiments were carried out with ArCO-Iba (X¼NO2)
in 50% aqueous acetonitrile, at ‘nominal’ pH¼ 7.8
(0.05 mol l�1 NMeM). The reason for changing the solvent
composition was to slow the reaction, so that it can be
conveniently monitored with a UV–visible spectrophot-
ometer. In one experiment, the spectra of the reaction were
recorded as a function of time. A sharp isosbestic point was
observed at 288 nm. The hydrolysis rate constant was also
determined by following the disappearance of the reactant at
260 nm and/or the appearance of the products at 303 nm.
The rate constants calculated were in close agreement,
0.0113 and 0.0110 s�1, respectively. Both experiments in-
dicate either a concerted mechanism or a putative one
without accumulation of a detectable intermediate.


Site of reagent (water and/or OH�) attack on
ArCO-Iba. As shown in Fig. 3, there are, in principle,
three possible sites of attack on ArCO-Iba: (a) the C——O
group of the heterocyclic ring; (b) at the C——O group of
the acyl group; (c) at the iodine atom of the heterocyclic
ring. Possibility (a) can easily be ruled out, since the
hydrolysis reaction should be negligibly dependent on the
nature of X, at variance with the results of Table 3. Ab
initio calculations on model compounds for Iba have
shown that the partial positive charge on the iodine
atom is larger than the corresponding one on the carbon
atom of the C——O group of the heterocyclic ring.11b Our
PM3 semi-empirical calculations (Table 5) on Iba and on
ArCO-Iba show (at least qualitatively) that the partial
positive charge on the iodine atom is larger than the
corresponding ones on the carbon atoms of the C——O
group of the heterocyclic ring and/or the acyl moiety.
Finally, results of the following experiments show that
the attack of nucleophiles on derivatives of Iba occurs at
the iodine atom, as shown in Fig. 4.11a,c


Structure of the transition state (TS) of the
hydrolysis reaction. We suggest structures TS1 and
TS2 (Fig. 5) for the transition states of uncatalyzed, and
OH�-mediated hydrolysis of ArCO-Iba, respectively. For
simplicity, we only show the species that is directly
attacking the iodine atom. Other solvent molecules are
most certainly involved. For example, proton inventory
studies of several water-catalyzed hydrolyses have shown
that the attack of the ‘nucleophilic’ water molecule is


Table 3. Catalytic rate constants and activation parameters
for the OH�-catalyzed hydrolysis of ArCO-Iba, kOH, at different
temperatures and the corresponding Hammett � valuesa


10�3kOH (l mol�1 s�1)b


Temperature CH3 H Cl CN NO2 �c


( �C)


18 3.06 4.76 5.95 19.02 22.01 0.92
25 6.22 10.51 13.56 42.20 46.04 0.92
35 17.67 27.14 36.43 119.28 133.31 0.95
45 40.49 68.05 88.21 279.54 325.16 0.95
Activation
parametersd


�H 6¼ 17.2 17.4 17.7 17.8 17.9
(kcal mol�1)
�S 6¼ 16.5 18.2 19.7 22.2 22.8
(cal K�1 mol�1)
�G 6¼ 12.3 12.0 11.8 11.2 11.1
(kcal mol�1)


a See Experimental for the uncertainty in these rate constants.
b The following hydroxide ion concentrations were employed (107 [OH�],
X): 5.81–37.7, CH3; 4.93–53.6, H; 5.48–58.9, Cl; 3.75–40.6, CN; 4.95–
50.1, NO2.
c The uncertainty in � is � 0.06.
d The uncertainties in the activation parameters are � 0.1 kcal mol�1


(�H 6¼ and �G 6¼ ) and � 0.5 cal K�1 mol�1 (�S 6¼ ). In this and subsequent
tables, �S 6¼ is that calculated at 25 �C.


Table 4. Second-order rate constants and activation para-
meters for the uncatalyzed water hydrolysis of ArCO-Iba,
kH2O, at different temperatures and the corresponding
Hammett � valuesa


104kH2O
(l mol�1 s�1)


Temperature CH3 H Cl CN NO2 �c


( �C)


18 7.35 6.52 5.52 4.33 4.03 �0.26
25 13.7 13.1 10.8 9.08 8.42 �0.23
35 33.3 32.1 27.5 21.9 19.8 �0.24
45 81.8 77.3 67.5 58.0 54.3 �0.19
Activation
parametersb


�H 6¼ 15.8 16.2 16.5 16.9 16.9
(kcal mol�1)
�S 6¼ �18.5 �17.4 �16.8 �15.8 �16.0
(cal K�1 mol�1)
�G 6¼ 21.3 21.4 21.5 21.6 21.7
(kcal mol�1)


a See Experimental for the uncertainty in these rate constants. In this and
subsequent tables, Ar¼X-C6H4- and/or X2-C6H3-; X¼ 4-Me, H, 4-Cl, 4-
CN, 4-NO2 and X2¼ 3,5-dinitro.
b The uncertainties in the activation parameters are � 0.1 kcal mol�1


(�H 6¼ and �G 6¼ ) and � 0.5 cal K�1 mol�1 (�S 6¼ ).
c The uncertainty in � is � 0.02.


Figure 3. Possible sites of attack on ArCO-Iba
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usually catalyzed by one or more ‘GB’ water molecu-
les.7d,e,18 Additionally, the hydroxide ion is known to be
strongly solvated by several water molecules.19 Our
suggestion is based on the data in Tables 3–5 and the


following reasoning. (i) Since the TSs are more polar than
the precursor organic substrates, � essentially reflects the
effects of X (stabilization/destabilization) on the charges
that are being developed on the reaction center. For the
water reaction � is close to zero, whereas �¼ 0.92 for the
OH�-mediated hydrolysis (at 25 �C). Both results reflect
the attenuated transmission of the electronic effects of X
to the iodine atom in TS1 and TS2. One measure of this
attenuation is the slope of plot of partial charge on the
atom of concern (Table 5) versus �X, 0.0051 and
�0.0128, for the iodine atom and the acyl carbon atom,
respectively. Therefore, the electronic effects of X are
transmitted to the iodine atom less efficiently than to the
carbon atom of the acyl group, which decreases j�j.
Additionally, the smaller degree of charge development
in TS1 further decreases j�j. (ii) The TSs suggested also
agree with the entropies of activation and the KSIE. The
water reaction is associated with a negative �S 6¼ and a
relatively small but positive KSIE (i.e., kH2O


> kD2O
).


Negative �S 6¼ are expected for bimolecular reactions
involving ArCO-Iba and one or more water molecules,
but the magnitude of KSIE (�1.3) is smaller than that
expected for a typical water-catalyzed reaction
(>2.0).7d,e,18 The small KSIE may be the consequence
of the reactant-like structure of TS1, with little bond
formation and bond breaking. Alternatively, the reaction
coordinate might be dominated by the movement of
heavy atoms, especially the oxygen, with subordinate
proton transfer, characterized by a low amplitude of
motion at the TS. This mode of GB catalysis (e.g. by a
second water molecule) may be associated with a small
KSIE.20


The OH�-mediated reaction is associated with positive
�S 6¼ , inverse KSIE (kOH< kOD), and � that is lower than
the range reported for acyl-transfer reactions of substi-
tuted benzoates (�� 1.2). TS2 shows more bond forma-
tion and breaking than TS1. Therefore, the sign of � is
expected, since an electron-withdrawing group should
favor both the formation of the OH�–iodine bond and the


Table 5. Partial charges on selected atoms of Iba, acetyl-Iba and ArCO-Iba, calculated by the PM3 semi-empirical method


Atom


Compound I O3 O1 O18 C6 C16


Iba 0.8248 �0.4574 �0.8718 — 0.6117 —
ArCO-Iba
Me 0.8457 �0.4690 �0.6816 �0.5870 0.6118 0.6796
H 0.8464 �0.4678 �0.6812 �0.5852 0.6116 0.6781
Cl 0.8474 �0.4663 �0.6808 �0.5830 0.6114 0.6752
CN 0.8492 �0.4620 �0.6800 �0.5750 0.6103 0.6701
NO2 0.8510 �0.4585 �0.6799 �0.5721 0.6094 0.6672
CH3CO-Iba


a 0.8531 �0.3969 �0.6816 �0.5804 0.6078 0.6275


a The atom numbering for CH3CO-Iba is the same as that for ArCO-Iba.


Figure 4. Mechanism of attack of nucleophiles on deriva-
tives of Iba


Figure 5. Suggested structures for the transition states of
attack of water (TS1) and OH�-mediated reaction of ArCO-
Iba (TS2), spontaneous decomposition of ArCO-Phos (TS3),
and GB-catalyzed hydrolysis of ArCO-Imz, TS4
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breaking of the iodine–carboxylate group bond. The
positive �S 6¼ is interesting because negative values are
expected for bimolecular reactions, provided that the
reaction is controlled by its intrinsic energy barrier, i.e.
that due to bond breaking and formation. However, for
reactions involving a neutral molecule and a strongly
solvated species, in particular the alkoxide and hydroxide
ions, the energetics may be partially or completely
dominated by the desolvation barrier, i.e. that required
to desolvate the base, with concomitant introduction of
the neutral reagent into its solvation microsphere.21


Therefore, the positive entropy of activation seems to
be due to the increase in the degree of freedom of the
water molecules, liberated by the (partial) desolvation of
the hydroxide ion. In this regard, it is relevant that several
bimolecular reactions are accompanied with positive
entropies of activation.22 Additionally, in OH�-mediated
reactions, the H/D fractionation factor of the attacking
OH� usually increases on going from the reactant
state, RS, to the TS.18,20 This increase reflects the
diminished role of the solvent shell on covalent bond
formation between oxygen and iodine, in agreement
with a positive entropy of activation. Finally, there is
reason to expect an inverse KSIE since OD� is a stronger
base than OH�.


Breakdown of ArCO-Phos


Reactions of acyl phosphates have been studied in some
detail, including the hydrolysis of acetyl phosphate, and
of some benzoyl phosphates at a single temperature,
39 �C, in the pH range 6.9–7.5.5b In the present study,
the rate constants were determined more accurately and
the activation parameters were calculated and are dis-
cussed in terms of reaction mechanism. The pKa values of
4-methoxybenzoyl-, 4-nitrobenzoyl- and 3,5-dinitroben-
zoyl phosphate were estimated as 4.8, 4.3 and 4.0,
respectively.5b Therefore, at the pH employed in the
present study, 7.2, all our kinetic data refer to the
reaction of ArCO-Phos dianion. The following results
show that the rate of reaction of 3,5-dinitrobenzoyl
phosphate is insensitive to the variation of buffer con-
centration (�¼ 0.78 mol l�1; pH¼ 7.20; T¼ 39 �C;):
[HPO4


2�]¼ 0.1, 0.2, 0.3 mol l�1; kobs¼ 0.0260� 0.001;
0.0256� 0.001; 0.0250� 0.001 s�1, respectively. Under
the same reaction conditions, using 0.1 mol l�1 phosphate
buffer, the reaction was found to be independent of pH in
the range 6–8; there was only a 5.4% rate constant
increase when � was increased (KCl) from 0.245 to
1.0 mol l�1; and a 2.5% decrease in kobs when the solvent
was changed from H2O to D2O. These data agree with
those observed for the hydrolysis of acetyl phosphate
dianion, which indicated that the reaction is not subject to
specific-base and/or GB catalysis, and that water does not
participate in the slow step of hydrolysis.5b The latter
conclusion means that the activation parameters should


be calculated from kobs (not kobs/[water]), a point of
conflict in the literature.5b,23 Table 6 shows the rate
constants for the spontaneous decomposition of ArCO-
Phos, along with the corresponding Hammett � values
and the activation parameters.


In agreement with these data, and with previous results,
we propose TS3 (Fig. 5) for the spontaneous decomposi-
tion of ArCO-Phos. This TS structure agrees with the
positive �S 6¼ because the degrees of freedom increase on
going from RS to TS. Note that several solvation/deso-
lvation interactions contribute to �S 6¼ , and may cancel
out partially, including desolvation of the reactant, and
solvation of the produced benzoate and metaphosphate
anions (the latter rapidly hydrolyzes to phosphate).
Since there is no nucleophilic addition of water to
ArCO-Phos, the practically unity of KSIE is not unex-
pected. The large, positive � indicates a significant
negative charge development in the benzoate moiety.
The noticeable sensitivity of � to the temperature, not
observed for the other ArCO-Nu, is interesting and will
be considered later. Finally TS4 is that suggested for the
GB-catalyzed hydrolysis of ArCO-Imz.


Comparison of the reactions of RCO-Iba,
RCO-Imz and RCO-Phos


We now compare the data obtained under experimentally
similar conditions (Table 7) for the reactions of the three
species, ArCO-Imz, ArCO-Iba and ArCO-Phos, which
occur via the different mechanisms depicted in Fig. 1. In
what follows, we are always concerned with the changes
that occur between the reactant state, RS, and the TS. For


Table 6. Rate constants and activation parameters for the
spontaneous breakdown of ArCO-Phos, kspon, at different
temperatures and the corresponding Hammett � valuesa


105kspon (s�1)


Temperature H Cl CN NO2 Dinitro �c


( �C)


35 1.2 2.8 15.2 24.2 144.6 1.48
45 6.9 14.8 68.2 91.7 509.0 1.32
50 16.2 33.1 139.7 173.2 927.7 1.24
55 37.0 72.0 279.9 320.7 1659.9 1.16
Activation parametersb


�H 6¼ 33.8 32.0 28.7 25.4 23.9
(kcal mol�1)
�S 6¼ 28.7 24.5 17.0 7.2 6.1
(cal K�1 mol�1)
�G 6¼ 25.3 24.7 23.6 23.2 22.1
(kcal mol�1)


a See Experimental for the uncertainty in these rate constants.
b The uncertainties in the activation parameters calculated at 25 �C are
� 0.1 kcal mol�1 (�H 6¼ and �G 6¼ ) and � 0.5 cal K�1 mol�1 (�S 6¼ ).
c The uncertainty in � is � 0.08.
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brevity, we employ the terms benzoate and Iba anions to
indicate the corresponding incipient anions in the TS.
Additionally, ArCO-Phos refers to the acyl phosphate
dianion. The substituent effects on �H 6¼ and �S 6¼ are
listed in the last two rows of Table 7 and correspond
to the slopes of the (reasonably linear) dependence of
these parameters on �X. For comparison, we also include
published data for the following reaction paths: kH2O


and
kOH for ArCO-Imz and kspon for acetyl phosphate dianion.
The following points are relevant:


1. The relationship between � and the catalytic pathway
is not straightforward. Therefore, the usefulness of
this parameter in understanding the pathway-deter-
mining factors of these reactions is limited. However,
all � clearly indicate a moderate to large charge
development in the benzoate moiety of the TSs.


2. The dependence of KSIE and of �S 6¼ on the mechan-
ism is clear. That is, water attack, when catalyzed by a
GB (either another water molecule and/or the buffer)
is associated with a large KSIE and highly negative
entropy of activation. In contrast, the decomposition
of ArCO-Phos is associated with a negligible KSIE
and positive �S 6¼ since its slow step does not involve
water. The less than expected KSIE for kH2O


of ArCO-
Iba has been discussed.


3. More interestingly, the activation parameters, �H 6¼


and �S 6¼ , are substituent dependent, as shown in the
last two rows of Table 7. Except for one case, kGB of
ArCO-Imz, the jslopej of the �S 6¼ versus �X plot is
much larger the corresponding value for �H 6¼ . There-
fore, changes in solvation of the relevant species, the


hydroxide ion (for kOH pathway) and the leaving
benzoate and Iba anions play an important role in
the reactivity of the ArCO-Nu investigated. As the
�S 6¼ versus �X plots clearly indicate, changes in the
solvation of the benzoate anion is substituent depen-
dent since the developing negative charge is competi-
tively stabilized by the solvent and by the substituent
X. Accordingly, electron-withdrawing substituents are
expected to stabilize the benzoate anion and decrease
its solvation. We now examine how this interpretation
applies to the data for the above-discussed reaction
pathways.


4. First we consider the OH�-mediated reactions of
ArCO-Imz and ArCO-Iba. In these cases, there is no
change in the overall charge but a large charge
reorganization, leading to changes in solvation. Since
the charge on the OH� decreases, its solvation de-
creases and the corresponding contribution to �S 6¼ is
expected to be positive. On the other hand, the charges
on the forming benzoate and/or Iba anions increase,
leading to an increase in solvation and a correspond-
ing decrease in �S 6¼ . The results obtained (magnitude
of �S 6¼ and its dependence on �X) indicate that the
balance between the two opposite effects is different
for the above-mentioned substrates. For ArCO-Imz,
�S 6¼ is highly negative and exhibits a small depen-
dence on �X. This indicates little desolvation of the
entering OH� associated with a small solvation of
the leaving benzoate. In contrast, the same pathway
for ArCO-Iba is associated with positive �S 6¼ and
high dependence on the substituent. Both results in-
dicate extensive OH� desolvation, which more than


Table 7. Kinetic criteria for the mechanisms of reactions of ArCO-Nua


ArCO-Imz ArCO-Ibad


ArCO-Phosd


Parameter kGB
b kH2O


c kOH
c kH2O


kOH kspon


KSIE 2.94 2.54 1.13 1.2 — 1.03
2.43 2.36 1.03 1.3 0.92 0.96


� 1.25 1.41 1.47 �0.22 0.92 1.65
1.2e


�H 6¼ (kcal mol�1) 10.4 10.4 7.0 15.8 17.2 35.5
7.9b 12.1 12.0 17.1 18.1 25.4


26.6f


�S 6¼ (cal K�1 mol�1) �36.9 �44.6 �43.4 �18.7 16.5 33.0
�40.0 �32.7 �20.3 �15.2 22.6 7.2


3.7f


�G 6¼ (kcal mol�1) 21.4 23.7 19.9 21.3 12.3 25.8
19.8 21.8 18.1 21.6 11.1 23.2


25.4f


�H 6¼ versus �g �2.6 1.8 �0.4 1.2 0.7 �9.9
�S 6¼ versus �g �2.8 12.6 �4.8 3.1 6.4 �24.6


a In each column, the upper and lower figures refer to X¼ 4-CH3 and 4-NO2, respectively. All data are at 25 �C.
b Data taken from Ref. 8b.
c The data for kH2O


and kOH were taken from Ref. 7b and 7c. Where needed, the Hammett equation was employed in order to calculate the required rate
constant.
d Data from the present work.
e Data for ArCO-Phos at 39 �C, from Ref. 5b.
f Data for acetyl phosphate, from Ref. 5b.
g These are the slopes of plots of the appropriate activation parameters of ArCO-Nu versus Hammett � of the substituents.
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counterbalances the effects on �S 6¼ of the solvation
of the benzoate and Iba anions. Note that attack of
nucleophiles on the Iba moiety is unhindered since the
I—O bond protrudes almost linearly (the O—I—O
angle is 165�), ca 2 Å from the heterocyclic ring.24


5. Some uncatalyzed water reactions involve large
charge development, therefore �S 6¼ is expected to
be negative and substituent dependent. This is clearly
the case for the kH2O


pathway of ArCO-Imz. For the
ArCO-Iba, �S 6¼ is negative, although less dependent
on X, relative to N-benzoylimidazole. This essentially
reflects the smaller degree of charge development on
the benzoate anion, as indicated by the negligible j�j
of this reaction.


6. The unimolecular reaction of ArCO-Phos behaves
differently from the bimolecular reactions, e.g. all
�S 6¼ values are positive and decrease on going from
X¼ 4-methyl to 4-nitro. This is contrary to what is
expected, based on the effects of X on solvation of the
benzoate anion (see above). Additionally, the asso-
ciated substituent effect on �H 6¼ is not as negligible
as those on the above-discussed bimolecular reactions.
As recently argued10e for monophosphate ester dia-
nions, e.g. 4-XC6H4O-PO3


2�, the interaction of an
electron-withdrawing X with the bridging oxygen
leads to slight stretching of the bridging O—P bond.
In the TS, this bond is nearly broken, i.e. the interac-
tion energy with X is expected to be much stronger
than in the RS. Therefore, relative to an electron-
releasing X, there is more charge dispersion in the RS
and an extensive one in the TS when X is electron
withdrawing, in agreement with the very large depen-
dence of �S 6¼ on �X. The positive entropy is a
consequence of these differences in solvation and
the dissociative nature of the TS.


CONCLUSIONS


The mechanism of reactions of ArCO-Nu is strongly
dependent on the nucleophile and the nature of ArCO.
For example, the OH�-mediated reactions of ArCO-Iba
and ArCO-Imz exhibit very different features. At 25 �C, �
for ArCO-Iba (0.92) is markedly smaller than that for
ArCO-Imz (1.47), in agreement with different sites of
nucleophilic attack: iodine atom and benzoyl carbon
atom, respectively. More surprisingly, the calculated
�S 6¼ are moderately positive and significantly substitu-
ent dependent in the reaction of ArCO-Iba and highly
negative and much less dependent on� for ArCO-Imz.
These entropy data are interpreted in terms of a balance
between OH desolvation and solvation of the forming
benzoate and/or Iba in the TS. Whereas these two
opposite effects are large for ArCO-Iba, they do not
play an important role in case of ArCO-Imz, probably
because of the very different requirements of solvation of
(neutral) Imz and (anionic) Iba. Analogous conclusions


can be drawn for the kH2O
path of the same two ArCO-Nu.


In particular, the sites of nucleophilic attack on ArCO-Iba
and ArCO-Imz are different, which leads to very different
� values. Regarding the spontaneous decomposition of
ArCO-Phos we have shown, for the first time, that the
highly positive activation entropy decreases noticeably
when X is electron withdrawing. We interpreted our
result not only in terms of reactant desolvation (a dianion)
but also of the Hammond postulate, i.e. electron-with-
drawing X induce earlier TSs. Therefore, the previous
assumption on the large solvation requirements of the
phosphate reactions, mainly based on the data for a single
compound (e.g. an acyl phosphate or a phosphate ester),
should be revised since our results indicate little solvation
when X is strongly electron withdrawing. In conclusion,
our data and, in particular, those on the substituent
dependence of the activation parameters shed light on
the importance of solvation in reactions of biochemical
interest.
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ABSTRACT: Detailed NMR spectral analysis of CDCl3 solutions of 2-(R-phenyl)-1,2,3,4-tetrahydroquinazolines
reveals three or four tautomeric forms. Apart from 2-[(benzylideneamino)methyl]aniline, the other chain tautomeric
forms are present only in minor quantities. In general, electron-donating substituents increase the contribution of all
chain forms. Lowering the temperature of the CDCl3 solution of 2-(R-phenyl)-1,2,3,4-tetrahydroquinazolines
decreases the content of the 2-[(benzylideneamino)methyl]aniline form. At the same time, the amount of the ring
form increases. Opening of the tetrahydropyrimidine ring in 2-(R-phenyl)-1,2,3,4-tetrahydroquinazolines was found
to be an endothermic process especially for less electron-donating substituents. Copyright # 2005 John Wiley &
Sons, Ltd.


KEYWORDS: ring–chain tautomerism; Schiff bases; hydrogen bond; multinuclear magnetic resonance; conjugation;


temperature effect; rotamers


INTRODUCTION


Tautomeric equilibria in N-unsubstituted 1,3-N,N-hetero-
cycles derived from asymmetric diamines may involve
two distinct chain forms.1,2 Such chain–ring–chain tau-
tomerism was observed recently for 2-aryl-4-methylhex-
ahydropyrimidines.1 Theoretical calculations suggest
that the reaction enthalpies for the formation of Schiff
bases being derivatives of benzylic amines and aromatic
amines (anilines) are close to each other.3 However, only
one type of the chain form was detected in solutions of
the condensation products of 2-aminobenzylamine with
carbonyl compounds (these are imines involving the
benzylic amino nitrogen atom, see C1 in Scheme 1).4


On the other hand, NMR spectra of unsymmetrically
substituted 2-aryl-4-methylhexahydro-pyrimidines in
CDCl3 solution exhibited two chain forms and two
epimeric ring forms.1


In addition to the ring form, a mixture of the con-
densation products of 2-amino-N-R0-benzylamines with
benzaldehydes contains evidently only one chain form,
CF2 (Scheme 2).5 Electron-donating ring substituents
were found to increase amount of this chain form.5


Hence, the question of the presence of the other
tautomeric form C2 in solutions of 2-(R-phenyl)-


1,2,3,4-tetrahydroquinazolines is still open. Since the
other tautomers (labile species) may appear in only
minute quantities, their identification may not be easy
and definitive.


RESULTS AND DISCUSSION


Sinkkonen et al.4 and Lázár and Fülöp5 studied the effect
of substituents on the percentages of different tautomeric
forms in DMSO and CDCl3 solutions of 2-(R-phenyl)-
1,2,3,4-tetrahydroquinazolines and showed that electron-
donating substituents shift these equilibria towards the
chain form(s). This is why the compounds studied
(Scheme 1) contain mostly strong electron-donating
para substituents on the 2-phenyl. It should be men-
tioned, however, that substitution at the ortho carbon of
N,N-dimethylaniline makes the NMe2 group twist out of
the ring plane, and as a consequence the nitrogen va-
lences become more pyramidal (steric inhibition to re-
sonance).6,7 Hence the dimethylamino groups in
compounds 8 and 9 are much less electron-donating
than in 5.


At least eight chain tautomers and their rotamers
(Scheme 3) have to be considered when studying tauto-
merism of 2-(R-phenyl)-1,2,3,4-tetrahydroquinazolines.
These forms are expected to be revealed with multi-
nuclear NMR spectroscopy (Fig. 1). Both 2-[(benzylide-
neamino)methyl]aniline (C1) and 2-(benzylideneamino)
benzylamine (C2) may appear in four different planar
conformations, two with and two without intramolecular
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hydrogen bonds. In C1d, C2b and C2d, serious steric
interactions should appear. Since aliphatic amines are
known to be weaker acids than anilines,4 the CH2—
NH2 � � �N hydrogen bonds are expected to be weaker
than Ar—NH2 � � �N—CH2 hydrogen bonds. As a conse-
quence, intramolecular hydrogen bonds in C1a and C1b
will be much stronger than those in C2a and C2b.


NMR signals of the R tautomeric form (Scheme 1) can
be clearly seen in the spectra. Thus, H-2 resonates at
5.13–5.23 ppm (Table 1), in accordance with results
published earlier for the same type of compounds4 and
their N-alkylated derivatives.5 Although we, like others,4


could not observe all 15N NMR signals (Table 1), the
chemical shifts of C-2 (from 69.1 to 69.5 ppm), N-1 (from
�303.8 to �301.7 ppm) and N-3 (from �334.3 to
�332.6 ppm) are also comparable to those obtained ear-
lier for the ring tautomer.4


Unfortunately, the N-1 NMR signals of C1 form could
not be seen in the 1H,15N HMBC spectra. The chemical


shifts of H-2 (8.25–8.38 ppm), C-2 (160.8–162.0 ppm)
and N-3 (from �79.2 to �59.5 ppm) for this tautomer
(Table 1) are comparable to those obtained earlier.4 It
should be mentioned that there are cross peaks in the
1H,13C HMQC and 1H,13C and 1H,15N HMBC spectra of
the compounds studied that confirm the respective short-
and long-distance 1H-13C and 1H-15N interactions, e.g.
that of the H-2 signal (8.24–8.38 ppm) versus the N-3
signal (from �59.5 to �79.2 ppm) for C1 (1H,15N
HMBC).


The NMR spectra also contain signals which suggest
the presence or three or four other components (Table 2).
Although some 1H,15N cross peaks are missing, these


Scheme 1


Scheme 2


Scheme 3
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additional signals probably refer to other tautomeric
forms, e.g. there are typical signals of the azomethine
protons, CH——N, (Table 2). Since they appear in the
range 8.26–8.41 ppm (Table 2) and are comparable to
those found for N-alkylated derivatives of C2,5 they seem
to refer to C2.


Resonance structures of the ring and chain tautomers in
question are shown in Scheme 4. Inspection of the 15N
chemical shifts of 2-[(benzylideneamino)methyl]aniline
(C1) shows that electron-donating substituents increase
the charge density at the imino nitrogen.4 This is expected
to happen also in the other chain form (Scheme 4).


The extended conjugation in 2-(benzylideneamino)-
benzylamine (C2) seems to be the main driving force
for the stabilization of this form. Electron-withdrawing
substituents in para and ortho positions of the phenyl in
question would additionally extend this conjugation
(Scheme 5); nevertheless, N-(p-dimethylaminobenzyli-
dene)-p-nitroaniline is known to be non-planar (the two
phenyl rings are considerably twisted with respect to the
plane of the —CH——N— fragment).8 Although this
refers to the solid (crystal) state, the non-planarity is
expected to be conserved, at least to some extent, in
solution. Electron spectroscopic parameters for N-(p-
dimethylaminobenzylidene)amines show that the quinoid
resonance structure (Scheme 6; R¼ phenyl or alkyl)
makes a significant contribution.9,10 This requires that
the two phenyl rings in the N-(p-dimethylaminobenzyli-
dene)aniline in question are not coplanar.


Although the dihedral angle between the —CH——N—
plane and the phenyl bound to nitrogen in N-(p-dimethy-
laminobenzylidene)anilines (Scheme 7) is presumably
fairly large,11 resonance interactions between the
Me2N—C6H4—CH——N and N—Ar moieties are still
possible, although considerably diminished.11 The nitro
group in the N-bound phenyl of the N-benzylidene-p-
nitroaniline (R0, R00 ¼H, Scheme 8) is responsible for the
twisting of this ring out of the plane of the other phenyl
substituent in this molecule.9 Methyl group(s) in ortho
position(s) (R0, R00 ¼H and/or Me) do not affect the
parameters of absorption bands in the electronic spectra
of these compounds.12,13 This observation additionally
confirms that the azomethine nitrogen in these com-
pounds is sp hybridized.


The data in Table 3 indicate that the ring substituent
alters mainly the amounts of the R and C1(major)
tautomers [contents of the respective forms are based
on integral intensities of the signal of (azo)methine
protons in the 1H NMR spectra]. In general, electron-
donating ring substituents increase the amount of the
chain form C1(major). The other forms, i.e. C1(minor)
and C2, appear in only small or even minute quantities.


Table 4 shows that lowering the temperature of the
CDCl3 solution decreases the content of C1(major)
tautomers of 2-(R-phenyl)-1,2,3,4-tetrahydroquinazo-
lines. On the other hand, the amount of the R form
increases simultaneously.


Relative experimental enthalpies and entropies of tau-
tomers based on the linear dependence lnK¼ f(1/T) are
shown in Table 5 (the procedure for the calculations was
described previously).14,15 It can be seen that transforma-
tion R!C1 is an endothermic process, especially for
less electron-donating substituents.


Figure 1. PFG 1H–13C HMQC (top) and PFG 1H–15N HMBC
(bottom) partial spectra of 1, both showing four hetero-
nuclear chemical shift correlation peaks. For their assign-
ments and exact chemical shift values, see Tables 1 and 2
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It is worth mentioning that the situation in the com-
pounds studied here resembles somewhat the complex
molecular rearrangements found earlier in 2,2-disubsti-
tuted-1,3,4-benzotriazepinones involving (i) ring to open-
chain tautomerization, (ii) pseudorotation of the ring
forms and ring (N-3)-inversion processes and (iii) inter-
conversion of the open-chain forms via cis–trans-amide
bond and/or Z/E C——N bond isomerizations.16


CONCLUSIONS


2-(R-Phenyl)-1,2,3,4-tetrahydroquinazolines, the con-
densation products of 2-aminobenzylamine with substi-
tuted benzaldehydes, are in equilibrium with 2-
[(benzylideneamino)methyl]aniline (C1) and 2-(benzyli-
deneamino)benzylamine (C2) in deuteriochloroform so-
lution. The former is the major and the latter the minor


Table 1. Selected 1H, 13C and 15N NMR chemical shifts (�, ppm) of the R and major C1 tautomeric forms in CDCl3 solutions at
303K


R C1


Compound H-2 C-2 N-1 N-3 H-2 C-2 N-1 N-3


1 5.16 69.25 �301.4 �332.9 8.27 161.05 —a �79.2
2 5.16 69.31 —a �332.6 8.24 160.96 —a �79.1


4.95b 67.37b �300.4b �336.5b 8.22b 160.72b �307.6b �72.6b


3 5.16 69.14 �301.7 �333.1 8.27 160.86 —a �77.2
4 5.14 69.33 �301.7 �333.0 —a 161.05 —a �78.9
5 5.16 69.38 �301.8 �332.9 8.23 161.05 —a �78.1


4.98b 67.93b �300.8b —a 8.25b 160.78b —d �70.5b


5.14c


6 5.15 69.12 �302.4 �333.5 8.25 160.77 —a �73.5
7 5.23 69.46 �303.8 �334.3 8.38 161.12 —a �59.5


5.10b 68.08b �302.3b �337.5b 8.46b 161.28b �322.1b �52.4b


8 5.16 69.28 �302.5 �333.3 8.29 161.00 —a �67.8
9 5.13 69.37 �302.4 �333.1 8.26 161.19 —a �65.0


a Signal not detected.4
b According to Ref. 4 in DMSO-d6.
c For the RF form, R0 ¼ i-Pr (see Scheme 2) in CDCl3.5
d Signal not detected in DMSO-d6.4


Table 2. Selected 1H, 13C and 15N NMR Chemical Shifts (�/ppm) of the minor C1, and C2 tautomeric forms in CDCl3-solutions
at 303K


Minor C1 C2a


Compound H-2 C-2b N-3 H-2 C-2b N-1 H-2 C-2b N-1


1 8.34 162.32 — 8.31 159.45 — 8.36 159.34 —
�74.2 �73.1 —


77.3
2 8.31 162.2 �74.9 8.28 159.3 �72.4 8.34 159.1 —


76.5
3 8.33 162.0 �72.0 8.31 159.2 �71.2 —c 159.0 —


75.0
4 —c 162.2 �74.4 —c 159.3 �72.5 —c —c —


76.5
5 8.29 162.2 —c 8.26 159.4 �71.0 8.33 159.3 —c


8.38d


6 8.30 162.0 �68.4 8.27 159.2 �67.9 —c —c —
71.8


7 8.42 162.3 —c 8.41 159.8 �54.1 —c —c —c


8 8.33 162.18 �63.4 8.30 159.54 �62.1 8.37 —c —c


9 8.35 161.19 �61.2 8.31 —c �59.1 —c —c —c


a Signal of N-3 was not detected.
b For the one decimal accuracy of 13C chemical shifts, see Experimental.
c Signal not detected.
d For the RF form, R0 ¼ i-Pr (see Scheme 2) in CDCl3.5
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chain tautomer. Traces of C2 were detected even when no
electron-donating substituents were present in the mole-
cule. The two chain forms may appear in different
conformations. In some of them the free amino groups
(NH2) act as proton donors to form intramolecular
hydrogen bonds with the imine nitrogen atom. Lowering


Scheme 4


Scheme 5


Scheme 6


Scheme 7


Scheme 8


Table 3. Percentages of different tauto/rotameric forms in
CDCl3 at 30


�C


Compound R Major C1 Minor C1 C2a


1 53.9 37.9 3.4 3.6 1.2
2 58.0 36.0 2.6 2.7 0.7


69.4b


3 63.0 32.6 2.0 2.2 0.2
4 56.9 37.2 2.8 3.2 0


64.5b


5 63.9 29.1 2.9 3.4 0.8
6 72.5 22.0 2.3 2.7 0.5
7 92.6 6.3 0.5 0.6 0


94.3b


8 85.4 12.0 1.0 1.4 0.2
9 92.9 6.3 0.1 0.7 0


a Probably two different rotamers.
b According to Ref. 4 in the same solvent at 30 �C.
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the temperature of the solution of 2-(R-phenyl)-1,2,3,4-
tetrahydroquinazolines resulted in a decreasing content
of the 2-[(benzylideneamino)methyl]aniline form. On the
other hand, the mole fraction of the ring form increases
on lowering the temperature. Opening of the tetrahydro-
pyrimidine ring in 2-(R-phenyl)-1,2,3,4-tetrahydroquina-
zolines was found to be an endothermic process,
especially for less electron-donating substituents.


EXPERIMENTAL


The synthetic procedure has been described previously.4


The solid products were recrystallized from methanol
(reaction yields were 55–82%). Satisfactory analytical
data (� 0.3% for C, H and N) were obtained for all new
compounds. The m.p.s ( �C) are 95–97 (102–105)4 for 1,
97–99 (96–98)4 for 2, 71–73 for 3, 107–109 (122–124)4


for 4, 98–100 for 5, 111–113 for 6, 88–90 for 7, 89–90 for
8 and 108–110 for 9.


All NMR spectra were recorded in dilute deuterio-
chloroform solution. One-dimensional 1H and composite
pulse proton decoupled (waltz-16) 13C NMR spectra and
two-dimensional homonuclear PFG (pulsed field gradi-
ent) DQF (double quantum filtered) 1H–1H COSY, PFG
1H–13C HMQC (heteronuclear multiple quantum coher-
ence), PFG 1H–13C HMBC (heteronuclear multiple bond
correlation) and PFG 1H–15N HMBC chemical shift
correlation maps were recorded with a Bruker Avance
DRX 500 NMR spectrometer equipped with an inverse
detection 5 mm diameter probehead and z-gradient


accessory working at 500.13 MHz (1H), 125.77 MHz
(13C) and 50.69 MHz (15N). In the PFG 1H–13C HMBC
experiment the evolution delay was set to 50 ms, which is
optimal for 10 Hz proton–carbon-13 spin–spin coupling,
whereas in the PFG 1H–15N HMBC experiment that
delay was set to 100 ms, corresponding a 5 Hz proton–
nitrogen-15 coupling. The 1H chemical shifts are refer-
enced to the trace signal of chloroform (7.26 ppm from
internal TMS), 13C chemical shifts are referenced to the
center peak of the triplet of deuteriochloroform
(77.0 ppm from internal TMS) and 15N chemical shifts
are referenced to the signal of external CH3NO2


(0.0 ppm) in a 1 mm diameter capillary tube inserted
coaxially inside the 5 mm diameter NMR tube.


Because the 13C NMR signals originated from the
minor contributors and 15 N NMR signals could not be
detected directly, their chemical shifts are taken from 1D
projections of inversely (and much more sensitively)
detected 2D spectra. The accuracy of the chemical shift
values are therefore limited in one decimal although 1K
(1H)� 4K (13C) in PFG 1H–13C HMQC and 1K
(1H)� 4K (15N) in PFG 1H–15N HMBC processing
matrix sizes were used. Detailed acquisition and proces-
sing parameters are available from E.K. on request.
Variable-temperature 1H NMR spectra were recorded in
the range þ40 to �10 �C in 10 �C steps.
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Compound 50 40 30 20


1 45.2/42.5 49.5/40.3 53.9/37.9 58.9/33.1
2 — 52.6/37.1 58.0/36.0 62.7/32.1
3 54.7/39.2 57.9/36.8 63.0/32.6 68.3/28.7
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Table 5. Relative (with respect to form R) experimental
enthalpies and entropies of the C1 (major) chain form


Compound Enthalpy (kJ mol�1) Entropy (kJ mol�1 K�1)


1 13.3 40.9
2 12.2 36.3
3 14.3 41.5
4 14.7 44.7
5 17.1 50.0
7 25.6 61.9
8 20.2 50.4
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ABSTRACT: The glycation of �-globulin is catalyzed by phosphate buffer, whereas that of human serum albumin
(HSA) and ovalbumin is not. The observed rate constant of spontaneous glycation of HSA is twofold larger than
ovalbumin and �-globulin. When D-glucose-2-h is compared with D-glucose-2-d, the overall kinetic isotope effect for
the buffer-independent rates is Hk0=


D
k0 ¼ 4:43 � 0:06 for HSA. The substrate isotope effect for the buffer-


independent term excludes proton abstraction as the rate-determining step in the Amadori rearrangement by
phosphate buffer. Catalysis by phosphate buffer of the glycation of �-globulin indicates that phosphate is the
abstracting base in the Amadori rearrangement. These results suggest that the phosphate buffer plays a fundamental
role in the glycation of �-globulin. Copyright # 2004 John Wiley & Sons, Ltd.


KEYWORDS: glycation; proteins; catalysis; phosphate; �-globulin; human serum albumin; ovalbumin


INTRODUCTION


A number of proteins undergo non-enzymatic alterations
through the formation of covalent linkages with glucose.
The chemical reactions involved are first the reversible
formation of a Schiff base between the aldehydic func-
tional group of glucose and the "-amino groups of lysine
residues in proteins, followed by a relatively slow, but
essentially irreversible, Amadori rearrangement, with the
formation of ketoamines, which cyclize to the hemiketal
structure.1–3 The reaction between glucose and free
amino structures in proteins forms complex cyclic struc-
tures that are related to diabetes complications and aging.
This process occurs in only a limited number of amino
structures in the protein. Studies with a number of
proteins indicate that glycation is not a random chemical
modification of the amino groups in proteins. There is
preferential glycation of hemoglobin4 and albumin.5


The reaction between hemoglobin and glucose became
the prototype for subsequent studies of non-enzymatic
glycation. Several factors have been reported that can
influence the rate of glycation of hemoglobin. The extent
of glycation of hemoglobin is determined by the sum of
the effects of a number of independently acting vari-
ables:6 pH, temperature, glucose and protein concentra-
tion and incubation time.


Some progress has been made in identifying factors
that affect the specificity of glycation of hemoglobin. The
reaction is accelerated by phosphate,7–9 carbonate and
arsenate10 buffers. In addition, other physiological factors
have an influence on the rate of hemoglobin A1C forma-
tion, including oxygen tension and 2,3-diphospho-
glycerate, 3-phosphoglycerate and 2-phosphoglycerate
levels.11–15 Structural studies of glycated proteins also
have emphasized that the reactivity of a particular amino
group is highly dependent on its microenvironment
within the protein.16 The amino groups of a single protein
react at different rates. Lys 525 of human serum albumin
(HSA) reacts with glucose faster than all other amino
groups5 and Val 1 of the �-chain of hemoglobin reacts
faster than Val 1 of the �-chain.4


There is relatively little information on the kinetics and
factors that influence site specificity in the rate of glyca-
tion of other proteins. Few studies have quantitatively
measured the complete kinetics of protein glycation
owing to the slowness of the reaction with glucose. The
differential reactivities of amino groups towards glyca-
tion are attributable to several factors which result in an
enhanced rate of glycation. Mechanistic features are
important to understand.


The purpose of this paper is to describe a procedure for
determining the kinetic constants involved in the formation
of glycated proteins and the effect of phosphate buffer for
the glycation of HSA, ovalbumin and �-globulin.


EXPERIMENTAL


HSA, ovalbumin, �-globulin, glucose-2-h, glucose-2-d
and a fructosamine kit (Sigma Kit 464) were obtained
from Sigma Chemical. Sodium dihydrogenphosphate
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(NaH2PO4), disodium hydrogenphosphate (Na2HPO4�
7H2O) and sodium chloride were purchased from Merck.
Acrodisc filters (0.2mm) were supplied by Gelman
Sciences.


Glycation assay procedure


The extent of glycation was assayed by the fructosamine
method. This method, devised by Johnson et al.,17 is
based on the ability of fructosamine to reduce nitroblue
tetrazolium (NBT) in alkaline solutions. In the NBT
assay, a protein sample is added to carbonate buffer
(pH 10.8) at 37 �C containing NBT, which is subse-
quently reduced; the absorbance at 530 nm is measured
after 10 and 15 min. (Sigma Kit 465). The fructosamine
concentrations are then determined by comparing this
absorbance change with that of a standard solution of
glycated HSA. A modification of this routine procedure
was made in this work. The procedure adopted for
measuring fructosamine concentration was as follows:
0.1 ml of protein was added to 0.5 ml of carbonate buffer
(0.1 M, pH 10.4 containing 0.25 mM NBT at 37 �C. The
formation of the NBT reduction product was followed to
up to 15 min; the absorbance at 530 nm was measured at
5 min intervals. Figure 1 shows the time course of the
NBT reduction product as a typical experiment to illus-
trate the procedure. The solid lines were generated for a
non-linear least-squares fitting procedure to the first-
order equation. The derivative of the curve was calculated
at 10 min for each protein and phosphate concentration,
instead of the absorbance change between 10 and 15 min.
A calibration curve was prepared, relating ðdA530=dtÞ10 min


with glycated HSA concentrations (Fig. 2).


Kinetics of glycation of proteins


In vitro glycation was performed by incubation of 0.3 mM


HSA, ovalbumin or �-globulin with 30 mM glucose in


different concentrations of phosphate buffer (pH 7.3,
0.15 M NaCl), with 10 drops of toluene as microbial
inhibitor agent. The final pH was 7.3 for all solutions.
The reaction mixture (1 ml) was placed in sterile tubes.
The tubes were removed at specific time intervals and
glycated proteins were determined by fructosamine assay
as described above. The reaction was carried out at 37 �C.
All solutions were degassed and sterilized by ultra filtra-
tion through a 0.2mm filter (Gelman) into sterile tubes.
The first-order rate constants were calculated as the best-
fit parameters obtained from a non-linear least squares
fitting to the first-order equation


½F�t ¼ ½F�1 þ ð½F�0 � ½F�1Þe�kt


where ½F�t ¼ fructosamine concentration at time t,
½F�1 ¼ fructosamine concentration at infinite time, ½F�0 ¼
fructosamine concentration at zero time and k¼first-
order rate constant.


RESULTS AND DISCUSSION


Figure 3 shows the time course of glycation of human
serum albumin as a function of phosphate buffer con-
centration (pH 7.3, 0.15 M NaCl). The formation of
glycated HSA increases with time, but not with phos-
phate buffer concentration at fixed concentrations of
30 mM glucose and 0.3 mM HSA at 37 �C. Table 1 shows
the observed first-order rate constants for the glycation of
ovalbumin and HSA as a function of phosphate buffer
concentration. The rates for HSA and ovalbumin are
independent of phosphate buffer concentration. The sta-
tistical invariance of the rates as a function of phosphate
buffer is indicative that the glycation of HSA and oval-
bumin is not catalyzed by phosphate buffer. This result
excludes proton abstraction by phosphate buffer. The
kinetics exhibited only one term, the phosphate-indepen-
dent or spontaneous glycation term k0. This result


Figure 1. Plot of formation of the NBT reduction product as
a function of time at 37 �C for the non-enzymatic glycation
of �-globulin in 50mM phosphate buffer (pH 7.3), followed
for 28 days


Figure 2. Calibration curve prepared from glycated human
serum albumin
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suggests that the proton abstraction step of the Amadori
rearrangement may be rate determining. The proton-
abstracting base could be hydroxide ion or a basic
functional group of the protein. As noted in Table 1, the
glycation of HSA is independent of phosphate buffer
concentration with either glucose-2-h or glucose-2-d as
reactant. The kinetics exhibited only a buffer-indepen-
dent term with a large substrate isotope effect of
4.43� 0.06 (Table 2), showing that the proton abstraction
does determine the rate. The abstracting base must not be
subject to competition by external buffers such as phos-
phate. Studies of solvent isotope effects and substrate
isotope effects are in progress in order to establish
what the abstracting base in the Amadori rearrangement
might be.


Figure 4 shows the time course of the glycation of �-
globulin as a function of phosphate buffer concentration (pH
7.3, 0.15 M NaCl). The formation of glycated �-globulin


increases with time and phosphate buffer concentration at
fixed concentrations of 30 mM glucose and 0.3 mM �-
globulin at 37 �C. Figure 5 shows the observed first-order
rate constants for the glycation of �-globulin as a function of
phosphate buffer concentration. The increase in the apparent
rate of glycation with phosphate concentration is indicative
of catalysis by phosphate buffer. Site specificity is governed
mainly by factors that affect the second stage of glycation,
the Amadori rearrangement. In fact, in this rate-controlling
step, a base catalyst is required to remove proton 2 of theTable 1. Observed first-order rate constants for the non-


enzymatic glycation of ovalbumin and human serum albu-
min as a function of phosphate buffer concentrationa


Protein [Buffer] (mM) 107kobs (s�1)


OvalbuminGlucose-2-h 25 2.13� 0.11
50 2.11� 0.08
75 2.47� 0.05


100 2.33� 0.10
Average 2.26� 0.17


HSAGlucose-2-h 25 4.58� 1.11
50 4.00� 1.08
75 4.75� 1.00


100 4.56� 1.00
Average 4.47� 0.33


HSAGlucose-2-d 25 0.92� 0.06
50 1.03� 0.04
75 1.08� 0.05


Average 1.01� 0.08


a At pH 7.30, 0.15 M NaCl with 30 mM glucose-2-h and glucose-2-d at
37 �C.


Table 2. Rate constants for the glycation of �-globulin,
ovalbumin and human serum albumin in phosphate buffer
(pH 7.3) at 37 �Ca


Protein k0 � 107ðs�1Þ kB� 109 (mM
�1 s�1) Hk0=


D
k0


�-Globulin 2.04� 0.19 2.04� 0.27
Ovalbumin 2.26� 0.17 Not catalyzed
HSA 4.47� 0.33 Not catalyzed 4.43� 0.06


a Phosphate buffer concentration: 25–100 mM.


Figure 3. Formation of fructosamine as a function of time
and phosphate buffer concentration (pH 7.3) at 37 �C for
the glycation of human serum albumin


Figure 4. Formation of fructosamine as a function of time
and phosphate buffer concentration (pH 7.3) at 37 �C for
the glycation of -globulin


Figure 5. Plot of first-order rate constant as a function of
phosphate buffer concentration (pH 7.3) at 37 �C for the
glycation of �-globulin
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attached glucose of the aldimine. Catalysis by phosphate
suggests, in the absence of other information, that the proton
abstraction by phosphate is the rate-determining step in the
non-enzymic glycation of �-globulin. The kinetics exhibited
two terms, one for the buffer-independent term ðk0Þ and one
for the buffer-dependent term ðkBÞ (Table 2).


Table 2 shows that the rate of spontaneous glycation
(k0) of HSA is twofold larger than that of ovalbumin and
�-globulin. The main result of this study is the observa-
tion that the glycation of �-globulin is catalyzed by
phosphate buffer, but that of HSA and ovalbumin is
not. Studies so far have dealt only with specific peptides
in proteins and at one phosphate buffer concentration.
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ABSTRACT: The reaction of copper with various benzyl bromides in dimethylacetamide was studied. In the absence
of atmospheric oxygen, oxidative dissolution of copper occurred by the mechanism of single electron transfer with the
formation of 1,2-diphenylethane and copper(I) complexes. The kinetic and thermodynamic parameters of the reaction
have been obtained and the reaction mechanism is discussed. Copyright # 2004 John Wiley & Sons, Ltd.
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INTRODUCTION


The coordination compounds of copper are in consider-
able industrial use as selective catalysts in various che-
mical processes. The direct oxidative dissolution of
copper metal in systems containing carbon tetrachloride
and coordinating solvent, which occurs under mild con-
ditions, is one method for the synthesis of these com-
pounds.1 Being a destroyer of ozone, carbon tetrachloride
is prohibited for use in the chemical industry, which is
why substitutes are being sought.


For the elaboration of optimal conditions for target-
oriented synthesis of coordination compounds of copper
halides with organic ligands, the kinetics and mechanism
of the reaction of copper with benzyl bromide in the
presence of dimethylacetamide (DMAA) were studied in
detail.


EXPERIMENTAL


Equipment and analytical measurements


The 1H NMR spectra were recorded on a Jeol LTD VEX-
90 Q spectrometer using 25–30% solutions in CDCl3.
Chemical shifts are given in ppm relative to tetramethyl-
silane as internal standard. The accuracy of chemical
shifts was � 0.01 ppm.


The ESR spectra were recorded on a Radiopan radio-
spectrometer at 293 K according to a well-known proce-
dure.2,3 2,2,6,6-Tetramethyl-1-piperidinyloxy (TMPO)
free radical was used as a radical trap. The ESR spectra
were recorded at 77 K in films of copper co-condensates
with 50–100-fold excess of benzyl bromide according to
the literature4,5 at 9 GHz frequency in the absence of
saturation and amplitude broadening. Benzyl bromide
was evaporated at 0–35 �C and the copper was sublimated
from the crucible at 1400–1440 K during continuous
evacuation (10�4 mm Hg).


The low-frequency infrared (IR) spectra were mea-
sured on a Perkin-Elmer 325 spectrophotometer; the
samples were prepared as suspensions in mineral oil.


The purity of the starting substances was monitored
and quantitative analysis of the organic reaction pro-
ducts was performed using gas chromatography (GC).
The conditions of GC analysis were described
previously.6


Inorganic reaction products (copper cations) were
determined by ion chromatography on a Tsvet-3006
chromatograph with the use of Diacat-3 columns (Elsiko,
Moscow; l¼ 150 mm, d¼ 3 mm). An aqueous 4 mM


ethylenediamine, 5 mM citric acid and 5 mM tartaric
acid solution was used as eluent. The rate of elution
was 15 ml min�1 and the sample volume was 100ml (after
1 : 1000 dilution with water).


Reaction products were analyzed on a Hewlett-Packard
GC–MS instrument (USA) (HP 5972 mass-selective
detector, HP 5890 chromatograph) using capillary col-
umn DB-1 (l¼ 30 m, d¼ 0.25 mm) and the column
temperature was 50 �C. In 5 min the temperature of the
column was increased to 280 �C at a heating rate of
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10 �C min�1. Helium was the carrier gas at (a flow rate of
1 ml min�1). The injector temperature was 275 �C and the
detector temperature was 290 �C. Components were
identified by co-injection of authentic samples and GC–
MS. Quantitative analyses were based on measured
response factors using model mixtures.


Reagents


Copper powder of >99.99% purity was prepared by the
reduction of CuSO4 (analytical grade) with magnesium
powder (MP-1, Khlorvinil, Ukraine) in an atmosphere of
argon free of oxygen.


A copper wire (GOST 7262-54 Russia, Cu content of
99.99%) 0.05 mm in diameter was held in DMAA for
24 h. Just before the experiment, the sample was purified
mechanically to remove the swollen insulating film,
exposed to concentrated nitric acid for 5–10 s and washed
with water, acetone and then DMAA.


All organic compounds were obtained from commer-
cial sources. Benzyl bromide (Aldrich) was dried with
fused CaCl2 and distilled: b.p. 83.5–84 �C/13 mmHg (lit7


b.p. 83.5–84 �C/13 mmHg). 3-Methylpyridine (Janssen)
was dried with fused KOH and twice distilled over KOH
in an inert gas atmosphere: b.p.¼ 143.7–144 �C; nD


20¼
1.5067 (lit8 b.p.¼ 144.0 �C; nD


20¼ 1.5068). Dimethyla-
cetamide was purified by slow double-vacuum distillation
over a large amount of P2O5: 9b.p.¼ 83.5–84 �C/
32 mmHg; nD


20¼ 1.4380 (lit8 b.p.¼ 84 �C/32 mmHg;
nD


20¼ 1.4380).
Other solvents were purified according to standard


procedures.10 They were freed from dissolved gases by
repeatedly freezing and thawing at reduced pressure and
stored in ampoules in the absence of air.


Reaction of benzyl bromide with copper:
general procedure


A 1-g portion of Cu powder was dissolved in 10 ml of
DMAA and 5 ml of benzyl bromide in an argon atmo-
sphere at 50 �C. After 5 h, the white precipitate formed
(which rapidly became green in air) was filtered off in an
atmosphere of argon free from oxygen. The recrystalliza-
tion from 3-methylpyridine afforded 5.26 g (80%) of
yellow crystals, which were stable in air11. Analysis:
C18H21N3CuBr (422.01) calculated: Cu, 15.40; Br, 18.90
C, 51.10; H, 5.00; N, 9.53; found Cu, 15.35; Br, 18.87 C,
51.00; H, 5.01; N, 9.77%. IR (mineral oil), �¼ 480 (m,
Cu—N), 418 (w, Cu—N), 348 (s, Cu—N), 230 (vs, Cu—
Br), 225 (s, Cu—N) cm�1.


Organic products of reaction were extracted with
diethyl ether (20 ml). The residues of benzyl bromide
and DMAA, as well as 1,2-diphenylethane and 4,40-
dimethylbiphenyl, were detected in the ether solution.
The isolated yield of 1,2-diphenylethane was 1.37 g


(96%), m.p.¼ 51–52 �C (lit12m.p.¼ 51–52 �C). 1H NMR
(CDCl3): �¼ 2.82 (s, 4H, —CH2—), 7.02 (m, 10H, —Ph)
ppm. MS (EI, 70 eV): calculated m/z¼ 182.11 (M);
found m/z¼ 182 [M]þ (23), 91 [M/2]þ (100). Retention
time 17.8 min.


4,40-Dimethylbiphenyl MS (EI, 70 eV): calculated
m/z¼ 182.11 (M); found m/z¼ 182 [M]þ (100), 167
[M—CH3]þ (56), 152 [M—2CH3]þ (15). Retention
time 18.9 min.


Identification of radical species in solution


The reaction in the presence of a radical trap was studied
analogously to the above procedures, with dicyclohex-
yldeuterophosphine (DCPD) as the radical trap.13


The residues of benzyl bromide and DMAA, as well as
1,2-diphenylethane and �-deuterotoluene, were detected
in the diethyl ether solutions. Table 1 summarizes the
yields of organic reaction products.
�-Deuterotoluene 1H NMR (CDCl3): �¼ 2.32 (m, 2H,


—CH2—), 7.15 (m, 5H, —Ph) ppm. MS (EI, 70 eV):
calculated m/z¼ 93.07 (M); found m/z¼ 93 [M]þ (100),
92 [M—H]þ (93), 91 [M—D]þ (46), 66 [M—H—C2H2]þ


(9), 65 [M—C2H2D]þ (11).


Study of the reaction kinetics


The reactions of copper with benzyl bromide in DMAA
were studied by the resistometric method14 according to a
well-known procedure15 in an atmosphere of water-free
argon free from oxygen.


Benzene was used as a neutral solvent for determina-
tion of the kinetic and thermodynamic characteristics of
the reaction of copper with benzyl bromide in the pre-
sence of DMAA.16


The reaction was studied in kinetic mode, as evidenced
by the independence of the rate of copper dissolution in
the test media from the rate of stirring (Table 2 sum-
marizes the results of this study).


Table 1. Product composition in the oxidative dissolution of
copper in benzyl bromide–DMAA systems in the absence or
presence of radical traps


Yield (mol.%)


DCPDa/Cu (mol/mol) Ph—CH2Db Ph—CH2—CH2—Phc


0 0 100
1 72 28
2 85 15
5 100 0


a Admixture with 1% dicyclohexylphospine.
b Admixture with 1% toluene.
c Admixture with <0.01% 4,40-dimethylbiphenyl.


REACTION OF CU WITH BENZYL BROMIDE IN DMAA 457


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2005; 18: 456–461







RESULTS AND DISCUSSION


Kinetic studies


The reaction kinetics of the oxidative dissolution of Cu in
the benzyl bromide–DMAA system has been studied
using the resistometric method. This method provides
an opportunity to study various kinetic features of fast
heterogeneous reactions, characterized by high accuracy
and reproducibility of results.14,15


To determine the kinetic and thermodynamic charac-
teristics of the process, the reaction was performed in a
neutral solvent of benzene (DNSbCl5


¼ 0.4 kJ mol�1).16


Figure 1 demonstrates the kinetic curves and an
increase in the concentration of DMAA from 0.5 to


2 mol�1 did not change the shape of the curves. This
fact indicates that the process occurs by the Langmuir–
Hinshelwood mechanism, with adsorption of the reagent
and the solvent at different active centers of the metal
surface17


PhCH2Br þ S1 Ð
K1


ðPhCH2BrÞS1 ð1Þ


L þ S2 Ð
K2


ðLÞS2 ð2Þ


PhCH2Brð ÞS1 þ ðLÞS2 !K products ð3Þ


where L is DMAA, K1 and K2 are the equilibrium
constants of benzyl bromide and DMAA adsorption,
respectively, K is the rate constant of the chemical
process and S1 and S2 are the active centers at which
adsorption of benzyl bromide and DMAA, respectively,
takes place.


In this case, surface coverages derived from the
Langmuir isotherms for adsorption of the individual
components appear in the rate equation, and an expres-
sion for the rate of oxidative dissolution W has the
form


W¼ kK1K2½PhCh2Br�½DMAA�
1þK1½PhCH2Br�þK2½DMAA�þK1K2½PhCH2Br�½DMAA�


ð4Þ


where k¼KN1N2 and N1 and N2 are the numbers of active
centers of the metal surface at which adsorption of benzyl
bromide and DMAA, respectively, takes place.


Treatment of the experimental relations (Fig. 1) using
the set of Eqns (1)–(3) allowed us to determine the
equilibrium constants of benzyl bromide and DMAA
adsorption on the surface of copper (K1 and K2, respec-
tively) and the rate constant k of the chemical reaction.
Study of the reaction kinetics at different temperatures
allowed us to find the activation energy EA of the
chemical reaction and the enthalpies of adsorption of
the reactants on the surface of copper. Table 2 sum-
marizes the results.


A comparison of the results with the published data17


on the oxidative dissolution of copper in the CCl4–
DMAA system demonstrated that �Hads DMAA at the
surface of copper remained almost unchanged
(�33 kJ mol�1) on replacing CCl4 by PhCH2Br, whereas
the corresponding values for an organic halide changed
considerably (from �4 to �27 kJ mol�1). This fact is
indicative of the selective adsorption of a dipolar aprotic
solvent (which participates in the reaction) on the surface
of copper.


The Langmuir–Hinshelwood scheme for the test pro-
cess suggests that interaction of adsorbed reactant mole-
cules with the metal surface (i.e. a surface chemical
reaction) is the rate-limiting step of the reaction.


A detailed study of the mechanism of any chemical
reaction is a challenge. It has been established that the


Table 2. Kinetic and thermodynamic parameters of the
oxidative dissolution of copper in the benzyl bromide–
DMAA system calculated using the Langmuir–Hinshelwood
mechanism from adsorption of the reagent and solvent at
different active centers of the metal


Parameter k� 104 K1 K2


TK 313 0.9� 0.1 0.93� 0.02 1.49� 0.02
323 2.2� 0.1 0.68� 0.01 1.04� 0.02
333 4.4� 0.1 0.49� 0.01 0.70� 0.02
338 6.8� 0.1 0.43� 0.01 0.58� 0.01
343 9.4� 0.1 0.37� 0.01 0.51� 0.01
353 20.8� 0.2 0.29� 0.01 0.36� 0.01


Ra 0.999 0.999 0.999
EA (kJ mol�1) 71.0� 3.5
�H �


RBr (kJ mol�1) �27.0� 0.9
�H �


DMAA (kJ mol�1) �32.8� 1.4


a Sample correlation coefficient.


Figure 1. The dependence of the rate (W) of oxidative
dissolution of copper in the benzyl bromide–DMAA
system on the initial concentrations of mixture com-
ponents in the presence of an indifferent solvent (benzene)
at 313K: (1) CRBr¼ 0.5mol l�1; (2) CDMAA¼0.5mol l�1; (3)
CDMAA¼2mol l�1
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reactions of various reagents with metals in dipolar
aprotic solvents occur by radical,18 radical-ion13,18 or
carbanion19 and other mechanisms, the ratio between
which depends on the nature of the metal, the reagent
and the solvent.18,20


In a previous paper we showed that the mechanism of
the reaction of benzyl halides with magnesium depends
on the carbon–halogen bond strength.6 It is well known
that the carbon–halogen bond strength in allyl and benzyl
halides is weaker than in alkyl and aryl halides. The bond
energy in benzyl bromide approaches that found in alkyl
(aryl) iodides rather than the corresponding bromides21


and so the reaction of iodobenzene with copper is
probably a good model for the reaction of benzyl bromide
with copper.


Xi and Bent have shown that the reaction of iodoben-
zene with copper occurs on a metal surface:22 Adsorbed
iodobenzene dissociates on Cu(111) to form iodine atoms
and adsorbed phenyl radicals. The authors suggest two
pathways for the reaction mechanism: a low-coverage,
high-temperature pathway forming adsorbed and subse-
quently coupled phenyl groups (Scheme 1);22 and a high-
coverage, low-temperature coupling reaction between
adsorbed phenyl radicals and molecular iodobenzene
(Scheme 2).22


The reaction of organic halides with copper is
more complicated in the presence of dipolar aprotic
solvent.


Nechaev et al.23,24 Brodskii amd Urbakh25 and
Nechaev26 have shown that adsorption of organic com-
pounds on a metal surface depends on the ionization
potential of the organic compounds, which is why the
benzyl radical can leave the copper surface and enter
solution.


Recombination and isomerization of the benzyl radi-
cals can proceed both on a copper surface (model A) and
in solution (model D). The ratio between these models
depends on the ionization potential of the reagents and
free radicals.


Study of reaction products


Analysis of the reaction products demonstrated that, in
the absence of atmospheric oxygen (including oxygen
adsorbed on the metal surface), dehalogenation of
benzyl bromide with copper in DMAA occurred
with the formation of 1,2-diphenylethane and the
Cu(I) complex tris(3-methylpyridine)copper(I) bromide
[Cu(3-MePy)3Br]11


2nPhCH2Br þ 2nCu þ 2mL!nPhCH2CH2Ph þ 2½CunLmBrn�;
½CunLmBrn� þ 3n3-MePy ! n½Cuð3-MePyÞ3Br� þ mL


ð5Þ


where L¼DMAA and 3-MePy is 3-methylpyridine;
1 � n � 4 and 1 � m � 4.


With the use of ion chromatography, we found that
only copper(I) complexes were formed in the course of
the process. These complexes were oxidized very readily
when the reaction products were isolated in air.


The formation of 1,2-diphenylethane and 4,40-di-
methylbiphenyl and the absence of 4-benzyl-1-methyl-
benzene among the reaction products indicate that the
reaction proceeds according to the radical mechanism. In
this case, isomerization of benzyl radicals occurs only in
the radical pair.


Determination of radical intermediates by ESR
at 77K


The ESR spectrum of copper co-condensate with benzyl
bromide at 77 K in a solid matrix is a triplet of quartets
with a whole width of 50 G and a g factor of 2.002. The
spectrum is similar to the same spectrum of a co-con-
densate of magnesium with benzyl bromide.6 The para-
meters of the spectrum obtained and the literature data for
the benzyl radical spectrum are listed in Table 3.


There is a triplet of quartets with a whole width of
about 50 G in the spectrum of the benzyl radical in a solid
matrix at 77–100 K,5,27,28 which can be explained by
broadening of the lines.


Comparison of the parameters of the typical ESR
spectrum obtained in this work with those of the benzyl
radicals in solid matrices allows assignment of the signals
of this spectrum to the benzyl radical. The total amount of
paramagnetic particles at 77 K in the samples was 7%.


Scheme 1


Scheme 2


Table 3. Parameters of ESR spectra for benzyl radical in
solid matrices


g-factor aH
CHðGÞ aH


o (G) ah
m (G) aH


p (G) Ref.


2.002� 0.001 16.4� 0.5 5.5� 0.5 — 5.5� 0.5 *
2.002� 0.001 16.5� 0.5 5.5� 0.5 — 5.5� 0.5 6
2.002� 0.001 16.5� 0.5 5.5� 0.5 — 5.5� 0.5 27
2.0026 16.34 5.13 1.77 6.17 28


*Data obtained in this study.
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Co-condensation of a copper vapor with benzyl bro-
mide (which was precipitated in the molecular beam
mode on the surface cooled with liquid N2) afforded
white films. These films are stable at 77 K for no less than
24 h. At the melting temperatures of the samples, these
films were decolorized. The melts obtained contained
small amounts of solid white inclusions.


Examination of the ESR spectra recorded at different
temperatures provides data on the stability and conver-
sions of reaction intermediates. The intensity of the ESR
signal gradually decreases as the co-condensates of
copper with benzyl bromide are heated to 100 K. At
temperatures higher than 130–150 K the resolution of
the ESR spectra is substantially impaired, apparently due
to overlap of the signals of benzyl and 4-tolyl radicals, as
well as the signals of the corresponding radical pairs.


The fact that only benzyl radical was detected at 77 K,
and the intensity of its signal gradually decreases as the
temperature increases, indicates that the formation of
radical pairs PhCH2 � �CH2Ph occurs at T> 77 K,
whereas their recombination and isomerization occur at
T> 130–150 K.


After thawing and decomposition of the samples with
20% HCl, 4,40-dimethylbiphenyl (<0.01%) and toluene
(� 2%) were detected in the Cu–PhCH2Br systems along
with 1,2-diphenylethane (97–98%).


Analysis of solid white inclusions, which were de-
tected upon thawing of samples, demonstrated that the
samples contained Cuþ cations and bromide anions
whose ratio corresponded to the formula CuBr.


Although excess benzyl bromide settles on the copper
film surface (the thickness of the film is 10�4 mm), the
UHF power dissipation increases. The consequent de-
crease of ESR spectrum resolution can be attributed to
increase in the copper film electroconductivity. The para-
magnetic particles appearing in benzyl bromide–compact
copper systems are identical to the particles formed when
atomic copper films are used; the ESR spectrum has poor
resolution and low intensity in the latter case.


The formation of toluene in the reaction mixtures obtained
after thawing and hydrolysis can occur due to decomposition
of organocopper compounds with 20% HCl.29


Determination of radical species in solution


The radical species in solutions were detected and iden-
tified with the use of radical traps.


The disappearance of the ESR signals of the added
TMPO radical, which can react with radical intermedi-


ates, suggests a radical nature for the mechanism
of oxidative copper dissolution in the benzyl bromide-
DMAA systems because the ESR signals of TMPO
did not appear after the oxidation of copper and
reduction of the mixtures by KI in an acetate buffer
solution.2,3


We used DCPD as a chemical trap for the radicals, and
this previously showed good performance. It provides an
opportunity not only to detect radical intermediates but
also to determine their concentration in solution.13


In the dehalogenation of benzyl bromide with copper in
DMAA in the presence of DCPD, the composition of
reaction products changed depending on the copper:
DCPD molar ratio (Table 1). At a copper: DCPD molar
ratio of 1: 5, the formation of 1,2-diphenylethane was not
observed (Table 1) but an equivalent amount of �-
deuterotoluene was detected instead


nPhCH2Br þ nCu þ mL���!DCPD ½CunLmBrn� þ PhCH2D ð6Þ


where L¼DMAA.
The analysis of reaction products in the presence of a


radical trap (or in the absence of it) indicates that the
process occurs by a radical mechanism via the prelimin-
ary formation of benzyl radical (Scheme 3).


The results of this work indicate that the dehalogena-
tion process occurs at the surface of copper by a radical
mechanism via the formation of benzyl radicals, which
undergo recombination and isomerization both in solu-
tion and on a copper surface. The adsorption of the
reagent and the solvent occurs by the Langmuir-Hinshel-
wood mechanism at different active centers of the metal
surface according to Scheme 4.


Recombination and isomerization of the benzyl radi-
cals can proceed both in solution (model D) and on a
metal surface (model A) according to Scheme 5.


Scheme 3


Scheme 4


Scheme 5


460 A. M. EGOROV, S. A. MATYUKHOVA AND A. V. ANISIMOV


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2005; 18: 456–461







The ratio between these models depends on the ioniza-
tion potential of the reagents and free radicals.


The coordination compounds of copper(I) with organic
ligands in solution form di- or tetramers:30


CuLBr þ Cun�1Ln�1Brn�1 �!CunLnBrn


CunLnBrn þ ðn� mÞL�!½CunLmBrn� #
ð7Þ


where L¼DMAA; 2 � n � 4 and 2 � m � 4.
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ABSTRACT: The kinetics and mechanism of the acid-catalysed hydrolysis of substituted 4-alkyl-4-methyl-2-aryl-
4,5-dihydro-1,3-oxazol-5-ones to the corresponding 2-alkyl-2-benzoylaminopropanoic acids were studied. The Taft
correlation of rate constants of the acid-catalysed hydrolysis with alkyl substitution at the 4-position of the 1,3-oxazol-
5-one ring is non-linear. In the Hammett correlation, the value of � decreases with increasing steric demand of the
alkyl substituent. With the 4-isopropyl and tert-butyl derivatives, �¼�0.63 and �0.32, respectively. The protonated
4-isopropyl and tert-butyl derivatives undergo nucleophilic attack by water at the carbonyl carbon atom at the 5-
position of the 1,3-oxazol-5-one ring to the extents of ca 70% and 60%, respectively. Another reaction path consists in
nucleophilic attack by water at the 2-position of the 1,3-oxazol-5-one ring. The reaction kinetics of aminolyses of
substituted 4-isopropyl-4-methyl-2-phenyl-1,3-oxazol-5(4H)-ones (1a, 1b, 1f) giving substituted N-{1,2-dimethyl-1-
[(propylamino)carbonyl]-propyl}benzamides (3a, 3b, 3f, 4a) was studied in aqueous propylamine buffers. In the case
of the aminolysis of 1a and 1b with propylamine, the rate-limiting step consists in the decomposition of the
intermediate In� catalysed by both the acidic and the basic buffer components. The base-catalysed route is four times
faster in both cases. In the case of the aminolysis of 1f with propylamine and that of 1a with ethylenediamine, the rate-
limiting step is the formation of the intermediate In� , the subsequent reaction step being accelerated by substitution
and/or intramolecular catalysis. Copyright # 2005 John Wiley & Sons, Ltd.
Supplementary electronic material for this paper is available in Wiley Interscience at http://www.interscience.
wiley.com/jpages/0894-3230/suppmat/


KEYWORDS: hydrolysis; aminolysis; substituent effects; azlactones


INTRODUCTION


Substituted 4,5-dihydro-1,3-oxazol-5-ones (azlactones)
belong among significant five-membered heterocyclic
compounds having a wide variety of applications. For
instance, they can serve as a precursors in the synthesis of
substituted 4,5-dihydro-1H-imidazol-5-ones, which are
important herbicides,1 pharmaceuticals2 and chiral3


ligands. The 4-monoalkyl-substituted4,5 4,5-dihydro-
1,3-oxazol-5-ones are derived from acylated natural
amino acids as their anhydrides. In addition to synthetic
applications of 4,5-dihydro-1,3-oxazol-5-ones, there are
several reports on the kinetics and/or mechanism of their
hydrolysis6–8 or phenolysis.8,9 However, these papers only


concern 4-unsubstituted or 4-monoalkyl 4,5-dihydro-1,3-
oxazol-5-ones, the hydrolysis of which is connected with
racemization.7 Only one paper10 describes the determi-
nation of the aminolysis rates of 4,4-dimethyl-2-phenyl-
4,5-dihydro-1,3-oxazol-5-one by ethyl esters of �-amino
acids catalysed by acetic acid in a non-aqueous medium.


The aim of the present work was to study the effect of
substitution in both the aromatic moiety of the molecule
and at the 4-position of the 2-aryl-4,5-dihydro-1,3-oxa-
zol-5-one ring on the kinetics and mechanism of their
hydrolysis and aminolysis (Scheme 1). Our products (if
optically pure) have the advantage of containing a qua-
ternary asymmetric carbon atom, which prevents racemi-
zation7 via cleavage of the �-hydrogen atom.


EXPERIMENTAL


Materials


The new dialkyl-2-aryl-4,5-dihydro-1,3-oxazol-5-ones
were prepared by a known method11 of ring closure and
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subsequent hydrolysis of substituted N-(1-cyano-1,2-
dialkylpropyl)benzamides 1a–m (Scheme 2).


Kinetic measurements


The kinetic measurements were carried out on a Hewlett-
Packard UV–VIS 8453 diode-array apparatus in 1 cm
closable cells at 25 �C. First a suitable wavelength was
chosen for the kinetic measurements on the basis of the
spectra scanned from 200 to 1000 nm. Then the cell was
charged with 2 ml of aqueous HCl or amine buffer
solution. After attaining the chosen temperature (with
maximum deviation� 0.1 �C), 10ml of methanolic
solutions of the substrates 1a–m were added so that
the resulting substrate concentration would be about
5� 10�4 mol l�1.


The synthesis and characterization of compounds 1a–
m, 2a–m, 3a, 3b, 3f a 4a are available as Supplementary
material in Wiley Interscience.


RESULTS AND DISCUSSION


Acid-catalysed hydrolysis


The kinetics of the acid-catalysed hydrolyses of 4-alkyl-2-
aryl-4-methyl-4,5-dihydro-1,3-oxazol-5-ones 1a–m were
studied in aqueous solutions of hydrochloric acid (0.01–
1 mol l�1) under conditions of pseudo-first-order reaction
at 25 �C. The hydrolysis was monitored spectrophotome-
trically and the spectra showed well-developed isosbestic
points.


In principle, the mechanism of acid-catalysed hydro-
lysis can take two routes, both being preceded by a
common fast protonation. This protonation can take place
either at the more basic nitrogen (pKa� 0; Ref. 8) to give
the conjugated acid S1H


þ or at the less basic carbonyl
group (pKa��6; Ref. 12) to give S2H


þ. Both the
conjugated acids formed undergo rate-limiting addition
of a water molecule and, after a series of proton transfers,
they give a single product, i.e. the corresponding car-
boxylic acid. The route via S2H


þ can formally be
identified with an acid hydrolysis by the AAc2 mechanism
(Scheme 3).


The factors that determine which of the routes will be
preferred involve in particular the electronic effects of
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substituents in the benzene ring, but also the steric
influence of alkyl group(s) near the carbonyl group.


A study of the acid hydrolysis of oxazolin-5-ones
having no alkyl groups at the 4-position has been
described.5 A report8 states that in this case the reaction
only takes the route of nucleophilic attack of carbonyl
group by a water molecule.


The site of attack can be diagnosed13 by means of the
Hammett and Taft correlation of the hydrolysis rate
constants as depending on the substituent Y on the
aromatic ring and substituent R at the 4-position of the
oxazolin- 5-one nucleus. The hydrolysis rate monitored
under pseudo-first-order conditions obeys the rate Eqn
(1), where kobs (s�1) is the observed rate constant and cS


(mol l�1) is the concentration of substrate S (1a–m):


v ¼ kobscS ð1Þ


On the basis of the mechanism suggested, it is possible
to derive Eqn (2) for the observed rate constant:


kobs ¼
k03K1½Hþ� þ k04K2½Hþ�


1 þ ðK1 þ K2Þ½Hþ� ¼ kK½Hþ�
1 þ K½Hþ� ð2Þ


where k03 ¼ k3½H2O�; k04 ¼ k4½H2O� and K¼K1þK2.
Figure 1 presents the measured dependences of ob-


served rate constant, kobs, on the concentration of hydro-
chloric acid, cHCl (mol l�1), for derivatives 1f–i differing
in substitution at the 4-position of the oxazoline ring
(R¼CH3, C2H5, i-C3H7, t-C4H9).


All the dependences are linear throughout the con-
centration range measured, which means that the term
(K1þK2)[Hþ] in Eqn (2) is much less than 1 and the
hydrolysis obeys the simplified kinetic equation


kobs ¼ k03K1½Hþ� þ k04K2½Hþ� ¼ kK½Hþ� ð3Þ


From the dependences found, it follows that the hydro-
lysis of derivative 1i (R¼ t-C4H9) is the slowest and that
of 1g (R¼CH3) is the fastest. When plotting the loga-
rithm of the product kK for the individual derivatives


against the Taft steric constant14,15 ES, we obtain a non-
linear dependence (Fig. 2).


The distinct acceleration of hydrolysis of derivative 1i
(R¼ t-C4H9), which should have reacted much more
slowly owing to steric shielding of carbonyl group, can
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Figure 1. Dependences of observed rate constant, kobs


(s�1), of hydrolysis of derivatives 1f (~), 1g (*), 1h (&)
and 1i (^) on concentration of hydrochloric acid (mol l�1)


Figure 2. Taft correlation of log kK vs ES for derivatives 1f–i
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be interpreted as a manifestation of the second reaction
route proceedings via the conjugated acid S2H


þ, in which
the steric effect of alkyl groups does not make itself felt.
The non-linear character of the Taft correlation indicates
a gradual change in the reaction centre operating in the
individual derivatives.


However, substitution of the benzene ring (Y) also
strongly affects the site of nucleophilic attack, which
is why we also studied the hydrolyses of substituted
2-phenyl-4-methyl-4-isopropyloxazol-5-ones 1a–f and
2-phenyl-4-methyl-4-tert-butyloxazol-5-ones 1i–m.


Figure 3 presents the dependences of observed rate
constants on hydrochloric acid concentration for deriva-
tives 1a, 1d–f, 1i and 1k; they are linear within the whole
range measured and the observed rate constant (kobs)
obeys Eqn (3).


In the cases of derivatives 1b, 1c, 1j, 1l and 1m, we
obtained non-linear dependences (Fig. 4): the slope of
dependence decreases with increasing concentration of
hydrochloric acid, and in the limiting case (when all the
substrate is present in its protonated form) is equal to
zero.


The experimentally found values of rate constants
given in Fig. 4 were fitted with curves corresponding to
Eqn (2). Optimization gave the following values for
the individual derivatives: 1b, k¼ (1.56� 0.01)�
10�1 l mol�1 s�1 and K¼ 4.22� 0.03 (pKa¼�0.63); 1c,
k¼ (3.13� 0.2)� 10�1 l mol�1 s�1 and K¼ 1.24� 0.01
(pKa¼�0.10); 1j, k¼ (1.43� 0.01)� 10�1 l mol�1 s�1


and K¼ 0.55� 0.07 (pKa¼þ0.26); 1m, k¼ (5.25�
0.02)� 10�2 l mol�1 s�1 and K¼ 1.79� 0.16 (pKa¼
�0.25); 1l, k¼ (2.25� 0.01)� 10�2 l mol�1 s�1 and K¼
4.49� 0.34 (pKa¼�0.65).


By plotting log kK of 2-phenyl-4-isopropyl-4-methyl-
4,5-dihydro-1,3-oxazol-5-ones 1a–f and 2-phenyl-4-
tert-butyl-4-methyl-4,5-dihydro-1,3-oxazol-5-ones 1i–m
against the � constants of individual substituents13 on the


benzene ring, we obtained the Hammett relationships
given in Fig. 5.


The values obtained for the product kK correspond to
two processes, viz. reversible protonation of the oxazolin-
5-one at both its centres of basicity (K1 and K2), giving
the respective conjugated acids, and their subsequent
reaction with water. Hence the value of � must reflect
the relative contributions of individual reaction routes.
For the oxazolin-5-ones having no 4-alkyl substituent, it
is claimed8 that � has a value of about �1.25 (Fig. 5); in
addition, experiments with these compounds that had
been isotopically labelled showed that the attack by a
water molecule takes place only at the carbonyl group. In
our case, it was found that substitution at the 4-position
by a methyl and isopropyl group lowered the value of �
by about half (�¼�0.63), and that by a tert-butyl group
and methyl group by as much as three-quarters


Figure 3. Dependences of observed rate constant, kobs


(s�1), of hydrolysis of derivatives 1a (*), 1d (&), 1e (~),
1f (^), 1k (&) and 1i (^) on hydrochloric acid concentra-
tion (mol l�1)


Figure 4. Dependences of observed rate constant, kobs


(s�1), of hydrolysis of derivatives 1b (&), 1c (~), 1j (*),
1m (~) and 1l (&) on hydrochloric acid concentration
(mol l�1)


Figure 5. Hammett correlation of hydrolysis of isopropyl
derivatives 1a–f (&), tert-butyl derivatives 1i–m (&), and 2-
aryl-4,5-dihydro-1,3-oxazol-5-ones (taken from Ref. 5) with
� and �� constants
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(�¼�0.32). If the reaction proceeded purely as an attack
of C-2 carbon by a water molecule, then the value of �
should be about þ1 (protonation ���1, and nucleophi-
lic attack itself ��þ2). A similar value (þ0.9) was
reported8 for the base hydrolysis of oxazolin-5-ones by
the E1cB mechanism, where the rate-limiting step con-
sists in the rupture of the C-2—O bond. From what has
been said above, it follows that in the cases of the
isopropyl and tert-butyl derivatives, the attack at the
C-2 carbon atom operates to extents of 30 and 40%,
respectively.


The increasing proportion of C-2 attack also follows
from the fact that the faster reacting derivatives (4-OMe
and 4-Me) require application13 of the �� constants. In
these cases there is direct conjugation between the sub-
stituent and the reaction centre.


Aminolysis


The rates of aminolyses of 1a, 1b and 1f were measured
under pseudo-first-order conditions in aqueous solutions
of propylamine buffer used in excess, the substrate con-
centration being cS¼ 10�4 mol l�1. The spectra show
well-developed isosbestic points, and the aminolysis
rates also obey the kinetic Eqn (1). The general kinetic
Scheme 4 can be suggested for the aminolysis of oxazo-
linones 1a, 1b and 1f; it can formally be identified with
that of aminolysis of �-lactams.16–19


The first reaction step involves addition of amine to
the carbonyl group of oxazoline giving the tetrahedral
zwitterionic intermediate In� . Generally, the decompo-
sition of the intermediate can be assisted by the basic or
acidic buffer component, or the intermediate can decom-
pose spontaneously and very rapidly in a non-catalysed
way.16


Figures 6 and 7 show the dependences of the observed
rate constant, kobs (s�1), (involving the aminolysis with
simultaneously proceeding hydrolysis) measured in pro-
pylamine buffers with derivatives 1a and 1b on the buffer
concentration, cBuffer (mol l�1), with various ratios of the
acidic to basic buffer components (pH 10.30–11.28). The
dependences obtained are linear, and the observed rate
constant can be expressed by Eqn (4):


kobs ¼ kOH½OH�� þ kBuffer½Buffer� ð4Þ


The intercepts on the ordinate in Figs 6 and 7 represent
the values of product kOH[OH�], from which we deter-
mined the values of the rate constant of hydroxide ion-
catalysed hydrolysis for 1a as kOH¼ 6.90� 0.12 l mol�1


s�1 and for 1b kOH¼ 4.04� 0.19 l mol�1 s�1. The ratios
of the populations of products of aminolysis and those of
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Figure 6. Dependences of observed rate constant, kobs


(s�1), of aminolysis of derivative 1a on concentration of
propylamine buffer, cbuffer (mol l�1), at various pH values:
10.30 (1:4a, ^); 10.42 (1:3a, *); 10.66 (1:2a, *); 10.89
(1:1, �); 11.28 (2:1b, !)


Figure 7. Dependences of observed rate constant, kobs


(s�1), of aminolysis of derivative 1b on concentration of
propylamine buffer, cbuffer (mol l�1) at various pH values:
10.30 (1:4a, ^); 10.66 (1:2a, *); 10.89 (1:1, ~); 11.28
(2:1b, &)
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base-catalysed hydrolysis 2a/3a and 2b/3b depend on the
pH values of the buffers and the buffer concentrations.
These ratios can be calculated from Eqn (4) or found
graphically from Figs 6 and 7. For instance, with the
buffer (2:1b, pH¼ 11.2, cBuffer¼ 0.4 mol l�1), the molar
ratio of products 2a/3a is equal to 14. By plotting the
values of kBuffer against the molar fraction of amine in
buffer, � (�¼ [R1NH2]/[Buffer]; [Buffer]¼ [R1NH2]þ
[R1NHþ


3 ]), we obtained quadratic dependences only
describing the aminolysis (Fig. 8), expressed by Eqn (5):


kBuffer ¼ a
½RNH2�½RNHþ


3 �
½Buffer� þ b


½RNH2�2


½Buffer� ð5Þ


If the concentration ratios in Eqn (5) are expressed by
the respective values of the molar fraction �, then Eqn (5)
becomes.


kBuffer ¼ ½�2ðb� aÞ þ �a�½Buffer� ð6Þ


Optimization of the quadratic dependence [Eqn (6),
Fig. 8] gave values of the ratios of coefficients for 1a of
b/a¼ 4.1 and for 1b of b/a¼ 3.9. The physico-chemical
meaning of the coefficients a and b can be derived from
Scheme 4. As the aminolysis is accelerated also by the
acidic buffer component, the kinetic equation [Eqn (7a)]
applies (according to Scheme 4) to the acid-catalysed
decomposition of In� (kac):


kac ¼
ak1


ak3 ½R1NH2� ½R1NHþ
3 �


ak�1 þ ak3 ½R1NHþ
3 �


ð7aÞ


The analogous kinetic equation [Eqn (7b)] applies to
the base-catalysed decomposition of In� (kbase):


kbase ¼
ak1


ak2 ½R1NH2� ½Base�
ak�1 þ ak2 ½Base� ð7bÞ


If in the rate-limiting step of decomposition of inter-
mediate In� both acidic and basic buffer components
are operating simultaneously, it can be presumed that
ak�1 � ak3½R1NHþ


3 � and ak�1 � ak2½Base�. The base
concentration in amine buffer is given as the sum of all
the basic components present, i.e. [Base]¼ [R1NH2]þ
[OH�]. At pH in the range 10–12, [OH�] is more than
one order of magnitude lower than the concentration of
amine, hence [Base]� [R1NH2]. With these presump-
tions, Eqns (7a) and (7b) are simplified to


kac ¼
ak1


ak3


ak�1


½R1NH2� ½R1NHþ
3 � ð8aÞ


kbase ¼
ak1


ak2


ak�1


R1NH2


� �2 ð8bÞ


From Eqns (5), (8a) and (8b) it is possible to see the
meaning of the coefficients a and b, since the ratio b/a
expresses ak2=


ak3, i.e. the ratio of the decomposition rates
of the intermediate (In� ) by the base- and acid-catalysed
routes:


b


a
¼


ak1
ak2


ak�1


�
ak�1


ak1
ak3


¼
ak2


ak3


ð9Þ


From what has been said, it clearly follows that the
rate-limiting step of aminolysis of derivatives 1a and 1b
by propylamine involves both proton transfer from In�


to the basic buffer component and proton transfer from
the acidic buffer component to In� . The base-catalysed
decomposition (ak2=


ak3) proceeds about four times faster
than acid-catalysed decomposition, which applies to both
the derivatives 1a and 1b. The proton transfer from acidic
buffer components can be directed to the negatively
charged oxygen atom in In� giving Inþ (Scheme 5).


Since Inþ practically does not decompose to the pro-
duct, this route can be considered a ‘blind alley’. The


Figure 8. Dependence of kBuffer on molar fraction � of
propylamine in buffer for 1a (*) and 1b (&)
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route leading to the product involves a synchronous
proton transfer directly to the nitrogen atom of the
1,3-oxazol-5-one ring In� (ak03½R1NHþ


3 �, ak3 ¼ak03�
ak04


ak�4), in analogy with the acid-catalysed aminolysis
of �-lactams18 (Scheme 5).


Figure 9 presents the dependences of the observed rate
constant of aminolysis, kobs (s�1), of the nitro derivative
1f on concentration of propylamine buffer, cBuffer


(mol l�1), for various ratios of the acidic and basic buffer
components (pH 10.30–10.89). The dependences mea-
sured are linear, and the observed rate constant can be
expressed by Eqn (5).


The intercepts on the ordinate in Fig. 9 represent the
product kOH[OH�], from which we could determine the
value of the rate constant of OH� ion-catalysed hydro-
lysis, kOH¼ 13.10� 0.03 l mol�1 s�1. By plotting the
values of kBuffer against the molar fraction � of amine
in buffer (Fig. 9, inset), we obtained a linear dependence
crossing the origin of coordinates, from which it follows
that kobs depends only on the concentration of basic buffer
components, i.e. propylamine and OH� [Eqn (10)]:


kobs ¼ kOH½OH�� þ ak1½R1NH2� ð10Þ


This different course of the dependence, compared
with that for derivatives 1a and 1b, can be interpreted
by a change in the rate-limiting step of the aminolysis.
The nitro group in derivative 1f causes an overall accel-
eration of the aminolysis (kobs); however, particularly
accelerated is the subsequent decomposition of In� . This
means that the catalysis of decomposition of In� by the
acidic or basic buffer components will not make itself
felt. In this case, the rate-limiting step consists of the
addition of propylamine to carbonyl group, i.e. formation
of In� , and the rate constant of aminolysis is
ak1¼ 3.81� 0.14 l mol�1 s�1.


Further, we studied the aminolysis of 1a in ethylene-
diamine buffers, where the aminolysis product 4a is
formed along with the hydrolysis product 2a. Figure 10
presents the dependences of the observed rate constant
measured in ethylenediamine buffers, kobs (s�1), for
derivative 1a on concentration of ethylenediamine buffer,
cBuffer (mol l�1), at various pH values.


In contrast to propylamine buffers, the dependence of
kBuffer on molar fraction � of amine in buffer is linear,
and the acidic buffer component is kinetically inactive
(Fig. 10, inset). In this case, the linear dependence can be
interpreted by the decomposition of In� being assisted
by intramolecular acid–base catalysis with participation
of the amino group of the ethylenediamine moiety of In�


in an analogous way to that described15 for benzylpeni-
cillin. It can be presumed that the intramolecular acid–
base catalysis will accelerate the decomposition of the
intermediate to such an extent that in this case also the
rate-limiting step of reaction will consists in the forma-
tion of In� . The effective molarity (Fig. 11) of the
terminal group of the ethylenediamine moiety and/or its
conjugated acid is very high.20,21 The observed rate
constant (kobs) obeys Eqn (10), and ak1¼ 0.39�
0.01 l mol�1 s�1.


Figure 9. Dependence of observed rate constant, kobs (s�1),
of aminolysis of derivative 1f on concentration of propyla-
mine buffer, cBuffer (mol l�1), at various pH values: 10.30
(&); 10.42 (~); 10.66(*) and 10.89 (^). Inset: dependence
of kBuffer for 1f on molar fraction, �, of propylamine in buffer


Figure 10. Dependence of observed rate constant, kobs


(s�1), of aminolysis of derivative 1a on concentration of
ethylenediamine buffer, cBuffer (mol l�1), at various pH
values: 11.26 (&); 11.03 (~); 10.76(*); and 10.42 (^).
Inset: dependence of kBuffer for 2a on molar fraction, �, of
ethylenediamine in buffer
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Figure 11. Intramolecular general base catalysis in
aminolysis of 1a
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CONCLUSION


In the acid-catalysed hydrolysis of 4-alkyl-4-methyl-2-
aryl-4,5-dihydro-1,3-oxazol-5-ones (1a–m), the steric
bulkiness of the alkyl group at the 4-position gradually
more and more favours the attack of the C-2 carbon atom
by a water molecule. In the case of the 4-tert-butyl
derivatives, the proportions of the hydrolyses taking place
at the C-5 and C-2 carbon atoms are about 70 and 30%,
respectively. The aminolysis using propylamine with 4-
isopropyl-4-methyl-2-phenyl-1,3-oxazol-5(4H)-one (1a)
and 4-isopropyl-2-(4-metoxyphenyl)-4-methyl-1,3-oxa-
zol-5(4H)-one (1b), giving the respective amides 3a
and 3b, takes place in such a way that the rate-limiting
step is the decomposition of the intermediate In� ,
which is catalysed by both buffer components. The base-
catalysed decomposition is four times faster than the acid-
catalysed decomposition in both cases (1a and 1b). The
nitro group at the 4-position of the benzene ring of 1f
causes an overall acceleration of aminolysis compared
with that of 1a and 1b and a change in the rate-limiting
step. Intramolecular acid-base catalysis is operating in the
case of aminolysis of 1a by etylenediamine giving N-
(1-{[(2-aminoethyl)amino]carbonyl}-1,2-dimethylpropyl)
benzamide (3a).
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ABSTRACT: For monosubstituted benzenes (Ph-Z), Linderberg et al. demonstrated the validity of the equation
�CEBE � ��, where �CEBE is the difference between the core-electron binding energies (CEBE) of a specific
carbon in monosubstituted benzene derivatives (Ph-Z) and that of unsubstituted benzene (Ph-H), � is related to the
reaction constant and � is the experimental Hammett sigma constant. CEBEs of carbon atoms for a series of Ph-Z were
calculated using density functional theory (DFT) with the scheme �EKS(PW86–PW91)/TZPþCrel//HF/6–31G*. An
average absolute deviation of 0.15 eV was obtained with respect to observed values. A linear regression analysis of the
form Y¼AþBX of a plot of, for instance, Hammett �p-constants against calculated�CEBEs (in eV) at para-carbon
for n¼ 11 produced a value of A¼�0.1310 and B¼ 1.056 with a correlation coefficient R¼ 0.983, a standard
deviation of 0.099 and a p-value <0.0001. Copyright # 2004 John Wiley & Sons, Ltd.


KEYWORDS: core-electron binding energy difference; Hammett sigma-constant; density functional theory; monosub-


stituted benzenes


INTRODUCTION


Linderberg et al.1 showed that the core-electron binding
energy shift correlates linearly with the experimental
Hammett sigma constant2 (�) in substituted benzene
derivatives. Let us consider electrophilic aromatic sub-
stitution at the para position of monosubstituted ben-
zenes, Ph-Z, as an example, where Z is a substituent such
as NH2 or NO2. Linderberg et al.1 demonstrated the
validity of the equation


�CEBE � ��p ð1Þ


The left-hand side of Eqn (1) is called the CEBE shift and
it is the difference between the core-electron binding
energy (CEBE) of the para-carbon of Ph-Z and the CEBE
of one carbon atom of benzene (Ph-H), which is the
reference molecule:


�CEBE � CEBEðpara-carbon of Ph-ZÞ
� CEBEðone carbon of Ph-HÞ


ð2Þ


The right-hand side of Eqn (1) is the product between the
Hammett substituent (�) constant2 of Ph-Z (at the para
position, �p) and the parameter �, defined as


� ¼ 2:3kTð�� ��Þ ð3Þ


where � and �*, the reaction constants in the Hammett
equation,2 are specific for the reaction considered of a
neutral molecule and core ionized molecule, respec-
tively.1 Equation (1) is an approximate equation, which
was derived after a series of approximations and assump-
tions. There are equations similar to Eqn (1) at other
carbon atoms in Ph-Z such as the ortho and meta
positions in the molecule. The linear relationship be-
tween �CEBE and Hammett �-constants is not limited to
monosubstituted benzenes. There are corresponding
equations for multiply substituted benzenes. Straight
lines were obtained1 by plotting experimentally observed
CEBE values of Ph-Z with respect to corresponding
Hammett �-constants. This is a demonstration of the
validity of Eqn (1).


The Hammett equation is one of the important examples
of linear free energy relationships (LFERs). It has been
widely used in studies of the chemical reactivity of
substituted benzenes. It is worth investigating further
the implications and application of Eqn (1). The object of
the present work was to calculate the theoretical values of
�CEBEs of the ring carbons in Ph-Z and see how
they correlate with Hammett �-constants. Recently, a
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technique for calculating accurate CEBEs in molecules that
contain atoms of the first and second rows of the periodic
table was established3 that uses density functional theory
(DFT). This technique was used to investigate Eqn (1).


METHOD OF CALCULATION


The core-electron binding energies of carbon atoms in
monosubstituted benzenes were calculated using DFT
with the scheme3 �EKS (PW86–PW91)/TZPþCrel//HF/
6–31G*, where �EKS is the difference of the total Kohn–
Sham energies of the core-ionized cation and of the
neutral parent molecule calculated by DFT, using the
triple-zeta polarized (TZP) basis set. The functional
combination is the Perdew–Wang 1986 exchange func-
tional4 and the Perdew–Wang 1991 correlation func-
tional.5 Crel is a relativistic correction, which takes the
value 0.05 eV in the case of a carbon atom. The geometry
of molecules was optimized by ab initio HF/6–31G*. The
Amsterdam Density Functional (ADF) package6 was
used for the calculation of CEBEs.


RESULTS AND DISCUSSION


Twelve monosubstituted benzenes, Ph-Z, were investi-
gated, including benzene itself as the reference molecule.
There are four distinguished ring carbon atoms, C1(ipso),


C2(ortho), C3(meta) and C4(para) in Ph-Z (Fig. 1).
Table 1 lists calculated and observed CEBEs in eV.


Twenty-five observed CEBEs are available in the
literature for the seven molecules listed in the first
column in Table 1. The average absolute deviation
(AAD) of the calculated CEBEs for the present 25 cases
with respect to the observed values is 0.13 eV, whereas
0.16 eV was obtained for 59 cases examined recently.3


The AAD for the total of 83 cases is 0.15 eV. The
maximum absolute deviation (MAD) in the present 25
cases is 0.48 eV. This value is for the C1 atom in Ph-CH3.


The CEBE shifts (in eV) were calculated by Eqn (2)
using calculated and observed CEBEs. They are listed in
Table 2 together with Hammett �-constants.


Figure 1. Distinguished ring carbon atoms, C1 (ipso), C2
(ortho), C3 (meta) and C4 (para) in Ph-Z


Table 1. Calculated and observed carbon CEBEs (eV) in the monosubstituted phenyl ring Ph-Za


Molecule Hole Observedb Theory Molecule Hole Theory


Ph-H C 290.41 290.44 Ph-OCH3 C1 291.77
Ph-NH2 C1 291.29 291.38 C2 290.05


C2 289.95 289.99 C3 290.17
C3 290.25 290.17 C4 289.88
C4 289.85 289.83 Ph-OC2H5 C1 291.68


Ph-CH3 C1 290.9 290.42 C2 289.97
C2 290.2 290.10 C3 290.11
C3 290.4 290.20 C4 289.82
C4 290.1 290.13 Ph-N(CH3)2 C1 290.98


Ph-F C1 292.9 292.75 C2 289.59
C2 290.7 290.63 C3 289.83
C3 290.9 290.69 C4 289.44
C4 290.4 290.49 Ph-C2H5 C1 290.22


Ph-Cl C1 292.0 291.84 C2 290.00
C2 291.0 290.61 C3 290.11
C3 290.5 290.65 C4 290.04
C4 290.8 290.49 Ph-SCH3 C1 290.70


Ph-NO2 C1 292.1 292.06 C2 290.26
C2 291.3 291.29 C3 290.35
C3 291.0 291.19 C4 290.32
C4 291.1 291.21


Ph-CN C1 291.85 291.86
C2 290.88 291.05
C3 290.88 291.01
C4 290.88 290.96


AADc (25 cases) (0.00) 0.13


a C1,C2, C3 and C4 are ipso, ortho, meta amd para carbons in Ph-Z, respectively.
b Ref. 7.
c Average absolute deviation.
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Table 2 consists of three parts. In part (a), the entries
are for C4, para to substituent Z. Parts (b) and (c) are
corresponding entries for C3 and C2, meta and ortho to


substituent Z, respectively. The numerical values and
signs of �CEBEs agree with the Hammett �-constants
fairy well.


Figure 2 shows a plot of observed �CEBEs [fifth
column in part (a) of Table 2] of the C4 (para) atom
versus Hammett �p constants. There are only five ob-
served�CEBEs available in part (a) of Table 2 (n¼ 5). A
linear regression analysis of the form Y¼AþBX resulted
in A¼ 0.0069 and B¼ 0.956 with a correlation coefficient
R¼ 0.979, a standard deviation of 0.115 and a p-value of
0.0038 (see regression 1 in Table 3).


The correlation coefficient of 0.979 is fairly high. The
fitted line almost passes through the origin of the co-
ordinates, with an intercept A¼ 0.0069, indicating the
validity of Eqn (1). Both the standard deviation and p-
value are sufficiently low, indicating satisfactory quality
of the fit. The slope B of the fitted line corresponds to � in
Eqn (1). Hence we have � � 0.956, which is close to
unity. Figure 2 is just a reconfirmation of what Linderberg
et al. demonstrated previously.1 Regression 2 in Table 3 is
the result of another regression analysis to be compared
with regression 1. Calculated �CEBEs instead of ob-
served �CEBEs were used in regression 2 for the same
set of five samples (n¼ 5) as in Fig. 2.The quality of
regression 2 is similar to that of 1. Calculated �CEBEs
correlate with Hammett �p constants as well as the
observed �CEBEs.


Figure 3 shows a plot of calculated�CEBEs of the C4
(para) atom for the whole set of data in part (a) of Table 2


Table 2. Hammett substituent (�) constants vs calculated
and observed �CEBEs (eV) for common groups at para,
meta and ortho carbons in monosubstituted benzenesa


Calculated Observed
Sigma-para �CEBE �CEBE


(a) Substituent (�p)
b (eV) (eV)


1 N(CH3)2 �0.83 �0.95
2 NH2 �0.57 �0.62 �0.56
3 OCH3 �0.28 �0.51
4 OCH2CH3 �0.24 �0.57
5 CH3 �0.16 �0.31 �0.16
6 C2H5 �0.15 �0.35
7 SCH3 0 �0.07
8 F 0.06 0.05 �0.01
9 Cl 0.22 0.05 0.39


10 CN 0.65 0.52
11 NO2 0.78 0.77 0.69


(b) Substituent Sigma-meta (�m)b


1 N(CH3)2 �0.15 �0.56
2 NH2 �0.16 �0.27 �0.16
3 OCH3 0.11 �0.22
4 OCH2CH3 0.1 �0.28
5 CH3 �0.05 �0.24 �0.05
6 C2H5 �0.07 �0.28
7 SCH3 0.15 �0.04
8 F 0.34 0.25 0.49
9 Cl 0.37 0.21 0.09


10 CN 0.61 0.57
11 NO2 0.74 0.75 0.59


(c) Substituent Sigma-ortho (�o)
c


1 OCH3 �0.39 �0.34
2 CH3 �0.17 �0.34 �0.21
3 F 0.24 0.19 0.29
4 Cl 0.2 0.17 0.59
5 NO2 0.8 0.85 0.89
6 N(CH3)2 (�0.89) �0.80
7 NH2 (�0.52) �0.45 �0.46
8 OCH2CH3 (�0.48) �0.42
9 C2H5 (�0.45) �0.39


10 SCH3 (�0.18) �0.13
11 CN (0.61) 0.61 0.47


a The numerical values of Hammett substituent constants in parentheses are
those estimated by substituting �CEBEs in the fitted line (Fig. 5).
b Ref. 8. Determined from the pKas of substituted benzoic acids in water.
c Ref. 9.


Figure 2. Plot of Hammett �p constants against observed
�CEBEs at the C4 (para) atom for n¼5


Table 3. Summary of the linear regressions of the form Y¼AþBX corresponding to Figs 2–5a


Regression Figure A B R SD n p


1 Fig. 2 (para-carbon) 0.0069 0.956 0.979 0.115 5 0.0038
2 Calculated �CEBE vs � (para-carbon) �0.0801 1.033 0.990 0.087 5 0.0013
3 Fig. 3 (para-carbon) �0.131 1.056 0.983 0.099 11 <0.0001
4 Fig. 4 (meta-carbon) �0.2452 1.300 0.968 0.107 11 <0.0001
5 Fig. 5 (ortho-carbon) �0.0385 1.063 0.985 0.099 5 0.0023


a Regression 2, comparison with the regression of Fig. 2; X, Hammett substituent (�) constant; Y, �CEBE in eV; R, correlation coefficient; SD, standard
deviation; n, number of samples; p, p-value.
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versus Hammett �p constants. It corresponds to a total of
11 samples (n¼ 11). The results of a linear regression
analysis of the form Y¼AþBX are summarized in
regression 3 in Table 3. Comparison between regressions
3, 2 and 1 in Table 3 reveals that the qualities of the fitted
lines are similar. Calculated �CEBEs correlate with
Hammett �p constants as well as the observed �CEBEs.
The intercept A is �0.1310, which deviates slightly
from zero. The value of B is 1.033, which is close to
unity.


Figure 4 shows a plot of the data in part (b) of Table 2
for calculated �CEBEs of the C3 (meta to Z) atom versus
Hammett �m constants. The quality of the fit in Fig. 4
(regression 4 in Table 3) is slightly worse than that in
Fig. 3 (regression 3 in Table 3). The intercept A is
�0.2452. Finally, Fig. 5 shows a plot of calculated
�CEBEs of the C2 (ortho to Z) atom, from the data in
part (c) of Table 2, versus Hammett �o constants. A linear
regression analysis of the form Y¼AþBX produced the
values A¼ �0.0385 and B¼ 1.063 with a correlation
coefficient R¼ 0.985, a standard deviation of 0.099, and a
p-value of 0.0023. Within the five samples treated, the
correlation between Hammett �o constants and the cal-
culated �CEBEs of the C2 (ortho) atom in the molecule


is good. Since the number of samples is the same as in
Fig. 2, the quality of the fits may be compared directly:
one finds almost identical regression statistics. Since we
have the fitted line (regression 5 in Table 3) and calcu-
lated values of �CEBEs, we can estimate unknown
Hammett �o constants for some groups. The values in
parentheses in Table 3 are such estimated Hammett �o
constants.


In summary, when calculated�CEBE is used, Eqn (1)
should be modified to


�CEBE � ��þ C ð4Þ


where �� 1, and the absolute value of C is approximately
<0.25. We can see an approximate agreement, in numer-
ical value and in sign, between the CEBE shifts (in eV)
and the corresponding Hammett �-constant. Finally, from
the results of linear regression, we can also estimate the
Hammett �-constant of an unknown molecule by calcu-
lating �CEBE.


The maximum number of samples treated in this work
was only 11, which is not sufficiently large to permit us to
draw any definite conclusion regarding the form of Eqn
(4). Therefore, the form of Eqn (4) is tentative. We are
working with larger number of samples to verify which
form of the equation might improve the relationship
between �CEBE and �. The numerical values corre-
sponding to � and C in Eqn (4) depend on the energy unit
of �CEBE. The unit of eV was employed throughout this
work. If other units such as kJ mol�1 were used for
�CEBE in Eqn (4) � and C would take completely
different values from those given here.
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ABSTRACT: The conformationally restricted allenyl Cope rearrangement of syn-7-allenylnorbornene (10) to
racemic-triene 11 was studied computationally using density functional theory (DFT) methods and the results
were compared with those already calculated for this rearrangement at the (8,8)CASPT2/6–31G*//(8,8)CASSCF/6–
31G* level of theory. The CASSCF level calculations had shown that the rearrangement involves two separate
transition structures 12 and 13 that both lead to common diradical intermediate 14. These findings are consistent with
the 90% stereoselectivity observed in the thermal Cope rearrangements of dimethyl allenylnorbornene derivatives
racemic 7a and 7b. In this study, we found that CASSCF optimized structures 10–12 and 15 could be successfully re-
optimized at the UB3LYP/6–31G* level to structures of similar geometries and relative enthalpies. However, the
CASSCF transition structure corresponding to 13 did not optimize to a UB3LYP version of 13, but rather to the
UB3LYP-optimized structure corresponding to transition structure 12. Despite taking several approaches, an
optimized UB3LYP/6–31G* version of 13 was not found on the UB3LYP potential energy surface. Hence the
UB3LYP results are not only at variance with the CASSCF results but also with the above mentioned experimental
results. The 10! 11 rearrangement was also studied using UBLYP and UBPW91 functionals in addition to UB3LYP
and each of the three functionals predicted a different mechanism, none of them consistent with the experimental or
CASSCF results. Copyright # 2004 John Wiley & Sons, Ltd.
Supplementary electronic material for this paper is available in Wiley Interscience at http://www.interscience.
wiley.com/jpages/0894-3230/suppmat/


KEYWORDS: theoretical calculations; allenylnorbornene; Cope reaction mechanism; density functional theory; CASSCF


INTRODUCTION


The thermal Cope rearrangement has been the subject of
numerous experimental and computational studies.1 For
example, multireference (6,6)CASSCF/6–31G* level cal-
culations on the paradigmatic Cope rearrangement of 1,5-
hexadiene, that included dynamic electron correlation
using either CASPT22 or CASMP23 versions of multi-
reference perturbation theory, have shown that it pro-
ceeds by way of a concerted reaction.1g,1h


Excellent results have also been obtained using density
functional theory (DFT) calculations, performed with
the B3LYP functional (this is the hybrid, Becke, three-
parameter, exchange functional of Lee, Yang, and Parr4),
for the concerted Cope rearrangements of 1,5-hexadiene1i,1j


and more highly unsaturated derivatives.1k The aromatic
character of certain of these concerted transition


structures has also been confirmed by computed magnetic
properties5 and the density of effectively unpaired
electrons.6


Some Cope rearrangements, however, have been found
to be non-concerted. For example, radical stabilizing
groups7 or relief of steric strain5b,8 have resulted in
mechanisms in which bond breaking precedes bond mak-
ing, resulting in bis-allyl diradical intermediates. Cyclo-
hexane-1,4-diyl derivatives have also been favored as
intermediates for cases in which bond making precedes
bond breaking.9 Since both of these types of non-concerted
Cope rearrangements involve singlet diradical intermedi-
ates, it might be expected that single reference DFT theory
may have difficulty in dealing properly with them. Proper
treatment would require that the reference wavefunction
be represented by more than one Slater determinant and
UDFT (unrestricted variant of DFT) calculations use
single determinants of Kohn–Sham orbitals.10


It has also been reported that pure density functionals
such as UBLYP and UBPW91 perform better than hybrid
functionals (e.g. B3LYP) for certain reactions involving
singlet diradical intermediates. Schreiner has reported
that UBLYP performs much better than UB3LYP in
calculations on dehydrobenzene singlet diradicals as
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intermediates in the Bergman cyclization of enediynes.11


In addition, calculations performed by Staroverov and
Davidson on the Cope rearrangements of 1,3,5-tricyano-
1,5-hexadiene and 1,3,4,6-tetracyano-1,5-hexadiene have
shown that UBPW91 gives much more believable results
than either UB3LYP or UB3PW91, with the last two
methods predicting what the authors consider a spurious
stationary point in each case.6


Another reaction that has been studied recently, by
both experimental and theoretical methods, is the allenyl
Cope rearrangement of 1,2,6-heptatriene (1) to methy-
lene-1,5-hexadiene (2). Roth et al. have shown that
approximately half of this rearrangement proceeds
through a trappable monoallylic cyclohexane-1,4-diyl
diradical intermediate 3.12 Wessel and Berson have also
studied the allenyl Cope rearrangement of (R,E)-5-
methyl-1,2,6-octatriene (4), an optically active dimethyl
derivative of 1.13 Based on the observed stereochemistry
of this reaction, which affords all four possible config-
urational stereoisomers of 4-methyl-3-methylene-1,5-
heptatriene (5), they concluded that at least 16% of the
rearrangement passes through configurationally diaster-
eomeric diradicals 6.


The 1! 2 rearrangement was subsequently studied by
computational methods.14 Both (8,8)CASPT2/6–31G*//
(8,8)CASSCF/6–31G*andUB3LYP/6–31G*calculations
gave very similar descriptions of the potential energy
surface (PES), finding two different pathways that diverge
only after passage over a common rate-determining tran-
sition state. One pathway leads to formation of diradical 3
whereas the other leads directly to product 2, without
formation of intermediate 3. Furthermore, neither of the
calculated transition structures (i.e. between 1 and 3 and
between 2 and 3) exhibited appreciable allylic delocaliza-
tion. For this particular Cope rearrangement, the less
costly UB3LYP calculation was shown to perform as well
as the more costly CASSCF calculation, even though it
involves, in part, a singlet diradical intermediate.


One of us has also made an experimental study of the
conformationally restricted allenyl Cope rearrangement
of dimethyl syn-7-allenylnorbornenes racemic 7a and
racemic 7b.15 The reaction was found to be essentially
90% stereoselective. Pyrolysis of epimer 7a gave 95% of
a mixture of (E)-8 and (Z)-9 and 5% of a mixture of (Z)-8
and (E)-9. Correspondingly, pyrolysis of the other epimer
(7b) gave 96% of a mixture of (Z)-8 and (E)-9 and 4% of
a mixture of (E)-8 and (Z)-9.


Although a concerted mechanism might explain the
formation of the major products from both 7a and 7b, it
cannot, by itself, account for the formation of the minor
products. Therefore, we concluded that a monoallylic
bicyclic 1,4-diyl intermediate was involved in the reac-
tion, at least in the formation of the minor products.


In an attempt to account for the stereoselectivity
observed in the 7! 8þ 9 rearrangements, we subse-
quently performed calculations at the (8,8)CASPT2/6–
31G*//(8,8)CASSCF/6–31G* level of theory on the Cope
rearrangement of syn-7-allenylnorbornene (10) to give
racemic trienes 11.16 The calculations indicated that the
10! 11 rearrangement is much more complicated than
similar CASSCF calculations made the 1! 2 rearrange-
ment out to be. As mentioned above for the 1! 2
rearrangement, two possible pathways involving a single
rate-determining transition structure were found, one a
1! 3! 2 non-concerted pathway and the other a 1! 2
concerted pathway. By contrast, for the 10! 11 rearran-
gement the PES was calculated to involve two separate
rate-determining transition structures 12 and 13, which
both lead to the common diradical intermediate 14.
Optimized structures for 12 and 13 are shown in Fig. 1.
Transition structure 13, which has virtually zero allylic
stabilization, was found to be 2.1 kcal mol�1


(1 kcal¼ 4.184 kJ) higher in enthalpy than 12 and a
common lower energy transition structure 15 was found
to connect diradical 14 and product 11. The terminal
methylene group of 10 was also shown to rotate in only
one direction when passing through transition structure
12 (‘stereospecific’ pathway), but to rotate freely in either
direction when passing through transition structure 13
(non-‘stereospecific’ pathway).
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If the 7! 8þ 9 rearrangement proceeds in a similar
manner to the 10! 11 rearrangement, the formation of the
major products 8 and 9 from 7 could be interpreted in
terms of a comparable ‘stereospecific’ 10! 12!
14! 15! 11 pathway, whereas the formation of the
minor products could be seen as arising from the com-
parable non-‘stereospecific’ 10! 13! 14! 15! 11
pathway.


CASSCF calculations have thus been shown to give
excellent agreement with experiment for both the 1! 2
and 10! 11 allenyl Cope rearrangements. As UB3LYP
calculations also gave good results for the 1! 2 rearran-
gement, in spite of the perceived shortcomings of the
method for reactions involving singlet diradical inter-


mediates,10 we were anxious to test the performance of
UB3LYP on the apparently more complex 10! 11
rearrangement. We were particularly interested to see if
UB3LYP would reproduce both the 10! 12! 14!
15! 11 (‘stereospecific’) and 10! 13 ! 14! 15!
11 (non-‘stereospecific’) pathways uncovered by the
CASSCF calculations.


The current popularity of the B3LYP functional for
DFT calculations also served as an impetus to make it the
focus of our DFT study. However, in view of recent
reports that B-functionals might be more appropriate
than B3-functionals for a study of the Cope and related
rearrangements,6,11 we were also interested in making
some comparisons of the two functional types in our DFT
study of the 10! 11 rearrangement.


COMPUTATIONAL METHODOLOGY


The majority of the UDFT calculations (unrestricted
variant of DFT) were carried out using the hybrid Becke
three-parameter exchange functional of Lee, Yang, and
Parr4b (UB3LYP). Other calculations were done using the
UBLYP and UBPW91 functionals. All calculations made
use of the 6–31G* basis set and the Gaussian 9417a or
Gaussian 9817b suite of programs. The structures result-
ing from these calculations are represented approxi-
mately by ChemDraw structures in Table 1 and their


Figure 1. CASSCF/6–31G* optimized geometries of transi-
tion structures 12 and 13. Coordinates can be found in the
Supporting Information section of Ref. 16


Table 1. Carbon–carbon bond lengths (Å) for stationary points on the (8,8)CASSCF,16 UB3LYP, UBLYP and UBPW91 potential
surfaces for the Cope rearrangement of syn-7-allenylnorbornene (10) to triene 11 (10–16), obtained with the 6–31G* basis seta


Structure Method C1—C2 C2—C3 C3—C4 C4—C5 C5—C6 C6—C7 C7—C8 C4—C8 C2—C6


10 CASSCF 1.32 1.32 1.51 1.55 1.52 1.34 1.52 1.58
RB3LYP 1.31 1.31 1.51 1.56 1.52 1.34 1.52 1.56
RBLYP 1.32 1.32 1.52 1.58 1.53 1.35 1.53 1.58
RBPW91 1.32 1.32 1.51 1.57 1.52 1.35 1.52 1.57


11 CASSCF 1.34 1.47 1.34 1.52 1.55 1.51 1.34 1.56
RB3LYP 1.34 1.46 1.34 1.51 1.56 1.52 1.34 1.54
RBLYP 1.35 1.47 1.35 1.52 1.58 1.53 1.35 1.55


12 CASSCF 1.37 1.36 1.49 1.54 1.54 1.43 1.50 1.63 1.90
UB3LYP 1.35 1.36 1.48 1.55 1.55 1.42 1.49 1.63 1.88


13 CASSCF 1.41 1.34 1.51 1.54 1.54 1.44 1.51 1.60 1.84
14 CASSCF 1.37 1.41 1.50 1.55 1.55 1.52 1.52 1.61 1.57


UB3LYP 1.37 1.41 1.50 1.56 1.57 1.52 1.51 1.59 1.54
UBPW91 1.38 1.41 1.50 1.57 1.57 1.52 1.51 1.60 1.55


15 CASSCF 1.36 1.43 1.44 1.54 1.55 1.52 1.46 1.90 1.58
UB3LYP 1.36 1.43 1.43 1.54 1.56 1.52 1.44 1.93 1.55


16 RB3LYP 1.34 1.38 1.44 1.54 1.55 1.42 1.45 1.80 1.83
RBLYP 1.35 1.39 1.45 1.56 1.57 1.43 1.46 1.81 1.86
RBPW91 1.36 1.38 1.46 1.55 1.56 1.43 1.47 1.71 1.81


a The RB3LYP structure 16 is a second-order saddle point, exhibiting two imaginary frequencies. Full sets of coordinates and energies for all B3LYP, BLYP and
BPW91 structures are available in the Supplementary materials. Coordinates and energies for all CASSCF structures are available in the Supporting
Information accompanying Ref. 16.
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coordinates, energies, spin contamination values (S2), and
imaginary frequencies are provided in the Supplementary
material (available in Wiley Interscience). When
UB3LYP, UBLYP, and UBPW91 wavefunctions reduced
to their restricted variant (i.e. when S2¼ 0), they are
represented in Table 1, and below, as RB3LYP, RBLYP
and RBPW91 wavefunctions, respectively. Appropriate
vibrational analyses were also carried out to characterize
stationary points as energy minima or as transition
structures and to obtain zero-point energy differences.
All energy comparisons that follow are between zero-
point energy corrected structures.


RESULTS AND DISCUSSION


Since (8,8)CASSCF optimized versions of structures 10–
15 were available from previous calculations,16 our first
series of calculations consisted of re-optimizing them at
the UB3LYP level. As shown in Table 1, (8,8)CASSCF-
optimized structures 10–12, 14 and 15 were successfully
re-optimized at the UB3LYP level to structures of similar
geometries. Figure 2 compares the relative enthalpies
among these structures calculated at the (8,8)CASPT2/6–
31G*//(8,8)CAACF/6–31G* and UB3LYP/6–31* levels
of theory. The agreement is reasonably good, although
it is less so when the energies of 12 (S2¼ 0.386),
14 (S2¼ 1.031) and 15 (S2¼ 0.751) were corrected for
spin contamination. {Corrections were made using the fol-
lowing equation, where labels 1 and 3 refer to singlet and
triplet, respectively: E1 (corr)¼E1 (UDFT)þ ½ð<S2>1=
ð<S2> 3�<S2>1Þ�� [E1(UDFT)�E3(UDFT)}.18Con-
nections among all structures on the UB3LYP and
CASSCF16 potential energy surfaces were confirmed by
intrinsic reaction coordinate (IRC) calculations. Thus


UB3LYP calculations reproduce well the 10! 12!
14! 15! 11 ‘stereospecific’ pathway uncovered earlier
using (8,8)CASSCF calculations.


Importantly, however, UB3LYP optimization of
(8,8)CASSCF-optimized transition structure 13 did not
produce a UB3LYP version of structure 13 but rather the
UB3LYP-optimized structure corresponding to transition
structure 12. (8,8)CASSCF-optimized 13 had been ob-
tained previously16 by employing a Synchronous Transit-
Guided Quasi-Newton (STQN) calculation using
(8,8)CASSCF-optimized 10 and 11 as the starting struc-
tures. [This calculation was done in the search for a
possible concerted transition structure between 10 and
11. However, the first-order saddle point obtained (13)
was shown by IRC calculations to connect to diradical 14
(in addition to 10) and not to product 1116]. However,
when a similar STQN calculation was performed at the
UB3LYP level using UB3LYP-optimized 10 and 11 as
starting structures, the resulting structure 16 (cf. Table 1)
resembled a concerted transition state (i.e. relatively long
C2—C6 and C4—C8 bonds) but had two imaginary
frequencies. [Animation of one imaginary frequency
(�763 cm�1) stretched only the C2—C6 bond whereas
animation of the other (�416 cm�1) stretched only the
C4—C8 bond (cf. Table 1)]. Hence it appears that a
transition structure resembling 13, i.e. with virtually
zero allylic stabilization, does not exist on the UB3LYP
PES and hence the non-‘stereospecific’ 10! 13!
14! 15! 11 pathway is not readily reproduced using
UB3LYP. [When a single-point energy calculation was
performed at the UB3LYP level on transition structure
13, using its (8,8)CASSCF-optimized geometry, the re-
sulting structure had an enthalpy 2.9 kcal mol�1 higher
than the UB3LYP transition structure 12. This compares
with a 2.1 kcal mol�1 enthalpy difference between
(8,8)CASSCF-optimized structures 12 and 13].


Next we investigated whether the 10! 12! 14!
15! 11 pathway could be obtained using UB3LYP
calculations alone, i.e. without reference to the
CASSCF-optimized structures as discussed above.
(8,8)CASSCF-optimized structures 12 and 15 had been
obtained by incrementally lengthening the C2—C6 or
C4—C8 bonds in diradical 14 (cf. Table 1) that must be
cleaved to produce reactant 10 or product 11, respec-
tively, with optimization at each step.16 The highest
energy structures thus obtained were then successfully
optimized as first-order saddle points (12 and 15) at the
(8,8)CASSCF/6–31G* level. When a UB3LYP calcula-
tion, beginning from the UB3LYP-optimized diradical
14, was conducted in exactly the same way, a UB3LYP
version of transition structure 15 was readily obtained on
the product (11) side. On the reactant (10) side, however,
optimization of the highest point obtained at the UB3LYP
level did not produce UB3LYP-optimized 12, but rather
structure 16 (cf. Table 1) with two imaginary frequencies.
[Even when a very small step size (0.01 bohr) and the
‘notrustupdate’ keyword in Gaussian 98 were used for the


Figure 2. Reaction coordinate diagram showing zero-point
corrected enthalpy differences (in kcalmol�1) among opti-
mized structures 10–12, 14 and 15, computed at the
(8,8)CASPT2/6–31G*//(8,8)CASSCF/6–31G* (bold type)16


and UB3LYP/6–31G* (normal type) levels of theory.
UB3LYP/6–31G* energies further corrected for spin contam-
ination are shown in italics
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transition structure optimization, the resulting structure
was 16 and not structure 12]. However, optimization of
the structure of slightly lower energy on the side towards
the diradical did produce the same UB3LYP structure 12
that was produced from UB3LYP/6–31G* optimization
of the CASSCF version of 12 as starting structure. Thus,
although the 10! 12! 14! 15! 11 pathway was
eventually found using UB3LYP calculations alone, tran-
sition structure 12 was not uncovered in a straightforward
manner.


On the other hand, optimization of (8,8)CASSCF-
optimized transition structure 13 at the UBLYP level
gave a structure resembling 16 with only one imaginary
frequency (� 494 cm�1). Animation of this imaginary
frequency simultaneously stretched both the C2—C6 and
C4—C8 bonds (cf. Table 1) and IRC calculations con-
firmed that the RBLYP-optimized transition structure 16
connects to reactant 10 and product 11 on the RBLYP
PES. The calculated enthalpy difference between RBLYP
reactant 10 and transition structure 16 is 33.1 kcal mol�1.
This is 2.5 kcal mol�1 higher than the (8,8)CASPT2/6–
31G*//(8,8)CASSCF/6–31G* enthalpy difference be-
tween reactant 10 and transition structure 12 and
0.1 kcal mol�1 higher than the UB3LYP enthalpy differ-
ence (after correction for spin contamination18) between
10 and 12 (cf. Fig. 2) [A UBLYP single-point calculation
was also performed on UB3LYP structure 12 and the
enthalpy difference between the resultant structure and
RBLYP reactant 10 was calculated to be 34.8 kcal mol�1;
this value is close to the 33.1 kcal mol�1 enthalpy differ-
ence between RBLYP structures 16 (cf. Fig. 2) (the
concerted transition structure) and RBLYP reactant 10].
Given that the 7! 8þ 9 rearrangement has been shown
experimentally not to involve a single concerted transi-
tion state,15 it is unlikely that the RBLYP concerted
transition structure 16 is a valid one.


Optimization of (8,8)CASSCF-optimized transition
structure 13 at the UBPW91 level also gave a structure
most closely resembling 16 with only one imaginary
frequency (�380 cm�1). As shown in Table 1, although
the C2—C6 bond is lengthened to 1.81 Å, almost as much
as it is in the corresponding RBLYP transition structure
(1.86 Å), the C4—C8 bond is lengthened to 1.71 Å, only
about half as much as in the the RBLYP case (1.81 Å).
Furthermore, animation of the imaginary frequency pri-
marily stretched the C2—C6 bond and IRC calculations
showed that the RBPW91-optimized transition structure
16 is actually connected to diradical 14, instead of
product 11 (in addition to reactant 10) on the UBPW91
PES. In addition, the terminal methylene group of 10 was
found by this RBPW91 calculation to rotate in one
direction only for the 10! 16! 14 process (A pathway
from 14 to 11 was not calculated using the BPW91
functional). Based on this ‘stereospecific’ formation of
diradical 14 using BPW91, one would expect the com-
parable 7! 8þ 9 rearrangements to give only the major
products observed experimentally, i.e. (E)-8 and (Z)-9


from 7a and (Z)-8 and (E)-9 from 7b, with none of the
minor products.15


CONCLUSIONS


We have found that the lower energy ‘stereospecific’
10! 12! 14! 15! 11 pathway previously calcu-
lated16 at the (8,8)CASPT2//(8,8)CASSCF level of the-
ory can be well reproduced at the UB3LYP level (cf.
Fig. 2). However, the slightly higher energy non-‘stereo-
selective’ 10! 13! 14! 15! 11 pathway appears not
to exist on the UB3LYP PES: while a transition structure
corresponding to 13, with virtually zero allylic stabiliza-
tion, was readily found at the (8,8)CASSCF level, such a
structure could not be located by a similar method on
the UB3LYP PES. Furthermore, even when the
(8,8)CASSCF/6–31G* version of 13 is used as a starting
structure for a UB3LYP/6–31G* optimization, the result-
ing transition structure is 12, with a significant amount of
allylic stabilization.


Hence the UB3LYP results appear to predict that the
10! 11 rearrangement should be 100% ‘stereospecific’
via the 10! 12! 14! 15! 11 pathway, whereas the
(8,8)CASSCF results produce an additional transition
structure (13) that can account for the formation of the
minor products in the Cope rearrangements of 7a and 7b,
observed experimentally to be 90% stereoselective.15


(Were it not for the fact that the CASSCF results are
clearly in better agreement with the experimental results
for the 7! 8þ 9 rearrangement,15 it could be argued that
the B3LYP calculations, which fail to locate transition
structure 13, are more correct than the CASSCF
calculations; this is because the CASSCF method can
exaggerate the stability of the diradical nature of transi-
tion structures and intermediates in some cases). Further-
more, the BLYP and BPW91 functionals were found to
give results even more at variance with the (8,8)CASSCF
calculated values,16 and also with the experimental re-
sults obtained for the 7! 8þ 9 rearrangement.15 The
BLYP calculations predict only a single concerted
10! 11 rearrangement and the BPW91 calculations a
‘stereospecific’ formation of diradical 14 and therefore
product 11. Moreover, the geometry of the BPW91-
calculated transition structure (16) between reactant 10
and diradical 14 is very different from the geometries of
transition structure 12, which also links 10 to 14, calcu-
lated at both the (8,8)CASSCF and UB3LYP levels (cf.
C4—C8 and C2—C6 bond lengths in Table 1). [The
UBPW91 enthalpy difference between 10 and 14 is
2.9 kcal mol�1 higher than the (8,8)CASPT2/6–31G*//
(8,8)CASSCF/6–31G* enthalpy difference and 0.7 kcal
mol�1 higher than the UB3LYP difference, after correc-
tions for spin contamination18].


We compared the results of several calculations aimed
at defining the PES for the apparently rather complex
allenyl Cope rearrangement of syn-7-allenylnorbornene
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(10) to triene 11 and found only the CASSCF results to be
consistent with the stereoselectivity observed experimen-
tally in the comparable allenyl Cope rearrangement of
dimethyl-substituted allenylnorbornenes 7a and 7b.15


Although computationally less expensive DFT calcula-
tions have given results commensurate with CASSCF for
certain Cope rearrangements,1i–k that does not appear to
be the case for the 10! 11 rearrangement. Those doing
their own calculations on Cope or similar rearrangements
may want to take the results of our study into account in
deciding upon the level and type of computational
method or methods to employ. In this case, the CASSCF
results appear to be superior to the B3LYP results.
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ABSTRACT: A combined experimental and theoretical study on the self-assembly of three molecules, 2,20-
dipyridylamine, 2-(1-phenylamino)pyridine and 2-methylaminopyridine was performed. The effect of concentration
increase in low-polarity solvents was investigated. The average molecular weights, dipole moments and IR spectra of
these compounds were measured in C6H6, CCl4 and CHCl3. A strong association of all these molecules was found,
through N—H � � �N hydrogen bonding. The form of associates is different; in molecules containing the N-aromatic
ring the aggregates have a dipole moment decreasing with concentration whereas in N-methylaminopyridine a
considerable increase in dipole moment with concentration was observed. DFT B3LYP/6–31G(d,p) calculations for
monomers, dimers, trimers and tetramers of these three molecules were performed to model the structures of possible
aggregates. Copyright # 2005 John Wiley & Sons, Ltd.


KEYWORDS: self-assembly; aminopyridines; hydrogen bonding; dipole moments; Fourier transform infrared spectra


INTRODUCTION


Self-assembly of molecular systems leads to the forma-
tion the aggregates, the secondary and tertiary structures
of which are responsible for biological functionality as in
DNA and peptides. Some natural macromolecules reveal
exceptional mechanical (e.g. silk fibers)1, catalytic2 or
electrical properties.3 A major challeng is to discover
synthetic nanomaterials with properties which can even
exceed those of natural materials,4 such as molecular
containers,5 supramolecular tubes6 and artificial ion
channels.7 The development of such sophisticated syn-
thetic oligomers requires a precise knowledge of the
mechanism of self-aggregation.


Among the molecular forces responsible for self-
assembly, hydrogen bond interactions are the main fac-
tors in recognition mechanisms. By compensation of
enthalpic and entropic effects, structures with relatively
low dissociation barriers are formed, leading to fast
association-dissociation processes allowing optimal
matching8 of structural elements, which is important,
for example, in replication procedures.


2-Aminopyridine containing complementary donor
(NH) and acceptor (azaaromatic nitrogen atom) units is


a well-established structural motif in self-aggregation
procedures:


This type of N—H � � �N hydrogen bonds is also respon-
sible for the recognition and self-aggregation of
DNA helix strands. Linear oligomers with a built-in
2-aminopyridine motif form synthetic duplex nanostruc-
tures such as zipper ladder molecules. Extensive experi-
mental studies on the aggregation of 2-aminopyridine-
type oligomers both in the solid state and in solution have
been performed9,10 to understand the structural and
thermodynamic effectiveness of self-assembly of chains
of various lengths.


In this work, we undertook detailed experimental and
theoretical studies on the self-assembly of three 2-ami-
nopyridine derivatives in low-polarity solvents as a func-
tion of concentration. The aim of this study was to
understand the conditions of aggregation of the elemen-
tary, monomeric units containing the 2-aminopyridine
moiety and to elucidate the structures of dimers and


Copyright # 2005 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2005; 18: 751–762


*Correspondence to: M. Rospenk, Faculty of Chemistry, University of
Wrocław, F. Joliot-Curie 14, PL-50383 Wrocław, Poland.
E-mail: mr@wchuwv.chem.uni.wroc.pl
Contract/grant sponsor: Polish Committee for Scientific Research;
Contract/grant number: KBN 3T09A07527.
ySelected paper presented for a special issue dedicated to Professor
Otto Exner on the occasion of his 80th birthday.







higher aggregates. Not only cyclic dimerization is in-
volved, but also the formation of chains:


Three derivatives of 2-aminopyridine were selected,
where the one of hydrogens of the NH2 group was
replaced with a 2-pyridine (1), phenyl (2) or methyl (3)
substituent. The acidity of the NH group gradually
decreases in this order, and also the steric requirements.
In the case of 2,20-dipyridylamine, there are two basic
centres in the molecule which introduce additional
possibilities for polymer formation with increasing
concentration.


A combined experimental approach for the study in
solutions was undertaken, involving measurements of IR
spectra, dipole moments and average molecular weights.
Such a combination of experimental techniques was
previously successfully applied to the aggregation of 2-
oxoindolines11 and diphenylguanidine12 in solution. A
strong decrease of dipole moment with concentration was
evidence of cyclic dimer formation. IR spectra provide
the most precise association constants, at least in the first
step of aggregation, dipole moments describe the struc-
ture of the units formed and average molecular weights
indicate the extent of aggregation in particular solvents at
various temperatures and ranges of concentration.


The results of our studies are in line with and will be
discussed in the context of previous studies of self-
aggregation of 2- and 3- aminopyridines.13 Each of the
two N—H bonds in these compounds can be a proton
donor, which leads to complications in IR spectra14 and
increases the variety of the types of aggregation.


The dipole moments of 2,20-dipyridylamine in solution
have been studied previously15 and it was found that they
decrease with increase in temperature, which was inter-
preted on the basis of conformational rearrangements.
This conclusion was verified in this work by measure-
ments of dipole moments as function of concentration,
and also based on average molecular weights, IR spectra
and theoretical calculations.


The solid-state structure shows the formation of a
cyclic dimer of N—H � � �N type between two molecules
of 2,20-dipyridylamine (see later). It is of interest to
establish whether such aggregates are formed in solution,
and how the form of aggregation depends on concentra-
tion. N-Phenyl- and N-methyl-2-aminopyridines are
molecules where one can expect simplification of the
structures of aggregates. The results for these compounds


may be a model for complexation of 2,20-dipyridylamine,
but also specific differences can be expected.


EXPERIMENTAL


Commercial (Aldrich) 2,20-dipyridylamine (2,20-DPA)
and 2-(1-phenylamino) pyridine (2-ANP) were purified
by multiple recrystallization from hexane; 2-methylami-
nopyridine (2-MAP) was not purified.


Measurements of average molecular weight were per-
formed in CCl4, C6H6, CH3Cl and CH3OH solutions over
the concentration range x2¼ (1–90)� 10� 3, of dipole
moments in CCl4 and C6H6 solutions for x2¼ (1–45)�
10� 3 and of IR spectra in CCl4 solutions over the con-
centration range x2¼ (0.6–60)� 10� 3.


Dielectric capacity was measured with an accuracy
�C/C� 10� 4 by using the heterodyne beat method at
2 MHz on a DM01 (WTW) dipolmeter. The measure-
ments were performed at 25 �C. The density was deter-
mined by means of the pycnometric method with a
precision of �2� 10� 4 g cm�3. The dipole moments
were calculated by using the Hedestrand method.16


Refractive indices were determined by using an Abbé
refractometer with a precision of �5� 10� 5. RD was
assumed to be the sum of electron and atom polarizations.
The average molecular weights (Mav) were determined by
using a model 070 osmometer (Genotic) at 40 �C for all
aminopyridines. The IR spectra in the �s(NH) region
were measured at 25 �C on a Nicolet Nexus Fourier
transform IR spectrophotometer at 1 cm�1 resolution in
a quartz cell (d¼ 0.01–5 cm).


Calculations


DFT calculations for various conformations of the 2,
20-DPA, 2-ANP and 2-MAP monomers dimers, trimers
and tetramers [energies, geometries, dipole moments,
�(NH) wavenumbers and IR intensities] were performed
at the B3LYP/6–31G** level using the Gaussian 98
program.17 The energies of particular forms of aggrega-
tion were compared between different conformers and
only relative values with respect to the lowest ones are
discussed. Corrections of zero-point energy at room
temperature were included in the values of the energy
of particular states.


RESULTS AND DISCUSSION


Dipole moments


Dipole moments were determined in CCl4 and benzene
solutions. In both solvents one observes a concentration
dependence of effective dipole moment. The concentra-
tion and solvent effects on the effective dipole moment
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are illustrated in Fig. 1, where the �2 (D) is plotted
against x2 (molar fraction of solute).


From the plots, it follows that the association takes
place in both solvents. In the case of 2,20-DPA and 2-ANP
the association leads to the formation of less polar
species. For 2-MAP the dipole moments were determined
only in CCl4 and the results show that association leads to
the formation of more polar species.


Following Exner’s reasoning,18,19 the dependence of
effective dipole moments on concentration can be ex-
pressed accordings to Eqn (1), which is a rearranged
version of Eqn (17) in Ref. 18:


�2
efðXM þ 2XDÞ=ðXM þ XDÞ ¼ �2


D þ XMð�2
M � �2


DÞ ð1Þ


where �D and �M are the dipole moments of the dimer
and monomer, respectively; XM ¼ CM=ðCM þ CDÞ and
XD ¼ 1 � XM are the mole fractions of solute in mono-
mer and dimer form, respectively. In our experience,11


the most objective data on XD and XM can be obtained
from the association constant provided by spectroscopic
(IR) measurements. The values of �M and �D in CCl4
determined according to the above procedure are pre-
sented in Table 1.


The calculations were performed within the x2 range
from 0 to 0.03 on the assumption that mainly dimeriza-
tion takes place. Such an assumption seems to be
supported by other measurements (see later). Only for
2-MAP is �D markedly higher than �M; in other cases the


results are reversed and the values of �D are lower
than �M. The values obtained will be used further in
the procedure of structure estimation of particular
aggregates.


The character of the �2 dependences on concentration
in CCl4 is very similar to that in C6H6 (Fig. 1). Because of
a lack of association constants from IR spectroscopy in
the latter solvent, �M and �D were not calculated in this
case.


The experimental results can be verified by comparison
with the results of Pawełka et al.20 The dipole moment of
2-MAP obtained in C6H6 was 2.05 D, and it can be taken
a good reproduction of our �M for this compound. The
measurements in the cited work20 were performed within
x2 range 0.0005–0.007, showing that average values
obtained within this concentration range are values for
the monomer with a small increase from the contribution
of some dimers, where �D¼ 3.66 D.


A similar behaviour to that of 2-MAP is shown by 2-
aminopyridine in C6H6, CCl4 and cyclohexane;13 the
dipole moments increase with concentration and extra-
polated values of �M are 1.80, 1.92 and 1.98 D for cyclo-
hexane, CCl4 and benzene, respectively. Chloroform as a
solvent interacts so strongly with 2-aminopyridine that no
dependence on concentration could be observed.


The procedure for estimating �M and �D was per-
formed over a wide concentration range. According to
the results of average molecular weights (Mav) and IR
spectra, a safe range for using the assumption about the
domination of the equilibrium between monomers and
dimers is up to 0.3 M, which is at x2� 0.03. Nevertheless,
it was the whole concentration range used for dipole
moment determination.


Average molecular weights (Mav)


The Mav values of investigated compounds were deter-
mined in various solvents (CCl4, C6H6, CHCl3 and
CH3OH) at 40 �C. In each case, except for methanol an
increase of Mav with increase in concentration was
observed. An especially strong increase in Mav was
observed at concentration above 0.3 M. The results are
shown in Fig. 2.


The solvent effect on the association was observed; at
concentrations < 0.3 M in chloroform the association is
very weak; above this concentration the dependences in
the different solvents, except methanol, are similar. In
2-MAP the concentration increase leads to chain aggre-
gates whereas in the case of 2,20-DPA and 2-ANP a cyclic
form predominates.


At concentrations < 0.3 M, the relative molecular
weights (Mav=Mmon) do not exceed 1.5, so also on the
basis of evidences from molecular weight one can assume
that in most cases only dimerization takes place:


2A Ð A2


1.5


2.1


2.7


2.3


2.9


3.5


4.1


4.7


0 0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04 0.045


x2


µ2
[D


2 ]


CCl4
C6H6


c)


b)


a)


Figure 1. Concentration dependence of squares of dipole
moments of (a) 2,20-DPA, (b) 2-ANP and (c) 2-MAP. x2, molar
fraction of solute


Table 1. Experimental values of dipole moments of 2,20-
DPA, 2-ANP and 2-MAP in CCl4 within the range of x2 from
0 to 0.03, derived with the use of Kass from IR measurement


Kass (IR)
Compound (dm3 mol�1) �M (D) �D (D)


2,20-DPA 8� 1 1.80� 0.05 0.58� 0.1
2-ANP 3.2� 0.5 1.97� 0.03 0.41� 0.05
2-MAP 2.2� 0.5 1.94� 0.03 3.66� 0.1
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This allowed the dimerization constant to be determined:


Kass ¼ ½A2�=½A�2 ð2Þ


where [A2] and [A] are molar concentrations of dimers
and monomers, respectively. The results are given in
Table 2.


The values are similar to those in Table 1, but the data
from molecular weights give a larger spread of Kass


values than those from IR measurements. Using values
of Kass from IR one is able to predict the dependence of
molecular weight on concentration also at higher con-
centrations. The plots given only for CCl4 (Fig. 3)
obviously demonstrate that above a concentration of
0.3 M a further association to higher aggregates than
dimers takes place. At least trimers are formed, but in
2-MAP tetramers also have to be considered.


IR spectra


In the three compounds there is a single NH acidic group
and one pyridine (two in 2,20-DPA) basic group. This
should give a much simpler �(NH) absorption pattern
than in the case of previously studied aniline derivatives
with two NH donors.21 Nevertheless, the spectra appear
to be complicated (Fig. 4) and even in the range of non-
bonded �(NH) absorption bands only 2,20-DPA reveals a


single absorption band. It is important to mention that the
IR experiments were performed with the restriction that
the product of molar concentration and the cell thickness
is constant; the amount of absorbing molecules in the
light path is constant.


The changes observed in the spectra in Fig. 4 are
directly connected with the formation of the complexes;
there is a decrease in absorption in the range above
3400 cm�1 and with increasingly strong absorption in
the range 3400–2700 cm�1. There is a wide �(N—
H � � �N) absorption with the structure resulting from
Fermi resonance in the range of the overtones and
combination bands of deformational �(NH) and �(CH)
bands and also �(CH). To characterize this absorption,
the centre of gravity was calculated [with deduction of
the �(CH) absorption, as it is at the lowest concentration,
	0.002 M]. Its position in 2,20-DPA shifts to lower
wavenumbers: 3124, 3111, 3107, 3100 and 3096 cm�1


at concentrations of 0.005, 0.01, 0.02, 0.1 and 0.5 M


respectively, suggesting that higher aggregates, appearing
at higher concentrations, form stronger hydrogen bonds
[Fig. 4(a)].


The integrated absorption observed above 3380 cm�1


[assigned to free �(NH) modes] was used to calculate
dimerization constants, on the assumption made pre-
viously that dimerization strongly predominates in this
concentration range. Some support for this assumption
may also be gained from the rather small long-wave shift
of the position of the centre of gravity, mentioned above.
The dimerization constants obtained are presented in
Table 1.


The general pattern of the spectra in Fig. 4(b) (for 2-
ANP) is similar to those in Fig. 4(a). The highest
concentration in CCl4 at room temperature was 0.3 M,
because of the low solubility. One difference is that the
band at 3232 cm�1 of 2,20-DPA is now located at lower
wavenumber (3228 cm�1). The centre of gravity of the
�(N—H � � �N) absorption is nearly the same, 3096 cm�1,
but no shift with concentration was found. The most
striking difference is the appearance of a doublet of
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Figure 2. Concentration dependence of average molecular
weight of (a) 2,20-DPA, (b) 2-ANP and (c) 2-MAP in different
solvents


Table 2. Dimerization constants derived from average mo-
lecular weigh measurements


Kass (dm3 mol�1)


Compound CCl4 C6H6 CHCl3


2,20-DPA 6� 2.5 10� 3.5 —
2-ANP 2.6� 1.5 4� 1.5 1.5� 0.8
2-MAP 2� 1 1.5� 0.8 1� 0.5
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Figure 3. Comparison of experimental and calculated con-
centration dependences of Mav/Mmon of (a) 2,20-DPA, (b) 2-
ANP and (c) 2-MAP. Values of Kass were taken from IR
measurements in CCl4 (see Table 1)
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�(NH) ‘free’. In addition to the band at 3419 cm�1 (in
2,20-DPA at 3427 cm�1), there is also a higher wavenum-
ber band at 3446 cm�1. A possible explanation is that
there are two different conformers of 2-ANP monomer.
This assumption will be further verified on the basis of
quantum chemical calculations. The spectra of 2-MAP,
which shows weaker association at concentrations below
0.3 M, are shifted to higher wavenumbers, the centre of
gravity being located at 3172, 3191 and 3213 cm�1 at
concentrations of 0.06, 0.3 and 0.6 M, respectively. This
suggests that the character of aggregation in this com-
pound is different to that in 2,20-DPA. The spectra in the
range of free NH group stretching vibrations show a
doublet shifted to higher wavenumbers than in 2-ANP,
suggesting also here the equilibrium between different
monomers in CCl4 solution.


Theoretical calculations


The above experimental characteristics of monomers and
aggregates do not give a clear picture of the conformation
of the monomers or the stoichiometry of aggregates.


Model quantum chemical calculations were performed to
elucidate the structure of particular species.


Conformation of monomers. There are three stable
conformers of 2,20-DPA monomer. The lowest energy has
the structure with an anti-parallel orientation of lone
electron pairs of pyridine nitrogens [Fig. 5(a)].


The differences in energy from that of the lowest
energy conformer, dipole moments and �(NH) fre-
quencies calculated, are given in Tables 3, 4 and 5,
respectively.


The probability of the existence of a second conformer
of 2,20-DPA with energy higher by 2.42 kcal mol�1


(1 kcal¼ 4.184 kJ) than the first conformer is low. The
experimental spectra show only one band in the �(NH)
range; however, the calculated wavenumbers differ by
only 9 cm�1. The calculated dipole moment of conformer
I is 1.317 D, which is lower than experimental value of
1.80 D. It can be stated that 2,20-DPA monomer has
conformation I, possibly with some small participation
of monomer II. The third monomer with energy higher by
8.25 kcal mol�1 can be safely excluded from further
consideration.


Figure 4. Concentration dependence of the FT-IR spectra of (a) 2,20-DPA, (b) 2-ANP and (c) 2-MAP in CCl4. The product of
concentration and cell thickness is constant for all the spectra in each series
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According to the lower symmetry of 2-ANP monomer,
one would expect only two stable conformers, one when
the lone electron pair of the pyridine nitrogen is near
the NH group, and the other when it is further away
[cf. Fig. 5(b)]. The energies of the two conformers are
very similar (cf. Table 3), but the dipole moments are
different and wavenumbers of the free �(NH) vibrations
are separated by 18.5 cm�1. Probably the interaction of


CH with the N atom of the second ring in I is stronger
than N—H � � �N in II. The �(NH) wavenumber appears
lower in II than in I. The experiment results seem to be in
good agreement with this theoretical predictions; there
are two bands of free �(NH) vibrations, separated by
27 cm�1. The experimental dipole moment is between the
values for the two conformers. In solution there is an
equilibrium between two forms. From the spectra [Fig.
4(b)] it seems that there is a higher concentration of the
form where the NH group interacts with the lone electron
pair of pyridine (�¼ 3419 cm�1, E conformation), but it
can also result from higher intensity of this band, as
indicated by calculations (cf. Table 5).


In the spectra of 2-MAP, two bands in the range of
the free �(NH) are also observed, which are separated
by 16 cm�1. Calculations indicated this separation to
be 7 cm�1. Lower wavenumber and higher intensity are
associated with form II. The dipole moments of the
two conformers are very similar and also close to
the experimental value. The common conclusion
from the experimental results and calculations is that
there are two monomeric structures in solutions, prob-
ably in a form similar to that given by the calculations
[cf. Fig. 5(c)].


Dividing the experimental wavenumbers of �(NH)
bands by corresponding calculated values, one obtains a
wavenumber scaling factor of 0.9473� 0.001. The prac-
tical identity of this factor for all three molecules sup-
ports the experimental and theoretical band assignments
and aids the preliminary assignment of other �(NH)
bands if there is not very different anharmonicity of the
�(NH) vibrations in the complexes.


The wavenumbers of the �(NH) vibrations in the
calculated structures of higher aggregates are also given
in Table 5 (intensities in parentheses). It can be seen that
all of them are within the range of wavenumbers pre-
viously assigned to bonded �(NH) absorption in the
experimental spectra, or even more they are close to the
calculated values of the centres of gravity of broad
absorption. Detailed assignment of the bands of particular
aggregates in the experimental spectra is not possible,
however, because of the complicated structure of this
absorption resulting from Fermi resonance.


Figure 5. Calculated conformers of monomers of (a) 2,20-
DPA, (b) 2-ANP and (c) 2-MAP


Table 3. Differences in energy (kcal mol�1) of particular states of 2,20-DPA, 2-ANP and 2-MAP in relation to the lowest energy
structure


�Ea (kcal mol�1)


Monomers Dimers Trimers Tetramers


Compound I II III I II III I II I II


2,20-DPA 0b 2.42 8.86 0 3.13 15.3 0 — 21.22 0
2-ANP 0 0.11 — 0 4.04 5.88 0 — 0 7.55
2-MAP 0 1.55 — 0 3.35 5.64 0 3.19 0 3.53


a The energy of the all states was corrected for zero-point energy, as calculated by the Gaussian 98 program, for room temperature.
b The energy of the lowest structure is given as zero.
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Conformations of dimers. As for the monomers the
situation seems clear, we can discuss the properties of
aggregates with the aim of understanding the depen-
dences of the dipole moment, IR wavenumber and
average molecular weight on concentration. One can
suggest similar aggregation forms in solutions as in the
crystal structure.


2,20-DPA shows polymorphism in the solid state; there
are two polymorphic crystals with melting temperatures
of 84� and 94 �C. The structure of the low-melting
polymorph22 shows the formation of a cyclic dimer
(with symmetry centre) with two identical N—H � � �N
linear hydrogen bonds of length 3.02Å. The dihedral
angle between pyridine rings is identical in both halves
of the dimer (23�).


In the polymorph of higher melting-point,23 the asym-
metry, in a similar cyclic dimer, introduces unequal
dihedral angles of 7.0(5) and 28.8(1)�. Another differ-
ence between the two structures is the value of the
dihedral angles between the best planes for the two halves
of the dimeric units: 46 and 72.6(1)� for low- and high-
melting crystals, respectively. This gives a pronounced
difference in the packing of the molecules, which is
important in the discussion of self-organization of these
molecules in solution. It probably will be nearer to the
higher melting crystal where layers are not formed and
the packing of cyclic dimers is looser.


Figure 6(a) shows the three calculated structures of the
lowest energy dimers of 2,20-DPA. Two are cyclic as in
the crystal structure. More careful examination shows
that they consist of three different monomers as shown.


Consistent with this, one can first exclude structure III,
because of the high energy difference from the two of
lower energy (see Table 3) and the high value of the
dipole moment. On the basis of calculations one can
predict an organization of 2,20-DPA in solution in the
form of cyclic dimers I or II with low values of dipole
moments. Most probably it is, however, structure I with a
similar arrangement of nitrogens as in monomer I; the
NH and nitrogen of one pyridine ring are in proximity
and the second in a position opposite to this centre. Gas-
phase calculations give an even more planar structure
than in the low-melting polymorph because of the result
for 0 K, and as indicated by x-ray studies, a temperature
increase makes the structure of dimer looser. In the
second dimer (II) consisting of less stable monomers
(II), some gain in the energy of interaction results
probably from strengthening of the N—H � � �N hydrogen
bonding (Table 6) and some C—H � � �N interaction [cf.
Fig. 6(a) II]. The (C—)H � � �N distances are 2.607 Å and
the appropriate sum of van der Waals radii is 2.75 Å.
Nevertheless, the energy of this dimer is 3 kcal mol�1


higher than that of I. General conclusions about the
dimerization of 2,20-DPA are first that the cyclic dimers


Table 4. Calculated values of dipole moments


� (D)


Monomers Dimers Trimers Tetramers


Compound I II III I II III I II I II


2,20-DPA 1.31 3.21 2.72 0.26 0.49 6.81 1.30 — 0.968 0.37
2-ANP 2.40 1.04 — 0.00 3.98 1.56 9.50 — 0.40 11.44
2-MAP 1.92 2.01 — 0.02 3.01 3.28 1.63 4.15 0.03 11.25


Table 5. Calculated values of IR wavenumbers and intensities (in parentheses)


�(NH) (cm�1) and intensities (km mol�1)


2,20-DPA 2-ANP 2-MAPa


Monomers I 3618 (41) 3636 (19) 3649 (25)
II 3609 (42) 3617 (39) 3642 (39)
III 3653 (36) — —


Dimers I 3342 (1676) 3313 (2213) 3362 (2359)
II 3246 (2186) 3577 (206); 3426 (439) 3532 (557); 3421 (443)
III 3576 (31); 3429 (501) 3623 (28); 3390 (305) 3633 (28); 3424 (480)


Trimers I 3454s (432); 317 (1901); 3640 (35); 3465 (343); 3450 (309) 35082,3 (796); 34562,3 (632);
3292 (234) 33451 (836)


II — — 35572,3 (470); 34322,3 (841);
34081 (768)


Tetramers I 3475 (490); 3468 (501); 3327 (1681); 3311 (1719); 3282 (174); 3372 (1855); 3362 (415);
3308 (2344) 3279 (563) 3337 (2)


II 3343 (1026); 3285 (614); 3640 (33); 3487 (314); 3668 (40); 3423 (706); 3422 (832);
3326 (1909); 3305 (94) 3452 (348); 3445 (673) 3392 (1595)


a Superscripts s, 1, 2 and 3 relate to the hydrogen bonds marked in Figs 7 and 8.
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with low dipole moments are formed, and second the
monomers taking part in aggregation have a shape like
the lowest energetically monomer I. One of the pyridine
nitrogen atoms of each 2,20-DPA can be used in further
association. Dimer III is improbable, because it is en-
ergetically higher than the I by 15 kcal mol�1.


In 2-ANP, structures of cyclic dimers or linear aggre-
gates are possible. The second possibility would be
against of dipole moment dependence on concentration.
Nevertheless, the crystal structures shows centrosym-
metric cyclic dimers. Polamo et al.24 cited numerous
previous publications, in which cyclic structures with two
N—H � � �N hydrogen bonds were stated as typical in the
aggregates. No linear arrangement in dimer was found.


In calculations, three stationary points on the potential
energy surface (PES) were located [Fig. 6(b)]. The dimer
I is of centrosymmetric structure, as indicated by the x-
ray determination, and the dipole moment is 0.0 D. Also


two other dimers with less effective hydrogen bonding
interaction and large dipole moments (Table 4) are at the
minimum of energy (all wavenumbers positive). From the
energetic point of view, only some very limited amount of
these forms can be expected (Table 3). On the other hand,
some deformation of the dimer I at room temperature in
the direction of these forms could be responsible for the
non-zero value of the dipole moment for associates found
experimentally (Table 1).


An interesting structure (II) was found as a stationary
state, in which the NH group plays the role of both donor
and acceptor of protons. Its energy is lower than for III,
but the dipole moment seems to be too large in compar-
ison with the experiment.


According to the dependence of dipole moments on
concentration (Fig. 1), a different type of association
is expected in 2-MAP in solution—there is an increase
of dipole moment with increase in concentration. The


Figure 6. Calculated conformers of dimers of (a) 2,20-DPA, (b) 2-ANP and (c) 2-MAP
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calculations, however, predict that the lowest energy
belongs to a cyclic dimer with nearly zero dipole moment
(Table 4) composed of two monomers of E conformation.
The next energetically (�E¼ 3.35 kcal mol�1) stable
dimer has a dipole moment of 3.01 D and the third
(�E¼ 5.64 kcal mol�1) a dipole moment of 3.28 D.
Only such an arrangement of two molecules could
explain the very high value of the dipole moments of
aggregates. Dimer II has a six-membered ring with a
similar arrangement of the hydrogen bonds to that in
dimer II of 2-ANP. The linear arrangement of molecules
in dimer III of 2-MAP is probably due to, even weak,
C—H � � �N interactions [H � � �N distance 2.509 Å, C � � �N
distance¼ 3.462 Å, Fig. 6(c)]. The differences from the
previous molecules (2,20-DPA and 2-ANP) probably
result from weakening of the proton donor ability of
NH by N-methyl substitution [cf. IR spectra: the positions
of the spectroscopic centre of gravity �cg(NH) of bonded
N-H groups]. The theoretical calculation give the
highest wavenumber of �(NH) for monomers of 2-MAP
(cf. Table 5). Also, the experimental �(NH) wavenumbers
of monomers are higher (Fig. 4).


Further studies on aggregation were undertaken to
explain the experimental dependence of dipole moments
on concentration. One can predict the existence of linear
trimers of 2-MAP. Similar aggregates of 2,20-DPA
[Fig. 7(a)] and 2-ANP [Fig. 7(b)] should predict at least
not an increase in dipole moments on formation of trimers.


Calculations predict [Fig. 7(a)] the structures of trimers
which are built exclusively of the most stable monomeric


Table 6. Structural characteristics of the hydrogen bonds


2,20-DPAa 2-ANP 2-MAPa


R (Å) � rNH R (Å) � rNH R (Å) � rNH


Dimers I 3.0869 174.59 1.0269 3.0351 171.68 1.0281 3.031 174.90 1.025
3.0869 174.59 1.0269 3.0351 171.68 1.0281 3.031 174.90 1.025


II 2.983 177.68 1.0326 3.096 160.32 1.0208 3.164 152.89 1.015
2.983 177.68 1.0326 3.390 152.65 1.0131 3.046 155.2 1.022


III 3.0832 176.82 1.0204 3.099 177.03 1.0239 3.060 176.31 1.020
Trimers I 3.1567s 159.3s 1.021s 3.127 164.5 1.020 3.0241 171.74 1.025


3.036; 174.2; 1.028; 3.156 164.9 1.019 3.1382 176.42 1.019
3.043 171.3 1.028 3.1463 174.81 1.016


II — — — — — 3.0521 162.02 1.021
3.2102 151.45 1.014
3.0353 157.72 1.022


Tetramers II 3.0110 168.42 1.0289 3.0617 166.5 1.003 3.03 174.64 1.025
3.0140 167.71 1.0290 3.0679 170.17 1.004 3.03 174.62 1.025
3.14002 167.39 1.0182 3.0601 156.61 1.003 3.03 174.63 1.025
3.15271 171.83 1.0185 3.0701 169.4 1.005 3.03 174.62 1.025


II 3.031 171.6 1.029 3.0922 158.1 01.020 3.0221 170.0 1.020
3.075 172.9 1.026 3.1338 164.1 1.020 3.0032 169.3 1.022
3.049 172.3 1.027 3.1727 156.5 1.018 3.0253 169.2 1.021
3.057 173.2 1.027


a Superscripts s, 1, 2 and 3 relate to the hydrogen bonds marked in Figs 7 and 8.


——————————————————————"


Figure 7. Calculated conformers of trimers of (a) 2,20-DPA,
(b) 2-ANP and (c) 2-MAP
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conformers of 2,20-DPA; two are arranged in a cyclic
dimer structure as in Fig. 6(a), I. The third molecule is
attached to one of the pyridine nitrogens. The dipole
moment is not very high (1.3 D), which does not exclude
this aggregate from equilibria in solution. Attaching the
third molecule to the dimer (I) leads to some increase in
interactions within the dimer (cf. Table 6). The additional
hydrogen bond (s) is substantially weaker than in dimer I
and is more bent.


The most stable trimer of 2-ANP forms a linear chain
of very large dipole moment (9.5 D), which makes it
improbable from the experimental point of view. The
hydrogen bonds are weaker than in dimers of 2-ANP
(Table 6). It becomes probable that the higher aggrega-
tion proceeds directly, at least in 2,20-DPA and 2-ANP, to
tetramers, by stacking of dimers. The trimer of 2-MAP is


formed by a dimer and the third molecule which is
connected to the pyridine nitrogen, already participating
in a hydrogen bond. It makes the hydrogen bond 1
stronger than in the dimer, whereas bond 2 becomes
weaker. The weakest is the third, additional hydrogen
bond. The dipole moment appears too low to explain
the large increase in dipole moment on aggregation
(cf. Table 1). Calculations also predict the formation of
a linear trimer 3.19 kcal mol�1 higher in energy. Its dipole
moment of 4.14 D seems rational in comparison with the
experiment.


Stacking of non-polar cyclic dimers could explain the
lack of increase in dipole moments on aggregation of
2,20-DPA and 2-ANP observed in the experiment. For
these reasons, the further calculations were devoted to
estimating the arrangement of tetramers.


Figure 8. Calculated structures of tetramers of (a) 2,20-DPA, (b) 2-ANP and (c) 2-MAP
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In the case of 2,20-DPA, crystallography provides some
help in answering this question. The third polymorph was
detected, existing only 2 �C below the melting tempera-
ture of the high-temperature form. In the study by
Schödel et al.,25 crystal tetramers were formed by addi-
tion of two molecules of 2,20-DPA to the two sides of the
cyclic dimer. They were nearly perpendicular to the
planar central dimer. The authors stressed the very high
flexibility of the 2,20-DPA molecule, which can easily
adapt the conformation of the central C—N(H)—C part
and the rotation angle of the pyridine ring to keep the
maximum hydrogen bond alignment. Calculations give a
very similar organization of the four 2,20-DPA molecules
in tetramer I (Fig. 8). It consists of a less planar dimer
than in the crystal structure dimer (of type I) and two
terminal molecules, joined to the second pyridine rings of
the central molecules. The pyridine nitrogen atoms at
the terminal molecules can probably accept further single
molecules to form a chain with the central dimer. Hence
the dipole moment is not high in this type of aggregate,
which explains why the dipole moment does not increase
with increase in concentration. In our case, the calculated
tetramer has a dipole moment of 0.97 D, but in solution it
can be higher or lower to some extent, because the system
is flexible.


The second tetramer is built of two distorted dimers of
type I, which are connected by van der Waals forces.
Such a description of the organization of dimers can be
related to a stacking process. The structure resembles
better a high-temperature polymorph23 than well-orga-
nized layers of low-temperature crystals.22


It is striking that the energy of this tetramer is
21 kcal mol�1 lower than that of the first one, suggesting
rather stacking of dimers in solution. One can imagine a
loose connection adjacent cyclic dimers in the further
steps of self-assembly. It will be a model of ‘quadratic’
(with only odd numbers of molecules in a complex)
aggregation, rather than a more linear one, as in a
monoclinic crystal structure.22–24 It is worthy stressing
that the second tetramer of 2,20-DPA has even closer
dipole moment (0.367 D) to the extrapolated experimen-
tal value of the dipole moment (0.58 D, Table 1).


Of two tetramers of 2-ANP, only the first one, built of
stacking dimers, fulfils the conditions to model the
association in solution. It has 7.55 kcal mol�1 lower
energy than II, and its dipole moment reproduces very
well the experimental value of the dipole moment (0.4 D).
From this point of view, it seems that linear multimeriza-
tion of 2-ANP is less probable.


Stacking of the two dimers of 2-MAP of lowest
energy cannot reproduce the experiment with dipole
moment of concentrated solutions (probably > 3.66 D;
see Tables 1 and 4). The second is less stable, by about
3.53 kcal mol�1. Formation of some linear chains is in-
dicated by the very high value of the dipole moment
(11.25 D), which can compete with tetramer I arranged by
van der Waals forces acting between cyclic dimers of I.


CONCLUSIONS


A set of experimental methods was applied to the study of
the self-assembly of 2,20-DPA, 2-ANP and 2-MAP in
non-polar solvents. The compounds containing comple-
mentary NH and N-aryl moieties lead to effective self-
organization.


Using the dipole moment, average molecular weight
and IR spectral measurements, it was demonstrated that
the self-arrangement is very effective in each case,
leading to aggregates higher than a dimer. It was found
that the compounds substituted by an aryl ring at the N-
imine atom predominantly form cyclic dimers, whereas
N-methyl-2-aminopyridine forms linear aggregates the
dipole moments of which increase strongly with increase
in concentration. This probably results from different
steric conditions and the opposite influence of the R
substituent on the basicity of the nitrogen atom.


A model of self-aggregation was proposed on the basis
of theoretical considerations. In the case of molecules
possessing an N-aryl substituent a ‘quadratic’ model
appears to be more probable, according to calculation.
The cyclic dimers form tetramers by a stacking mechan-
ism. In the case of N-methylaminopyridine rather linear
aggregates are formed, probably also with participation
of trimers, but this conclusion is drawn mostly from
dipole moment measurements rather than DFT calcula-
tions. The calculations allowed the prediction of the
forms of dimers and higher aggregates which can explain
the changes in dipole moments upon aggregation.
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ABSTRACT: As new ionic organic species for second-order non-linear optical (NLO) materials, 4-{[4-(dimethyla-
mino)phenyl]ethynyl}phenyltrimethylammonium iodide (1a), 4-{[4-(dimethylamino)phenyl]butadiynyl}phenyltri-
methylammonium iodide (2a) and their derivatives with 4-substituted benzensulfonate instead of iodide were
successfully synthesized. The transparent wavelength region of 1a is wider than that of a typical NLO molecule,
p-nitroaniline (pNA), whereas 2a and pNA have similar transparent regions. The experimental and calculated first
hyperpolarizabilities (�) of 1a and 2a were found to be about 7 and 11 times, respectively, larger than those of pNA.
Even when the volume factor was taken into account, the cationic part of 1a was found to be a better second-order
NLO material than pNA derivatives. Four second-order NLO-active crystals were found out of 12 salts synthesized.
Copyright # 2004 John Wiley & Sons, Ltd.
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scattering


INTRODUCTION


In the last two decades, organic non-linear optical (NLO)
materials have been extensively studied owing to their
large optical non-linearity and ultrafast response origi-
nating from their �-conjugation systems.1–3 For second-
order NLO materials, the typical molecular design was
established to be �-conjugation systems possessing an
electron donor and acceptor at both ends of the systems,
and non-ionic species such as p-nitroaniline (pNA)
derivatives have mainly been investigated. We started a
series of studies on organic ionic species for second-order
non-linear optics because of their several advantages
compared with non-ionic species. First, they have higher
melting-points and hardness in general due to the
Coulombic intermolecular interaction in crystals. Second,
non-centrosymmetric crystal structures with proper
molecular alignment can be achieved not by direct
modification of the NLO species but by simple exchange
of the counter ion, as demonstrated by Meredith.4


We found that a combination of p-toluenesulfonate with
NLO-active stilbazolium often gave non-centrosymmetric
structures, e.g. 1-methyl-4-{2-[4-(dimethylamino)phenyl]-


ethenyl}pyridinium p-toluenesulfonate (DAST).5–7 Third,
large first hyperpolarizabilities (�) are expected owing
to the unconventionally polarized structures caused by
charged �-conjugation systems. In a previous computa-
tional and experimental study, we clarified that the large
dipole moment difference between the ground and ex-
cited states (��eg) resulted in stilbazolium with large �,8


which is proportional to ��eg in the two-level model.9


Owing these advantageous features of �-conjugated ionic
species for second-order NLO properties, we synthesized
a variety of stilbazolium analogues.10–14


In the present study, we extended the ionic species by
changing the cationic acceptor portion from an N-methyl-
pyridinium ring to an N,N,N-trimethylanilinium ring.
Differences between pyridinium and anilinium cations
in electronic resonance structures are shown in Fig. 1,
where the left- and right-hand structures have more
contributions in the ground and excited states, respec-
tively. Although the two structures for pyridinium can be
drawn by just shifting the bonds and charge, those for
anilinium cannot be drawn without generating charge
separation in the �-conjugated system. This qualitatively
indicates that the excited state of the anilinium cation is
destabilized compared with the pyridinium cation and a
wider HOMO–LUMO gap was expected to break through
the trade-off relationship between absorption cutoff and
�.15 We selected the dimethylamino group as a typical
donor and tolan (diphenylethyne) and diphenylbutadiyne
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skeletons as �-conjugation systems. 4-{[4-(Dimethyla-
mino)phenyl]ethynyl}phenyltrimethylammonium iodide
(1a), 4-{[4-(dimethylamino)phenyl]butadiynyl}phenyl-
trimethylammonium iodide (2a) (shown in Fig. 2) and
their derivatives with different counter anions were
synthesized to clarify their linear and non-linear optical
properties. X-ray crystallographic analysis of 1a was
also investigated. Although tolan16–18 and diphenylbuta-
diyne19 derivatives have been studied as second-order
NLO materials, they were all non-ionic compounds and
those with an anilinium-type structure were studied here
for the first time.


EXPERIMENTAL


Iodide salts 1a and 2a were synthesized according to
Fig. 3. 4-Ethynyl-N,N-dimethylaniline (7) was prepared
by the Sonogashira reaction20 of 5 followed by aceto-
nolysis.21 Compounds 5 and 7 were coupled by the
Sonogashira reaction again to give bis[4-(dimethylami-
no)phenyl]ethyne (8). Bis[4-(dimethylamino)phenyl]bu-
tadiyne (9) was synthesized by the oxidative coupling
reaction22 of 7. Careful asymmetric methylation of 8 and
9 with iodomethane gave salts 1a and 2a, respectively.
The iodide anions of 1a and 2a were converted to other
anions such as p-aminobenzenesulfonate, p-toluenesul-
fonate, benzenesulfonate, p-chlorobenzenesulfonate and
p-nitrobenzenesulfonate, as shown in Fig. 4. Details of
the synthetic procedures are described below.


4-Iodo-N,N-dimethylaniline (5). Into a stirred mixture of
4 (40 g), DMF (100 ml) and NaHCO3 (34 g), iodo-
methane (72 g) was poured dropwise and stirred for
40 h at room temperature and the resulting mixture was
poured into 500 ml of cold water. The precipitate obta-
ined was filtered and dissolved in tetrahydrofuran. Then it
was filtered off and solvent in the filtrate was removed.
Recrystallization of the residual solid from methanol
gave 5 (25 g, 55%) as white crystals, m.p. 79 �C. 1H NMR
(CDCl3), � 2.92(s, 6H), 6.49 (d, J¼ 9.0 Hz, 2H), 7.46 (d,
J¼ 9.0 Hz, 2H). Found: C, 38.71; H, 4.34; N, 5.70%.
Calculated for C8H10NI: C, 38.89; H, 4.08; N, 5.67%.


4-(3-Methyl-3-hydroxy-1-butynyl)-N,N-dimethylaniline
(6). To a mixture of 5 (40 g), dichlorobis(triphenylpho-
sphine)palladium(II) (1.4 g), copper(I) chloride (0.1 g)
and triethylamine (300 ml), 2-methyl-3-butyn-2-ol (23 g)
was added and stirred for 2 days at 80 �C under a nitrogen
atmosphere. Water (300 ml) was added and the mixture


Figure 1. Resonance structures of N-methylpyridinium
and N,N,N-trimethylanilinium with an electron-donationg
group (D)


Figure 2. Structures of 1a, 2a and 3a


Figure 3. Synthetic procedure for 1a and 2a
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was extracted with diethyl ether (300 ml� 3). The organic
phase was dried over Na2SO4 and filtered. Solvent in the
filtrate was removed under reduced pressure. Purification
of the residue on silica gel 60 [eluent: hexane–ethyl
acetate (10:1)] gave 6 (20 g, 71%) as a yellow powder,
m.p. 88 �C. 1H NMR (CDCl3), � 1.60 (s, 6H), 2.04 (s, 1H),
2.96 (s, 6H), 6.61 (d, J¼ 9.0 Hz, 2H), 7.29 (d, J¼ 9.0 Hz,
2H). Found: C, 76.70; H, 8.37; N, 6.80%. Calculated for
C13H17NO: C, 76.81; H, 8.43; N, 6.89%.


4-Ethynyl-N,N-dimethylaniline (7). To a mixture of 6
(20 g) and toluene (300 ml), potassium hydroxide (20 g)
was added and the mixture was refluxed for 5 h. After
filtration, the solvent was removed under reduced pressure.
Purification of the residue on silica gel 60 [eluent: hexane–
ethyl acetate (20:1)] gave 7 (11 g, 87%) as an orange
powder, m.p. 56 �C. 1H NMR (CDCl3), � 1.57 (s, 1H),
2.97 (s, 7H), 6.62 (d, J¼ 8.5 Hz, 2H), 7.36 (d, J¼ 8.5 Hz,
2H). Found: C, 82.48; H, 7.68; N, 9.52%. Calculated for
C10H11N: C, 82.72; H, 7.64; N, 9.65%.


Bis[4-(dimethylamino)phenyl]ethyne (8). To a mixture
of 7 (400 mg), dichlorobis(triphenylphosphine)palladiu-
m(II) (39 mg), copper(I) chloride (3 mg) and triethyla-
mine (25 ml), 5 (680 mg) was added and the mixture was
stirred for 1 day at 80 �C under a nitrogen atmosphere.
After filtration, the solvent was removed under reduced
pressure. Purification of the residue on silica gel [eluent:
hexane–ethyl acetate (10:1)] gave 8 (160 mg, 22%) as a
colorless powder, m.p. 196 �C. 1H NMR (CDCl3), � 2.97
(s, 12H), 6.65 (d, J¼ 9.0 Hz, 4H), 7.38 (d, J¼ 9.0 Hz,
4H). Found: C, 81.32; H, 7.75; N, 10.49%. Calculated for
C18H20N2: C, 81.78; H, 7.63; N, 10.60%.


4-{[4-(Dimethylamino)phenyl]ethynyl}phenyltrimethylamm-
onium iodide (1a). Into a mixture of 8 (1.3 g) and
chloroform (100 ml), iodomethane (3 g) was poured
dropwise and stirred for 4 days at room temperature.
Then precipitate was collected by filtration and recrys-
tallized from methanol to give 1a (1.0 g, 56%) as a light-
yellow powder, m.p. 208 �C. 1H NMR (CD3OD), � 2.99
(s, 6H), 3.67 (s, 9H), 6.72 (d, J¼ 9.1 Hz, 2H), 7.36 (d,
J¼ 8.6 Hz, 2H), 7.68 (d, J¼ 9.1 Hz, 2H), 7.88 (d,
J¼ 8.6 Hz, 2H). Found: C, 56.09; H, 5.63; N, 6.86%.
Calculated for C19H23IN2: C, 56.17; H, 5.71; N, 6.89%.


Bis[4-(dimethylamino)phenyl]butadiyne (9). Copper(I)
chloride (100 mg) was dissolved in 5 ml of acetone
and N,N,N0,N0-tetramethylethylenediamine (116 mg), then
acetone (100 ml) and 7 were added and stirred with
oxygen bubbling for 6 h. The precipitate was filtered
and washed with acetone to give 9 (2.0 g, 84%) as a
light-yellow powder, m.p. 216 �C. 1H NMR (CDCl3),
� 2.99 (s, 12H), 6.61 (d, J¼ 8.9 Hz, 4H), 7.39 (d,
J¼ 8.9 Hz, 4H). Found: C, 82.69; H, 6.71; N, 9.68%.
Calculated for C20H20N2: C, 83.30; H, 6.99; N, 9.71%.


4-{[4-(Dimethylamino)phenyl]butadiynyl}phenyltrimethy-
lammonium iodide (2a). A similar procedure to the
synthesis of 1a was performed using 9 instead of 7 to
give 2a as a light-yellow powder in 68% yield, m.p.
244 �C. 1H NMR (CD3OD), � 3.00 (s, 6H), 3.67 (s, 9H),
6.69 (d, J¼ 9.0 Hz, 2H), 7.35 (d, J¼ 9.0 Hz, 2H), 7.73
(d, J¼ 9.3 Hz, 2H), 7.92 (d, J¼ 9.3 Hz, 2H). Found: C,
58.45; H, 5.38; N, 5.97%. Calculated for C21H23IN2: C,
58.61; H, 5.39; N, 6.51%.


General procedure for counter anion exchanges. To a
methanolic solution of iodide 1a or 2a (10 mmol), a
methanolic solution of the silver salt of benzenesulfo-
nates b–f (10 mmol) were added. The silver iodide pre-
cipitated in the resulting mixture was filtered off. The
solvent of the filtrate was removed under reduced pres-
sure and recrystallization from methanol gave 1b–1f and
2b–2f in 50–80% yield.


Measurements. Melting-points were determined using a
differential scanning calorimeter (Perkin-Elmer pyres
diamond DSC). The chemical structures of the com-
pounds obtained were confirmed by 1H NMR spectro-
scopy (JEOL Lambda 400) and elemental analysis
(IMRAM, Tohoku University). UV–visible absorption
spectra in methanolic solution were recorded on a Jasco
V-570 spectrophotometer. Hyper-Rayleigh scattring
(HRS) measurements23 for 1a and 2a were performed
by using a nanosecond Nd:YAG laser (Coherent Infinity
40–100) at 1064 nm. These measurements were executed
in the methanolic solution and pNA was used as an
external standard,24 whose � value at 1064 nm in metha-
nol is 3.45� 10� 29 esu.9 The � values obtained were
corrected to � at zero frequency (�0,expt) according to the


Figure 4. Counter anion exchanges of 1a and 2a using silver salts of 4-substituted benzenesulfonate
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two-level model. The � values at zero frequency (�0,calc)
were also obtained together with ��eg by the semi-
empirical molecular orbital (MO) calculation using MO-
PAC94 PM3 (CAChe version 4.1.1) for their optimized
structures. SHG activities of crystals were confirmed by
irradiation with the Nd:YAP laser beam at 1079 nm from
an Elmas L-100. This was conducted only for qualitative
purposes to remove the centrosymmetric crystals from
further investigation. X-ray crystallographic analysis was
performed using a Mac Science MXC3 diffractometer
with an Mo K� source (�¼ 0.71073 Å) for a crystal of 1a
grown in methanolic solution by the slow evaporation
method. Cell parameters were determined from the ob-
served setting angles of 22 preliminary reflections. The
crystal structure was determined by the direct method and
refined by full-matrix least-squares procedures using the
CRYSTAN program. Non-hydrogen atoms were refined
anisotropically. Hydrogen atoms were attached to their
parent atoms by fixed bond lengths and idealized bond
angles and were refined isotropically.


RESULTS AND DISCUSSION


The UV and visible absorption spectra of iodide salts 1a
and 2a in methanol are shown in Fig. 5 together with
those of pNA in methanol. The longest absorption max-
imum wavelength (�max) of 1a is 21 nm shorter than that
of pNA, whereas 2a has a 7 nm longer �max compared
with pNA. However, the absorption cutoff wavelength
(�cutoff) of 2a is shorter than that of pNA. Hence the new
ionic species 2 can be used in the same wavelength range
as pNA derivatives irrespective of the extended �-con-
jugation system of 2. Cation 1 has the wider transparent
region than pNA. The corresponding pyridinium analo-
gue to 1a, i.e. 1-methyl-4-[4-(dimethylamino)pheny-
lethynyl]pyridinium iodide (3a), has a �max in methanol
at 450 nm which is the 102 nm longer than the �max of 1a.
Hence the wider HOMO–LUMO gap of 1a than that of
3a was confirmed. The molar absorption coefficients at


�max ("max) of 1 and 2 are about double those of pNA
because of the increased number of �-electrons in the
conjugation system for 1 and 2.


Since the �cutoff values of the related compounds are
shorter than 532 nm, their � values could be properly
evaluated by the HRS method using a Nd:YAG laser beam
at 1064 nm. The �0,expt values obtained for 1a and 2a
were 1.14� 10� 28 and 1.06� 10� 28 esu, respectively,
which are about seven times larger than those of pNA. By
MO calculations, we also obtained �0,calc and ��eg


values, which are summarized in Table 1 together with
the experimental values mentioned above. The �0,calc


values of 1 and 2 are about 11 times larger than those
of pNA, and a similar tendency was verified by the
experimental results. According to the two-level model,
� is proportional to ��eg, f and Eeg


� 3, where f is
oscillator strength and Eeg is excitation energy from the
ground state to the excited state. Since f is considered to
be roughly proportional to "max and Eeg is inversely
proportional to �max, we can estimate the enhancement
factors of � values of 1 and 2 from the values in Table 1.
Among the three parameters, the ��eg values of 1 and 2
are about three to four times larger than those of pNA, the
"max values are about double, and the �max


3 values are
almost the same. Hence the largest contribution to en-
hancing the � values of 1 and 2 comes from ��eg. This
result is the same as for stilbazolium derivatives studied
previously.8


Since the bulk NLO property expresses performance in
a unit volume, � divided by the molecular volume is a
good index to estimate the bulk property. Actually, 1a
and 2a occupy a larger volume in crystals than pNA, and
it is better to take this factor into accout. In the present
study, the molecular shapes are linear and � divided by the
molecular length is also valid for comparison. The
calculated molecular lengths (L) of pNA, 1 and 2 are
about 6.7, 15.9 and 18.7 Å, respectively. Using �0,calc and
L, the �0,calc/L ratios for pNA, 1 and 2 were calculated as
1, 4.5 and 4.2, respectively. In actual crystals, cations 1
and 2 accompany counter anions, and the ratios become
lower owing to the counter anion volume. However, when
a counter anion possessing a smaller volume than the
cation is selected, the ratios become no less than half of
the calculated values above. From these results, the order
of bulk NLO property was estimated to be 1> 2> pNA.
Hence 1 is a better ionic species for second-order NLO
materials. The �-conjugation elongation effect of the


Figure 5. UV and visible absorption spectra of pNA (dotted
curve), 1a ( dot-dashed curve) and 2a (solid curve) in
methanol


Table 1. Values related to optical properties


Experimental values Calculated values


�max "max �0,expt �0,calc ��eg


(nm) (104 l mol�1 cm�1) (10�30 esu) (10�30 esu) (D)


1a 348 3.3 114 88.5 19.5
2a 376 3.1 106 98.0 26.1
pNA 369 1.6 15.7 8.38 6.05
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anilinium derivatives seemed to be saturated from 1 with
one triple bond between two aromatic rings to 2 with two
conjugated triple bonds. The smaller �0,expt of 2a than
that of 1a suggested saturation of the �-conjugation
elongation effect even at a molecular level. This tendency
is in contrast to the case of stilbazolium, which showed a
monotonic increase in �0,calc up to the compound with
four double bonds between two aromatic rings25 and
�0,expt saturation between the compound with two double
bonds and that with three double bonds.26


The counter anion exchange reactions for 1a and 2a
were performed to modify the crystal structure. The intro-
duced counter anions were benzenesulfonate derivatives,
which often gaves SHG-active salts with stilbazolium
derivatives in our previous studies.10–12 Of 12 salts
synthesized, 1a, 1c, 2c and 2e were found to be SHG
active.


Among these four compounds, we have been able to
obtain single crystals of good quality for x-ray crystal-
lographic analysis only for 1a so far. Its crystallographic
data and crystal structure are shown in Table 2 and Fig. 6,
respectively. In the cation structure, two benzene rings
are slightly twisted by a dihedral angle of about 9 �, which
is not so serious enough to decrease the � value owing to
lack of �-orbital overlap. Although this crystal belongs to
the monoclinic noncentrosymmetric space group P21, the


angle between the polar b axis and the long axis of the
cation is unfortunately about 89.9 �, with the result that
the second-order NLO coefficient of the single crystal is
close to zero.


In conclusion, we found that tolan derivatives 1 with
trimethylammonio and dimethylamino groups are
organic ionic species with better second-order NLO pro-
perties than pNA. Further research to optimize the polar
alingment of the cations and investigation of cation modi-
fication are in progress to improve the optical properties
of the anilinium salts.
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Table 2. Crystallographic data for 1a


Formula C19H23N2I
Formula weight 406.3
Crystal system Monoclinic
Space group P21


a (Å) 19.80(1)


b (Å) 8.017(5)


c (Å) 5.876(5)


�( �) 96.13(6)


V (Å3) 927.57(1)


Z 2


Dx (mg m�3) 1.454


R 0.037


wR 0.046


Figure 6. Crystal structure of 1a viewed along the c axis.
Hydrogen atoms are omitted


472 H. UMEZAWA ET AL.


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2005; 18: 468–472








JOURNAL OF PHYSICAL ORGANIC CHEMISTRY
J. Phys. Org. Chem. 2005; 18: 193–209
Published online 14 October 2004 in Wiley InterScience (www.interscience.wiley.com). DOI: 10.1002/poc.807


Review Commentary


Tetrahedral intermediates in reactions of carboxylic
acid derivatives with nucleophilesy


Martin Adler, Sandra Adler and Gernot Boche*


Fachbereich Chemie, Universität Marburg, D-35032 Marburg, Germany


Received 18 November 2003; revised 16 March 2004; accepted 17 March 2004


ABSTRACT: Transacylation reactions of carboxylic acids, carboxylic acid esters, carboxylic acid amides and other
carboxylic acid derivatives are among the most widespread and most important reactions in chemistry and
biochemistry. Already in 1887, Claisen suggested a tetrahedral intermediate in transformations of carboxylic acid
derivatives with nucleophiles. A historical overview gives insight into the studies to detect possible tetrahedral
intermediates in such reactions. However, only in recent years has detailed information concerning the structures of
such species become available. In this review, neutral, cationic and anionic tetrahedral intermediates are described
which serve as models for transacylations under neutral, acid-catalysed or basic conditions. The characteristically
different structures correspond nicely with experimental experience with reactions of carboxylic acid derivatives and
with quantum chemical model calculations on tetrahedral intermediates. Finally, by means of model calculations, an
explanation is given for the fast reactions of Weinreb amides, RC(O)N(CH3)OCH3, with organolithium and even with
Grignard reagents: the reactions are determined by comparatively stable chelate transition states. Copyright # 2004
John Wiley & Sons, Ltd.
Supplementary electronic material for this paper is available in Wiley Interscience at http://www.interscience.
wiley.com/jpages/0894-3230/suppmat/
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INTRODUCTION


One of the most common and therefore most important
reactions in organic chemistry is that of a carboxylic acid
derivative 1, bearing a leaving group X, with a nucleo-
phile NuM (NuH) 2 to give 4 (Scheme 1).
This is a key reaction for a multitude of laboratory


syntheses1–57 and it is found in almost every biological
system.58–64 Esterification, ester hydrolysis, transesterifi-
cation, formation and hydrolysis of amides and peptides,
hydride reduction of such carbonyl compounds and
aldehyde and ketone syntheses are among the most
significant examples of this reaction type.
Most of these transformations proceed via a two-step


addition–elimination mechanism.1–64 Thereby the
HOMO 2a of the nucleophile 2 interacts with the �*


LUMO 1a of the carbonyl compound 1 leading to a new
�-bond in the tetrahedral intermediate (3a) (Scheme 1).
In the second step, the interaction of an oxygen lone pair
n with the �* orbital of the C—X bond (3b) leads to a
weakening of the C—X bond in 3 and finally to an
elimination of the leaving group X(M, H) 5 to give the
new carboxylic acid derivative 4.
The nucleophilic attack of 2 on 1 and the elimination of


the leaving group 5 from 3 proceed in a similar manner,
namely along the Bürgi–Dunitz trajectory56,65–74


(Scheme 2).
The angle �> 90� is due to a better orbital overlap


between the HOMO of the nucleophile 2a and the �*
LUMO of the C——O bond 1a (Schemes 1 and 2).
The nature and the stability of a tetrahedral intermedi-


ate and also its reactivity depend strongly on the respec-
tive reagents. This is illustrated by the reaction of a
carboxylic acid derivative 1 [R¼H, alkyl, aryl;
X¼ SR, OR, NR2, (Hal)] with an organometallic species
R0M 6, (Scheme 3).1–64


Pathway a: if in the tetrahedral intermediate 7, X is an
excellent leaving group, fast elimination of XM 8 gives
the new carbonyl compound 9, which reacts also with the
nucleophile R0M 6 to give the alcoholate 10. Protonation


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2005; 18: 193–209


*Correspondence to: G. Boche, Fachbereich Chemie, Universität
Marburg, D-35032 Marburg, Germany.
E-mail: boche@chemie.uni-marburg.de
yDedicated to Professor Manfred T. Reetz and Professor Helmut
Schwarz.
Contract/grant sponsors: Deutsche Forschungsgemeinschaft; Fonds
der Chemischen Industrie.







of 10 results in the alcohol 11. Pathway b: there exists
also the possibility that the alcoholate 10 is directly
formed from 7 with 6. Pathway c: if the tetrahedral
intermediate 7 is stable towards elimination of 8 (path-
way a) and substitution by 6 (pathway b), hydrolysis of 7
gives 9.
Interestingly, a tetrahedral intermediate is not necessa-


rily formed in reactions of carboxylic acid derivatives
1 with nucleophiles, as indicated from studies in
solution,1–5,58–61 in the gas phase75–94 and from calcula-
tions.57,95–131 Especially in the case of chloride or other
excellent leaving groups X, a tetrahedral intermediate has
never been proven clearly. Rather, an alternative, SN2-like


substitution mechanism is often highly probable.95–131


The lack of certainty is mainly due to the high reactivity
of, e.g., carboxylic acid chlorides with nucleophiles,
preventing the identification of possibly formed tetra-
hedral intermediates. The very fast reaction of acid
chlorides RC(O)Cl (R¼ alkyl, aryl) even with the less
nucleophilic organometallic reagents R0Mwhere M¼Li,
Mg, Ca, Mn, Fe, Co, Rh, Ni, Pd, Cu, Zn, Cd, Hg, Al, Ga,
In, Tl, Si, Ge, Sn, Pb and Sb, together with the compara-
tively slow reaction of the first formed ketone with R0M,
has thus led to ‘A banquet table of metals for ketone
synthesis’, as a recent review article was entitled.132–136


Before the nature of the tetrahedral intermediate in
reactions of carboxylic acid derivatives with nucleophiles
is discussed in more detail, which is the main purpose of
this paper, a brief historical overview is given of tetra-
hedral intermediates of carboxylic acid derivatives.


HISTORICAL OVERVIEW OF TETRAHEDRAL
ADDUCTS OF CARBOXYLIC ACID
DERIVATIVES


Already in 1887, Claisen discussed an intermediate in
transformations of esters with nucleophiles137–139


(Scheme 4). In the reaction of the benzyl benzoate 12


Scheme 1. Addition–elimination reaction of a carboxylic acid derivative 1 with a nucleophile 2; reaction scheme and orbital
interactions


Scheme 2. Bürgi–Dunitz trajectory: in the reaction of Nu�


with a carbonyl compound [here RC(O)X], the distance Nu—
C is shortened, C—O lengthened and� increased; the angle
� is >90�


Scheme 3. Alternative pathways for the reaction of a carboxylic acid derivative 1 with an organometallic nucleophile 6 via the
tetrahedral adduct 7
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with sodium methanolate 13, and in the reaction of
methyl benzoate 14 with the sodium salt of benzyl
alcohol 15, he observed a white precipitate which, on
treatment with acid, gave the same products benzyl
benzoate 12, methyl benzoate 14, methanol 17 and
benzyl alcohol 18. He named the likely common inter-
mediate 16 ‘additionelle Verbindung’ (‘adduct’).
Reactions of esters 19 with organomagnesium reagents


20 giving tertiary alcoholates 23 led Grignard in 1901 to
the assumption of a related unstable intermediate
21.140,141 The elimination of ROMgX 22 from 21 to
give a ketone 9 (Scheme 3) was not suggested at first.
Rather, 21 should react directly with a second R0MgX 20
to give 23 (Scheme 5).
Shortly afterwards (1904) a new synthesis of aldehydes


was published by Bouveault142–151 (Scheme 6).
The outcome of the reaction is determined by the stable


metallated intermediate 26, which is formed by the addi-
tion of the Grignard species phenylethylmagnesium chlor-
ide 25 to N,N-diethylformamide 24. Hydrolysis of 26
yields the aldehyde 27. The high stability of the amide
adduct 26 is due to the low tendency for the elimination of
Et2NMgCl, which is in strong contrast to the facile
elimination (substitution) of ROMgX 22 from the ester
adduct 21 (Scheme 5). Interestingly, excess of a Grignard
reagent RMgX such as 25 results in the substitution of
MgXO� by a second RMgX to give a tertiary amine


R2CHNEt2.
143,144 As we shall see in the following, the


stability of amide adducts such as 26 has been used re-
peatedly in reactions involving tetrahedral intermediates.
A further example was published by Evans


(1956).152,153 He used the reaction of carboxylic acid
amides of the type 28with R0Li compounds 29, giving the
stable intermediate 30, for the synthesis of ketones 9
(Scheme 7).
Only organolithium compounds can be used in this


reaction; Grignard reagents do not lead to ketone forma-
tion. Adducts such as 30 are also used for further
reactions such as orthometallation154 (see also below).
Comins and co-workers (1981) used the formation of


adducts such as 33 for the protection of aldehydes
(Scheme 8).155–160


Reaction of benzaldehyde 31 with a lithium amide 32
leads to 33, which, like 26 and 30 (Schemes 6 and 7), is
stable with respect to elimination of LiNR2. Compound
33 is thus accessible for further reactions, e.g. orthome-
tallation with R0Li 29 to give 34. Reaction with an
electrophile Eþ 35 followed by protonation gives the
ortho-substituted aldehyde 36.
A more general synthesis of ketones 9 than outlined in


Scheme 7 was published by Weinreb and co-workers
(1981)161–175 (Scheme 9). Here, N-methoxy-N-methyl-
carboxylic acid amides (‘Weinreb amides’) 37 are reacted
with organometallic compounds R0M (M¼Li, MgHal)
38 to give, on protonation, ketones 9. It was concluded
and generally accepted161–175 that the high yields of
ketones are due to the high stability of the five-membered
ring-chelated intermediate 39. The role of thermody-
namics and kinetics in this reaction is elaborated by
means of quantum chemical calculations later.


Scheme 4. Claisen’s assumption of a tetrahedral intermedi-
ate (1887)


Scheme 5. Unstable tetrahedral intermediates in the reac-
tion of esters with Grignard reagents (Grignard, 1901)


Scheme 6. Aldehyde synthesis of Bouveault (1904)


Scheme 7. Ketone synthesis of Evans (1956)


Scheme 8. Protection of aldehydes according to Comins
and co-workers (1981)
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Seebach and co-workers (1983) used stable car-
boxylic acid amide adducts in a different manner
(Scheme 10).176–179


In that case the stable adduct 41 is formed from
aldehydes 40 and disubstituted lithium amides 32, as
already outlined in Scheme 8. Then, in order to transform
the comparatively poor leaving group LiO� into a better
one, 41 is reacted with TiCl4 42 to give the transmetal-
lated adduct 43 with the better leaving group Cl3TiO


�.
Indeed, reaction of 43 with R0Li 29 removes the oxygen
substituent to give the tertiary amine 44. The lithiated
adduct 41 is not a very favourable reagent for R0Li 29 as
shown before. The formation of tertiary amines was
observed earlier when Grignard adducts such as 26
were reacted with excess RMgX143,144 (see in the context
of Scheme 6).
The low tendency towards the elimination of metal-


lated amines R2NM from carboxylic acid amide adducts
is again illustrated by the Haller–Bauer reaction
(1908)180,181 (Scheme 11).
When the authors reacted benzophenone 45 with


sodium amide 46, the adduct 47 was formed, which
apparently is in equilibrium with a small amount of
benzoic acid amide 48 and phenylsodium 49. Thus,
phenylsodium 49 competes successfully with sodium
amide 46 for the elimination from 47! Deprotonation of
the amide 48 by 49 then leads to the metallated amide 50
and benzene 51, which are thermodynamically more


stable than 48 and 49. Protonation of 50 results finally
in the amide 48. In addition to metallated aryl species
such as PhNa 49, other comparatively stable organome-
tallic species RM are also observed as leaving groups in
Haller–Bauer reactions. We shall come back to this
interesting phenomenon of the competition of an orga-
nometallic species RM with a metallated amine R2NM as
leaving groups when we discuss the structures of tetra-
hedral intermediates in the next section.
The related eliminations of metal hydrides HM, in


general, however, not from tetrahedral adducts of car-
boxylic acid derivatives, to give carbonyl compounds are
only briefly mentioned here: the Cannizzaro reaction,182


the Meerwein–Ponndorf–Verley reduction,183–185 the Op-
penauer oxidation186 and the oxidation of aldehydes to
carboxylic acids.187,188


Yet another stable tetrahedral intermediate (55),
formed from carboxylic acids 52 or carbon dioxide 53
with R0Li 29, first to give the carboxylate 54 and then
with a second R0Li 29 the adduct 55, was discovered by
Gilman and van Ess (1933) (Scheme 12).189–194


The reaction is also used in ketone synthesis, because
elimination of Li2O from the dilithiated hydrated ketone
55 to give the ketone 9, which could react with further
R0Li 29 to give the tertiary alcoholate 10, does not take
place. Rather, protonation of 55 gives the ketone 9. This
is in strong contrast to the fast elimination (substitution)
of alcoholates ROM from ester adducts finally to give an
alcoholate such as 11 (Scheme 3).
Although a tetrahedral intermediate in reactions of


carboxylic acid derivatives with nucleophiles seems
rather plausible, or even clear, from many of the exam-
ples given above, one should strongly emphasize that the
definitive proof of its existence, or structural studies of
the adduct, were performed only much later than many of
the reactions which suggested their existence. Thus, it
was only in 1951 that Bender was able to prove the
existence of a tetrahedral intermediate in the reaction of
esters with H2O (Scheme 13)195 (see also Refs 1–5 and
58–61).
When the 18O-labelled ester 57a was partially hydro-


lysed with H16OH 56a, a certain amount of non-labelled
ester 57b was also detected, which requires formally the


Scheme 9. General synthesis of ketones with Weinreb
amides (1981)


Scheme 10. Synthesis of tertiary amines by Seebach and
co-workers (1983)


Scheme 11. The Haller–Bauer reaction (1908)


Scheme 12. Ketone synthesis of Gilman and van Ess (1933)
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breaking of the C——
18O bond in 57a, and therefore the


existence of the tetrahedral intermediate 58 with a C—O
single bond. Elimination of H16OH 56a and H18OH 56b
from 58 gives 57a and 57b, respectively. Elimination of
R0OH 60 from 58 leads to the partially labelled acid 59.
An SN2-like substitution of the R0O group in the ester 57
by the HO group of 56 is excluded by these findings.
Following the studies of Bender, tetrahedral adducts in


reactions of carboxylic acid derivatives with nucleophiles
were intensively investigated. In the field of organic and
bioorganic chemistry, many kinetic studies were per-
formed, especially by the groups of Bender,2,7,8,10,17,18,20


Bruice,9,11,13,24,25,29,58 Fersht,61 Guthrie31,34,35,37 and
Jencks.4,12,14,15,19,21,23,28,30,32,33,36,59 Antibodies, which
were selected to bind phosphate and phosphonate tetra-
hedral transition state analogues, turned out to be the
first catalytic antibodies for the selective hydrolysis of
carbonates or esters, as Lerner and co-workers196,201 and
Schultz and co-workers197–199 revealed.196–205


An interesting study by Schwarz and Drueckhammer
(1996) concerning the stereochemistry of the tetrahedral
intermediate in acetyl-CoA-promoted acyl transfer reac-
tions is shown in Scheme 14.206 The stereochemistry of
such intermediates is of fundamental importance in en-
zyme catalysis.58–61


The acyl transfer from acetyl-CoA 61 to the nucleo-
phile Nu� 62 to give 64 could proceed through either one
of the two intermediates with the stereochemistry as


shown in 63a or 63b, or through both. Therefore, the
authors synthesized the two enantiomeric alcohols 65a
and 65b and studied their inhibitor strength in acetyl-
CoA-dependent acyl transferase reactions: 65a turned out
to be the much stronger inhibitor, which indicated the
tetrahedral intermediate 63a to have the more favourable
stereochemistry in the acyl transfer.
After this short review of significant historical exam-


ples of tetrahedral intermediates of carboxylic acid deri-
vatives, we shall concentrate in the next section on
structural investigations of intermediates formed from
RC(O)X 1 and nucleophiles 2 (see Scheme 1). It will be
of interest to see whether the structural details are in
agreement with the Bürgi–Dunitz formulation of the
approach of a nucleophile 2 to a carbonyl species
RC(O)X 1 and with its removal from the tetrahedral
intermediate 3. What is the influence of the charge of
the tetrahedral intermediate, neutral, cationic or anionic,
on its structure? Do model calculations support the
structural characteristics of such intermediates? A further
point of interest is the question of whether the facile
formation of a tetrahedral intermediate 3 is (always) due
the thermodynamic stability of 3, or whether kinetic
reasons are also significant, at least in some cases (see
later).


STRUCTURES OF NEUTRAL, CATIONIC AND
ANIONIC TETRAHEDRAL ADDUCTS


At the beginning of the investigations of tetrahedral
intermediates in transformations of carboxylic acid deri-
vatives with nucleophiles, it was difficult to get hold of
such species because of their instability; see, e.g.,
Scheme 13 and the situation described there. Stimulation
for further efforts came from the discovery of the
anomeric effect and its significance for structural details
and reactivities of compounds bearing two or three


Scheme 13. Bender’s proof of the tetrahedral intermediate
in reactions of esters with H2O (1951)


Scheme 14. Identification of the absolute stereochemistry of the tetrahedral intermediate in the reaction of acetyl-CoA with a
nucleophile Nu� by Schwartz and Drueckhammer (1996)
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heteroatoms with non-bonded electron pairs at the
anomeric centre.207–219 Initially compounds possessing
special structural features were investigated (Scheme 15):
(1) with bicyclic or polycyclic structures such as tetro-
dotoxin 66;220 (2) with a strong electron-withdrawing
group, e.g. CF3, attached to the (pro)acyl carbon (67221);
(3) with a donor group with reduced conjugation with the
potential carbonyl group (68222,223); and (4) with sulfur
atoms bonded to the anomeric centre (69224).
Such compounds, and also simpler ones, were used to


study kinetically their decomposition into the respective
carbonyl species and to measure the IR, UV and
NMR spectra in order to show the existence of an adduct
with a tetrahedral carbon atom.225–238 More recently,
NMR investigations were performed on 70 and 71
(Scheme 16).239,240


Detailed insight into the structures of tetrahedral ad-
ducts, however, was only provided by x-ray crystal
structure determinations. Interestingly, among the first
structures were two of biochemical origin: Blow and co-
workers (1974) investigated the crystal structure of the
complex of porcine trypsin with soybean trypsin inhibitor
(at 260 pm resolution),241 whereas Huber and co-workers
(1973) were interested in the related complex of basic
pancreatic trypsin inhibitor with bovine trypsin.242 The
interatomic distances at the active site of the first-men-
tioned complex241 show the complex to be in the form of
a tetrahedral adduct of the scissile bond to the active


serine. The strong binding energy of the inhibitor and the
stabilization of the tetrahedral form result from the nature
of the active site of the enzyme, which is designed to
stabilize the transition state of peptide hydrolysis. How-
ever, because of the resolution mentioned above, the
authors unfortunately ‘have no evidence whether the
bond lengths around the tetrahedral carbon are abnormal.
The evidence that the crystal structure shows a tetrahedral
adduct is strong, but indirect.’241


More insight into the structure of a tetrahedral adduct is
available from the early crystal structure determination of
N-brosylmitomycin A 72243 (1967) (Scheme 17).
The C17—O3 bond involving the tetrahedral carbon


atom C17 amounts to 136.54 pm, which is shorter than
C8—O3 (142.31 pm). In contrast, C17—N2 (149.06 pm)
is slightly longer than the two aziridine bonds N1—C1
(148.75 pm) and N1—C11 (147.85 pm). From the above-
mentioned torsion angles (Scheme 17) a torsion angle
between the nitrogen lone pair (lp) and the C17—O3
bond [Nlp—(C17—O3)] of �16� is derived, which is not
favourable for an Nlp–�*C—O interaction. On the other
hand, there exists an essentially antiperiplanar orientation
(�170�) of an oxygen lone pair at O3 with the C17—N2
bond, which is optimal for an Olp–�*C—N interaction, and
which is in agreement with the bond lengths at the
tetrahedral carbon atom C17 in the neutral 72. Overall,
72 is not a good model for a tetrahedral intermediate in an
acyl transfer reaction, however, because the tetrahedral


Scheme 15. Four types of stable tetrahedral adducts


Scheme 16. Tetrahedral adduct structures confirmed by
NMR spectroscopy


Scheme 17. X-ray crystal structure determination of N-
brosylmitomycin A 72. Important bond lengths (pm) and
angles (�): C17—O3 136.54, C17—N2 149.06, C8—O3
142.31, N1—C1 148.75, N1—C11 147.85, C14—N2—
C17—O3 85.82, C24—N2—C17—O3 �129.27, C8—
O3—C17—N2 48.22. Reprinted with permission from Ref.
243. Copyright (1967) American Chemical Society
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carbon atom C17 is forced into a tetracyclic skeleton.
Furthermore, O3 is methylated. In a good model for a
tetrahedral intermediate, the oxygen atom should be part
of an HO group, bear a negative charge, or the nitrogen
atom should be transformed by protonation into an
ammonium cation. This latter example, a model for a
cationic tetrahedral intermediate, is shown next.
When 1-aza-3,5,7-trimethyladamantan-2-one 73 was


dissolved at pH 3.3 in H2O, the N-protonated hydrate of
the orthoamide 74 was formed, which allowed a more
recent x-ray crystal structure determination (1998)
(Scheme 18).244


The situation at the tetrahedral carbon atom is mainly
characterized by a rather long C1—N1 bond [155.2(4)
pm] and by shortened C1—O1(2) bonds [138.2(4) pm]:
the protonated nitrogen atom N1 becomes an excellent
amine leaving group, especially since the electron pairs
of the two hydroxy groups support the formation of a
carbenium ion at C1. Although the torsion angles which
include the O1(O2)—H bonds are not mentioned in the
publication, which would allow one to estimate the
torsion angles of the oxygen lone pairs with the C—N
bond, one can conclude from the above-mentioned bond
lengths that they result from antiperiplanar (app) orienta-
tions of oxygen lone pairs with the �*C—N orbital


(app Olp–�*C—N). The structure of 74 is thus an excellent
example of the structure of a tetrahedral intermediate in
which the cleavage of the C—N bond is supported by
acid catalysis. The situation described here is in perfect
agreement with theoretical studies of the ‘Stereoelectro-
nic control in acid and basic catalysis of amide hydro-
lysis’, published by Lehn and Wipff in 1980.215


Especially in the case of acid catalysis (protonated
nitrogen atom), the anomeric effect, lengthening specifi-
cally the C—N bond, is of great significance.
Remarkably stable neutral tetrahedral intermediates


were recently (2002) observed in the reaction of N-
acylpyrroles such as 75 with organometallic compounds
such as 76 followed by protonation with ammonium
chloride (NH4Cl) to give carbinols such as 77.245 The
result of the x-ray crystal structure determination of 77 is
shown in Scheme 19.
The C1—N1 bond [147.84(14) pm] is longer than


Csp3—Npyrrole bonds, which range from 141.2 to
145.8 pm. Conversely, the C1—O1 bond (141.15(13)
pm) is shorter than average Csp3—OH bonds
(143.2 pm). The C1—C11 bond [152.16(17) pm] is
slightly shorter than average Csp3—Csp3 bonds
(153.0 pm). In contrast, the C1—C2 bond [152.75(15)
pm] is somewhat longer than average Csp2—Caryl bonds
(151.3 pm). The shortened C1—O1 bond and the elon-
gated C1—N1 bond are explained with an anomeric
effect resulting from the interaction of the oxygen lone
pairs with the �*C—N orbital. A similar interaction of an
oxygen lone pair with the �*C—C orbital should be


Scheme 18. Formation of 74 from 73 and x-ray crystal
structure determination of 74. Important bond lengths (pm)
and angles (�): C1—N1 155.2(4), C1—O1 138.2(4), C1—O2
138.2(4), C7—N1 150.3(4), C1—C2 153.3(4), C7—N1—
C1—O1�58.4(3), C12—N1—C1—O1 178.6(2), C7—N1—
C1—O2 179.1(2), C12—N1—C1—O2 56.1(3). Reprinted
with permission from Ref. 244. Copyright (1998) American
Chemical Society


Scheme 19. Structure of 77 in the crystal. Important bond
lengths (pm) and angles (�): C1—N1 147.84(14), C1—O1
141.15(13), C1—C2 152.75(15), C1—C11 152.16(17), C5-
N1—C1—O1 141.51(11), C8—N1—C1—O1 �48.10(14).
Reproduced from Ref. 245 with permission from
Angewandte Chemie
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responsible for the slightly lengthened C1—C2 bond.
From the torsion angles mentioned in Scheme 19, one
calculates an angle Nlp—(C1—O1) of �47�. The lone
pair at N1 therefore does not adopt an antiperiplanar
conformation with C1—O1, although the pyrrole sub-
stituent could in principle rotate freely around the C1—
N1 bond. Apparently an app Nlp–�*C—O interaction is
not very profitable for 77.
Compound 77 is therefore a good model for a neutral


tetrahedral intermediate in an acyl transfer reaction. If
one compares its structure with that of the N-protonated
tetrahedral intermediate 74 (Scheme 18), which is a
model for an intermediate in an acid-catalysed reaction,
one recognizes immediately the difference: in the N-
protonated 74 the reaction path—cleavage of the C1—
N1 bond—is clearly indicated, which is much less so in
the case of the neutral 77, again in agreement with
theoretical studies:215 there is no specific lengthening of
one bond at the tetrahedral carbon atom C1 of a neutral
model adduct. The results, of course, also fit the experi-
mental experience: transacylations are normally not per-
formed at pH 7. Rather, they are acid-catalysed, or
performed in a basic medium.
This latter condition leads to the next question: what are


the structural features of tetrahedral intermediates of the
type discussed here with a negative charge at the oxygen
atom? The following examples are models for that case.
The tetrahedral lithiated adduct 80 formed from ben-


zoic acid N,N-dimethylamide 78 and phenyllithium 79
crystallizes as the tetrahydrofuran solvated dimer
(Scheme 20).246 It was the first anionic tetrahedral adduct


which was analysed with respect to its bond lengths and
angles at the tetrahedral carbon atom.
In the dimer structure 80, two lithium cations (Li1 and


Li1A) are bonded to each of the anionic O atoms O1 and
O1A and to one O atom of a THFmolecule (O2 and O2A,
respectively), leading to rarely observed three-coordi-
nated lithium cations. C1—O1 is 137.1(2) pm long. In
(CH3)3C—OLi the C—O bond measures 139.2 pm.247 In
amides such as 78, the C——O bond is 123.1 pm long,248


and in aromatic ketones 123.0 pm.248 C1—N1 amounts to
150.0(3) pm. The mean value for Csp3—N bonds is
146.9 pm.248 In carboxylic acid amides the C—N bonds
are much shorter (134.6 pm).248 The bonds from C1 to the
phenyl-C atoms measure 154.8(3) (C4) and 154.9(3) pm
(C10). The mean value of Csp3—Carom bonds is
151.3 pm.248 In conclusion, the bonds of C1 to N1, C4
and C10 are all elongated, whereas the C1—O1 bond is
shortened.
Table 1 shows a comparison of the C—O, C—N and


C—C bond lengths in the N-protonated 74 (Scheme 18),
the neutral 77 (Scheme 19) and the anionic tetrahedral
adduct 80 (Scheme 20).
In the anionic 80 the C—O bond is shorter (better


oxygen donor) than in the neutral 77. Correspondingly,
the C—N and C—C bonds in the anionic 80 are longer
than in the neutral 77. In both cases the lengthening of
bonds is not selective. This is totally different in the
cationic 74, in which both C—O bonds are shortened and
only the C—N bond is strongly elongated. Hence, the
cationic 74, the neutral 77 and the anionic 80 are good
models for the differences in the structures of the tetra-
hedral adducts in proton-catalysed, neutral and base-
induced transacylations. The experimental results are
nicely supported by model calculations on HC(OH)2
NHþ


3 , HC(OH)2NH2 and HC(OH)(O�)NH2.
215


The lengthening of both the C1—N1 and the C1—C4
(C10) bonds in the anionic adduct 80 is in agreement with
the experimental observation that it is not only the C—N
bond which may be cleaved if an anionic oxygen atom is
present, but also the C—C bond; see the Haller–Bauer
reaction180,181 in Scheme 11: in this example, phenyl-
sodium 49 eliminates from the anionic adduct
Ph2C(NH2)(ONa) 47.
With regard to the elongated C1—N1 and the shor-


tened C1—O1 bond in the anionic adduct 80, it was


Scheme 20. Structure of 80 in the crystal. Important bond
lengths (pm) and angles (�): C1—O1 137.1(2), C1—N1
150.0(3), C1—C4 154.8(3), C1—C10 154.9(3), Li1—N1
375.1(4), Li1—N1A 373.7(4), O1—C1—N1-C2 �58.4(2),
O1—C1—N1—C3 63.8(2), C4—C1—N1—C2 65.3(2),
C10—C1—N1—C3 �60.8(2). Reproduced from Ref. 246
with permission from Angewandte Chemie


Table 1. Comparison of the C—O, C—N and C—C bond
lengths in the N-protonated 74, the neutral 77 and the
anionic tetrahedral adduct 80


C—O C—N C—C
Compound (pm) (pm) (pm)


74 (cationic) 138.2(4) 155.2(4) 153.3(4) (C—Calk)
77 (neutral) 141.15(13) 147.84(14) 152.75(15) (C—Caryl)
80 (anionic) 137.1(2) 150.0(3) 154.8(3), 154.9(3)


(C—Caryl)
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checked whether the data fit the considerations of Bürgi
and Dunitz65–74 concerning the geometry of the approach
of a nucleophile to a carbonyl group, and to the reverse
reaction (see Scheme 2). The angles between the C1—
C4—C10 plane and the vectors C1—N1 (60.3�) and
C1—O1 (52.8�) in 80 indeed reflect the beginning of
the elimination of LiNMe2 from the adduct 80: N1
‘eliminates’ along the trajectory C1—N1, whereas O1
moves towards the C1—C4—C10 plane.
Concerning the structure of 80 in the crystal, it is


interesting to hint at the bonding situation of the dimethy-
lamino group. Normally, the N atoms of such groups are
bonded to Li cations, especially if these are only three-
coordinated as is the case here. The distances Li1—N1
375.1(4) pm and Li1—N1A 373.7(4) pm are, however,
far beyond normal Li—N bond lengths of �220 pm.249


In order to establish an Li–N interaction in 80, the two
dimethylamino groups had to rotate around the C1—N1
(C1A—N1A) bonds. From the torsion angles given in
Scheme 20, a torsion angle Nlp—(C—O) of �180� is
calculated for 80. A totally different conformation around
the C—N bond, which is necessary for of an Li—O—
C—N four-membered ring, is observed in the following
anionic adducts.
Independently of the investigation of 80,246 Wheatley,


Snaith and co-workers studied solid-state structures of
related species.250–253 Reaction of the aromatic aldehydes
81a–d with lithium N,N,N0-trimethylethylenediamide,
LiN(CH3)CH2CH2N(CH3)2 82, led to the respective
tetrameric adducts 83a–c. In the case of the o-CF3-
substituted compound 83d, one benzyl alkoxide reduc-
tion product replaces one tetrahedral adduct (Scheme 21).
Wheatley, Snaith and co-workers were exclusively


interested in Li–N and Li–O interactions. The bonding
situation at the tetrahedral carbon atoms of the adducts
83a–d is not mentioned in their publications. Since it is
not of significance to discuss the details of the pseudo-
cubane or ‘open’ pseudo-cubane tetrameric structures in
the context of this paper, only the bond lengths and
torsion angles relevant for the subject outlined here are
summarized in Table 2, together with those of 80.
Although the data within the series 83a–d are rather


similar, some characteristic differences are observed. (1)
In the o-OCH3-substituted tetramer 83b, two tetrahedral
adducts have anionic oxygen atoms bonded to two Liþ


and the other two to three Liþ. Each additional Liþ


reduces the donor qualities of the anionic O atom: in
83b (2Liþ) the C—O bond is shorter than in 83b (3Liþ)
because 83b contains the better oxygen donor. Corre-
spondingly, the C—N and C—Caryl bonds are longer
in 83b (2Liþ) than in 83b (3Liþ). This effect is nicely
supported by model calculations (B3LYP/6–311þG**):
H2(H2N)C—O�, C—O 132.1 pm, C—N 193.9 pm; H2


(H2N)C—OLi, C—O 137.7 pm, C—N 146.7 pm (see
Acknowledgements). (2) In the o-CF3-substituted 83d
the C—Caryl bonds are comparatively long because
C6H4(o-CF3)Li is a better leaving group than C6H5Li


(from 83a) or C6H4(o-OCH3)Li and C6H4(p-OCH3)Li
(from 83b and 83c, respectively). Correspondingly, the
C—N bond in 83d is somewhat shorter.
If one compares the tetrahedral adduct 80 crystallizing


as a dimer with the structures of the tetramers 83a–d, one
notices rather similar C—O, C—N and C—Caryl bond
lengths (see Table 2). A striking difference exists in the
torsion angles Nlp—(C—O): in 80 with Liþ not being
bonded to the nitrogen atoms of the dimethylamino
groups it amounts to �180�, whereas it is 43� 11� in
83a–d (and not �0�, which reduces steric interactions
along the C—N bonds in the Li—O—C—N four-mem-
bered rings of these adducts). Qualitatively one would
expect in the anionic adduct 80, in addition to the Olp–
�*C—N and Olp–�*C—Caryl


interactions, which also exist in
83a–d, an Nlp–�*C—O interaction because of the favour-
able antiperiplanar orientation of these orbitals.215 This
should lead to a comparatively shorter C—N and a longer
C—O bond in 80, which, however, is not the case (see


Scheme 21. Preparation of the tetrahedral adducts 83a–d
and structure of 83b in the crystal. For important bond
lengths of 83b, see Table 2; torsion angles (�): C18—N4—
C19—O4 71.7(4), C17—N4—C19—O4 �158.9(3), C4—
N1—C6—O2 154.9(4), C5—N1—C6—O2 �73.9(4). Aryl
groups have been omitted for clarity. Reproduced from Ref.
250 by permission of the Royal Society of Chemistry
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Table 2). Quantum chemical model calculations on 84–
86A and B support the expectation (see Table 3).246


In the highly substituted 84, isomer A is more favour-
able than B. In A the C—O bond is longer and the C—N
bond is shorter than in isomer B. Although the calculated
torsion angles Nlp—(C—O) in isomers A and B corre-
spond to those found experimentally in the crystal struc-
tures of 80 and 83a–d, respectively, the same agreement
does not exist for the C—O and C—N bond lengths (see
Tables 2 and 3). For 85A and B, a similar situation is
calculated as for 84A and B (see Table 3). In the less
sterically hindered 86A and B the result is comparable to
that for 83 and 84 except that conformer B is now more
stable than A. That it is not simply the kind of crystal-


lization which is responsible for the difference between
experimental and calculated bond lengths is indicated by
the adduct of p-methoxybenzaldehyde 81c with lithium
N-methylpiperazide crystallizing as a hexamer:253


the bond lengths C8—N1¼ 150.74 pm and C8—O1¼
137.68 pm and the torsion angle Nlp—(C—O)� 45�
agree well with those of 83a–d in Table 2. We have no
explanation for the discrepancy between the calculated
bond lengths of isomers A and B (Table 3) and the
experimental values for 80 and 83a–d, respectively
(Table 2) (see Acknowledgements). Further structure
determinations of anionic tetrahedral adducts comparable
to those of 80 and 83a–d could shed more light on this
problem.
A corroboration of the structural features of anionic


tetrahedral intermediates comes from the dimeric solid-
state structure 87 shown in Scheme 22.254


The C8—O1 bond in 87 is extremely short (compare
with Table 2), which should be due to Kþ being the
gegenion instead of Liþ in 80 and 83a–d: Kþ is a much
weaker Lewis acid than Liþ. The C8—N1 bond length is
151.7(3) pm, which is greater than the C—N bond
lengths in 80 and 83a–d (see Table 2). The C8—C9
bond [155.4(5) pm] is the longest C—Caryl bond so far
observed in an anionic tetrahedral adduct (see Table 2).
The reason is also in the case of 87 the non-selective
electron donation of the anionic oxygen atom, the good
qualities as a leaving group of p-BrC6H4K and the
excellent stabilization of a (developing) positive charge
at C8 by the two nitrogen substituents. Again, the Haller–
Bauer reaction180,181 is ‘on its way’ (see the discussion of
80 and Scheme 11).
In summary, although there have so far been only a few


crystal structure determinations of tetrahedral adducts
which can serve as models for intermediates in the


Table 2. C—O, C—N and C—Caryl bond lengths (pm) at the
tetrahedral carbon atoms and torsion angles Nlp—(C—O) (�)
in the adducts 83a–d compared to those of 80a


Torsion angle
C—O C—N C—Caryl Nlp—(C—O)


Compound (pm) (pm) (pm) (�)


80 137.1(1) 150.0(3) 154.8(3) �180
83a 135.7(4) 150.1(5) 152.2(5) �38
83b* (2Liþ) 136.2(6) 150.0(6) 152.2(6) �44


(3Liþ) 137.7(6) 149.7(6) 151.1(6) �41
83c 135.1(3) 151.0(4) 151.7(3) �42


136.4(3) 149.7(3) 152.9(4) �32
135.7(3) 150.1(4) 153.3(3) �39
135.5(3) 149.1(4) 152.8(4) �33


83d 137.6(4) 149.1(4) 154.0(5) �54
137.7(4) 149.0(4) 153.6(4) �53
137.8(4) 148.9(4) 153.8(4) �52


83b* (2Liþ), two Li cations bonded to the anionic O atom; (3Liþ), three Li
cations bonded to the anionic O atom. The torsion angles Nlp—(C—O) are
calculated from the torsion angles O—C—N—R1 and O—C—N—R2. For
the torsion angles of 83a, 83c and 83d, see the original publications.


Table 3. Bond lengths (pm), torsion angles (�) and relative energies (kcalmol�1) of the conformers A and B of the tetrahedral
adducts 84–86 (RHF/3–21G//PM3)a


Torsion angle
C—O C—N Nlp—(C—O) Erel


Compound R1 R2 R3 R4 (pm) (pm) (�) (kcalmol�1)


84A Ph Ph CH3 CH3 137.0 153.2 �174 0.0
84B Ph Ph CH3 CH3 135.9 159.0 �43 8.0
85A Ph H CH3 CH3 136.7 152.0 �174 0.0
85B Ph H CH3 CH3 135.4 157.2 �30 4.6
86A CH3 CH3 H H 138.3 150.4 �180 0.0


(139.3) (147.1) (�180) (0.0)
86B CH3 CH3 H H 136.2 155.9 �5 �4.5


(137.3) (154.8) (�9) (�6.0)


a MP2/6–31þG* values of 86 in parentheses. The torsion angles Nlp—(C—O) are calculated from the torsion angles O—C—N—R3 and O—C—N—R4.
1 kcal¼ 4.184 kJ.
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reactions of carboxylic acid derivatives with nucleo-
philes, they provide a consistent picture: the neutral,
cationic and anionic models of such tetrahedral inter-
mediates are characteristically different from each other,
in agreement with experimental observations and theore-
tical calculations.


MODEL CALCULATIONS OF THE REACTIONS
OF HC(O)X, X¼NH2 AND NHOH, WITH
THE NUCLEOPHILES LIH AND FMgH


Whereas tetrahedral intermediates in the reactions of
carboxylic acid chlorides with nucleophiles have never
been detected, and those of carboxylic acid esters never
isolated, even at low temperatures (see earlier), it is
shown in the previous two sections that tetrahedral


intermediates derived from carboxylic acid amides are
stable and useful for further syntheses. However, there
are remarkable differences between different carboxylic
acid amides concerning their reactivity with nucleo-
philes: ‘normal’ amides RC(O)NR2 28 react with orga-
nolithium species R0Li 29 to give adducts RR0CNR2(OLi)
30, which, on hydrolysis, give ketones RR0C(O) 9;
however, Grignard reagents R0MgX do not lead to
adducts and finally ketone formation (see Scheme 7). In
contrast, reaction of Weinreb amides RC(O)N(CH3)-
OCH3 37 give ketones 9 with both organolithium as
well as with Grignard reagents (see Scheme 9). In order
to find out whether it is the particular thermodynamic
stability of Weinreb amide adducts 39 (Scheme 9) which
is responsible for this synthetically significant difference,
as generally assumed,161–175 or whether the kinetics of
the reactions are also significant, model calculations were
performed by optimization of the stationary points along
the reaction path of the gas-phase reactions of HC(O)NH2


88 (model for normal amides) and HC(O)NHOH 89
(model for Weinreb amides) with LiH 90 and with
FMgH 91 at the MP2/6–31þG*//MP2/6–31G* level.255


Energies are corrected for zero point energies (ZPE), and
all stationary points were characterized by vibrational
analysis showing zero imaginary frequencies for the
ground states and exactly one imaginary frequency for
the transition states. If necessary, the trajectory was
proved by calculation of the intrinsic reaction coordinate
(IRC). Hydrides such as LiH 90 and FMgH 91 have been
used as simple models for organolithium and Grignard
reagents before.256,257 As shown below, the calculated
reaction intermediates and transition states provide an
overall picture which leads to a consistent explanation of
the experimental facts.
The LUMO energies �*C——O of the amide models 88


and 89 and the HOMO energies of the nucleophiles LiH
90 and FMgX 91 are listed in Table 4.
Not unexpectedly, the model for Weinreb amides 89


has essentially the same LUMO energy (0.179 a.u.) as the
model for ‘normal’ amides 88 (0.177 a.u.). The higher
HOMO energy is found in the case of LiH 90 (�0.298
a.u.) as compared with the ‘Grignard reagent’ 91 (�0.410
a.u.), which corresponds to the higher nucleophilicity of
RLi compounds.
For reasons of simplicity, reactions involving dimers of


LiH 90 and FMgH 91 were not calculated. Similarly,
solvation of LiH 90 and FMgH 91 with model solvent
molecules such as H2O or NH3 was not considered.


256,257


In Scheme 23, the reaction of HC(O)NH2 88 with LiH
90 is shown.


Scheme 22. Structure of 87 in the crystal. Important bond
lengths (pm) and torsion angles (�): C8—O1 131.5(5), C8—
N1 151.7(3), C8—C9 155.4(5), C1—N1—C8—O1 155.7(2),
C7—N1—C8—O1�53.0(2). The second part of the dimer is
omitted. Reprinted with permission from Ref. 254. Copy-
right (1999) American Chemical Society


Table 4. MP2/6–31þG*//MP2/6–31þG* LUMO energies (a.u.) of 88 and 89 and HOMO energies (a.u.) of 90 and 91


Compound LUMO energy �*C——O (a.u.) Compound HOMO energy (a.u.)


HC(O)NH2 88 0.177 LiH 90 �0.298
HC(O)NH—OH 89 0.179 FMgH 91 �0.410
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The reaction starts with the complexation of HC(O)NH2


88 and LiH 90 to give 92, which reacts via the transiton
state [93]z to the tetrahedral intermediate 94. 94 is
20.3 kcalmol�1 more stable than 92. The activation en-
ergy for the formation of 94 amounts to 11.5 kcalmol�1.
Transformation of 94 into H2C——O 95 and LiNH2 96
requires 39.7 kcalmol�1. Hence, in agreement with the
experimental results outlined earlier, the tetrahedral ad-
duct 94 is formed easily and it is fairly stable.


The reaction of HC(O)NH2 88 with FMgH 91 is shown
in Scheme 24.
As in the case of 88 and 90, HC(O)NH2 88 and FMgH


91 react first to give a complex 97, which is transformed
via [98]z into the reactive complex 99 and then via the
transition state [100]z into the tetrahedral adduct 101.
Compound 101 is 15.5 kcalmol�1 more stable than 97
and 39.7 kcalmol�1 more stable than H2C——O 95 and
FMgNH2 102. Hence the tetrahedral adduct 101, if


Scheme 23. HC(O)NH2 88 and LiH 90: calculated reaction intermediates and transition states [MP2/6–31þG*//MP2/6–
31G*þ ZPE (kcalmol�1)]


Scheme 24. HC(O)NH2 88 and FMgH 91: calculated reaction intermediates and transition states [MP2/6–31þG*//MP2/6–
31G*þ ZPE (kcalmol�1)]
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formed, should also be fairly stable. The activation
energy for the formation of 101 from 97
(23.9 kcalmol�1), however, is much higher than in the
case outlined in Scheme 23 with LiH 88 being the
nucleophile (11.5 kcalmol�1), which agrees nicely with
the reluctant reactivity of Grignard reagents with car-
boxylic acid amides.
The reaction of HC(O)NHOH 89, the model for


Weinreb amides, with LiH 90 is shown in Scheme 25.
As before, the starting materials 89 and 90 first form a


complex (103, �23.0 kcalmol�1), in which LiH 90 is
attached to the carbonyl oxygen atom of 89. Via the
chelate complex with the lithium cation being bonded to
both oxygen atoms (104), the chelate transition state
[105]z is reached very easily (3.8 kcalmol�1), leading
to the tetrahedral chelate adducts 106 and 107. Com-
pound 107 is 35.2 kcalmol�1 more stable than 103 and
43.2 kcalmol�1 more stable than H2C——O 95 and LiN-
HOH 108, which is in agreement with the detection of
such adducts by NMR spectroscopy.258 Most significant,
however, is the very low activation energy 103 ! [105]z
of 3.8 kcalmol�1. For the reaction of the ‘normal amide’
HC(O)NH2 88 with LiH 90, an activation energy of
11.5 kcalmol�1 was calculated (Scheme 23). The reac-
tion of HC(O)OH (model for esters) with LiH 90 requires
7.6 kcalmol�1 255 (for details see the Supplementary
material, available in Wiley Interscience). The activation
energy for the reaction of the Weinreb amide model 89
with LiH 90 (3.8 kcalmol�1) comes even close to that
calculated for the reaction of HC(O)Cl with LiH 90


(2.7 kcalmol�1 255 (see also Refs. 71, 100, 103, 106,
108, 109, 111 and 113); for details see the Supplementary
material). The very facile reaction of Weinreb amides
with organolithium reagents, which even tolerates the
presence of ester functionalities,165 therefore results from
the chelate stabilization in the tetrahedral adduct 107 and,
most importantly, in the transition state [105]z. A strong
stabilization of the transition state is also described for
the ortholithiation of aromatic ethers such as methyl
phenyl ether.256


The reaction of the Weinreb amide model HC(O)N-
HOH 89 with the Grignard model FMgH 91 is shown in
Scheme 26.
The starting materials 89 and 91 first form the com-


plexes 109 and 111, which are connected with each other
via the transition state [110]z. A complex with FMgH 91
binding to both oxygen atoms of HC(O)NHOH 89was not
found. Then 111 transforms via the chelate transition state
[112]z into the tetrahedral adducts 113 and 114. Com-
pound 114 is 25.5 kcalmol�1 more stable than 109;
formation of H2C——O 95 and FMgNHOH 115 from 114
requires 44.6 kcalmol�1, which documents the stability of
the chelate adduct 114. Related to these numbers is the
comparatively low activation energy (12.4 kcalmol�1)
from 109 to the chelate transition state [112]z, which is
in agreement with the reaction of Weinreb amides also
with Grignard reagents.161–175 For the reaction of the
‘normal’ amideHC(O)NH2 88with FMgH 91 an activation
energy of 20.6 kcalmol�1 was calculated (see Scheme 24).
Correspondingly, this reaction was never observed.


Scheme 25. HC(O)NHOH 89 and LiH 90: calculated reaction intermediates and transition states [MP2/6–31þG*//MP2/6–
31G*þ ZPE (kcalmol�1)]
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The model calculations outlined above provide the
following results. (1) ‘Normal’ carboxylic acid amides
react well with organolithium reagents because the acti-
vation energy of the reaction is comparatively low, but the
reaction with Grignard reagents is very sluggish owing to
a much higher activation energy. (2) In the case of
Weinreb amides, more stable chelate tetrahedral inter-
mediates are related to more favourable chelate transition
states for their formation. This leads to high chemoselec-
tivity owing to very high reactivity in the case of
organolithium species—ester groups present in the reac-
tion are not attacked—and to reaction also with Grignard
reagents. A similar situation should hold for related
ketone syntheses.259–264


CONCLUSIONS


Transacylation reactions of carboxylic acids, carboxylic
acid esters, carboxylic acid amides and other carboxylic
acid derivatives are among the most important reactions
in chemistry and biochemistry. However, only in recent
years has information concerning the structural details of
possible tetrahedral intermediates become available. In
this review, tetrahedral intermediates are discussed which
serve as models for acid-catalysed reactions, neutral
reactions and reactions under basic conditions. The
structural features correspond nicely with experimental
experience and, in general, to quantum chemical model
calculations. Furthermore, by means of model calcula-
tions, an explanation is given for the fast reactions of
Weinreb amides with organolithium compounds and even
with Grignard reagents: they are due to low-energy


chelate transition states for the formation of the fairly
stable chelate tetrahedral intermediates.
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Schleyer for the calculations of the bond lengths in
H2(H2N)C—O� and H2(H2N)C—OLi and also for dis-
cussions concerning experimental and calculated bond
lengths in the anionic tetrahedral adducts.


REFERENCES


1. Hammett LP. Physical Organic Chemistry. McGraw-Hill: New
York, 1940.


2. Bender ML. Chem. Rev. 1960; 60: 53–112.
3. Johnson SL. Adv. Phys. Org. Chem. 1967; 5: 237–330.
4. Jencks WP. Chem. Rev. 1972; 72: 705–719.
5. McClelland RA, Santry LJ. Acc. Chem. Res. 1983; 16: 394–399.
6. Hauser CR, Hudson BE Jr. Org. React. 1 1942; 266–292.
7. Bender ML, Ginger RD, Kemp KC. J. Am. Chem. Soc. 1954; 76:


3350–3351.
8. Bender ML, Ginger RD. J. Am. Chem. Soc. 1955; 77: 348–351.
9. Bruice TC, Schmir GL. J. Am. Chem. Soc. 1957; 79: 1663–1667.


10. Bender ML, Ginger RD, Unik JP. J. Am. Chem. Soc. 1958; 80:
1044–1048.


11. Bruice TC, Lapinski R. J. Am. Chem. Soc. 1958; 80: 2265–2267.
12. Jencks WP, Carriuolo J. J. J. Biol. Chem. 1959; 234: 1280–1285.
13. Bruice TC, Mayahi MF. J. Am. Chem. Soc. 1960; 82: 3067–3071.
14. Jencks WP, Carriuolo J. J. Am. Chem. Soc. 1960; 82: 675–681.


Scheme 26. HC(O)NHOH 89 and FMgH 91: calculated reaction intermediates and transition states [MP2/6–31þG*//MP2/6–
31G*þ ZPE (kcalmol�1)]


206 M. ADLER, S. ADLER AND G. BOCHE


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2005; 18: 193–209







15. Jencks WP, Carriuolo J. J. Am. Chem. Soc. 1960; 82: 1778–1786.
16. Bunnett JF, Davis GT. J. Am. Chem. Soc. 1960; 82: 665–674.
17. Bender ML, Thomas RJ. J. Am. Chem. Soc. 1961; 83: 4189–


4193.
18. Bender ML, Matsui H, Thomas RJ, Tobey SW. J. Am. Chem. Soc.


1961; 83: 4193–4196.
19. Jencks WP, Carriuolo J. J. Am. Chem. Soc. 1961; 83: 1743–1750.
20. Zerner B, Bender ML. J. Am. Chem. Soc. 1961; 83: 2267–2274.
21. Hand ES, Jencks WP. J. Am. Chem. Soc. 1962; 84: 3505–3514.
22. Johnson SL. J. Am. Chem. Soc. 1964; 86: 3819–3824.
23. Jencks WP, Gilchrist M. J. Am. Chem. Soc. 1964; 86: 5616–5620.
24. Fedor LR, Bruice TC. J. Am. Chem. Soc. 1964; 86: 5697–5698.
25. Fedor LR, Bruice TC. J. Am. Chem. Soc. 1965; 87: 4138–4147.
26. Schowen RL, Jayaraman H, Kershner L. J. Am. Chem. Soc. 1966;


88: 3373–3375.
27. Greenzaid P, Luz Z, Samuel D. J. Am. Chem. Soc. 1967; 89: 756–


759.
28. Blackburn GM, Jencks WP. J. Am. Chem. Soc. 1968; 90: 2638–


2645.
29. Maugh T, Bruice TC. Chem. Commun. 1969; 1056–1057.
30. Jencks WP, Salvesen K. J. Am. Chem. Soc. 1971; 93: 1419–1427.
31. Guthrie JP. J. Am. Chem. Soc. 1973; 95: 6999–7002.
32. Satterthwait AC, Jencks WP. J. Am. Chem. Soc. 1974; 96: 7018–


7031.
33. Satterthwait AC, Jencks WP. J. Am. Chem. Soc. 1974; 96: 7031–


7044.
34. Guthrie JP. J. Am. Chem. Soc. 1974; 96: 3608–3615.
35. Guthrie JP. Can. J. Chem. 1976; 54: 202–209.
36. Hupe DJ, Jencks WP. J. Am. Chem. Soc. 1977; 99: 451–464.
37. Guthrie JP. J. Am. Chem. Soc. 1991; 113: 3941–3949.
38. Kellogg BA, Tse JE, Brown RS. J. Am. Chem. Soc. 1995; 117:


1731–1735.
39. Kellogg BA, Neverov AA, Aman AM, Brown RS. J. Am. Chem.


Soc. 1996; 118: 10829–10837.
40. Colthurst MJ, Williams A. J. Chem. Soc., Perkin Trans. 2 1997;


1493–1497.
41. Oh HK, Woo SY, Shin CH, Park YS, Lee I. J. Org. Chem. 1997;


62: 5780–5784.
42. Marlier JF, Haptonstall BA, Johnson AJ, Sacksteder KA. J. Am.


Chem. Soc. 1997; 119: 8838–8842.
43. Cacciapaglia R, di Stefano S, Kelderman E, Mandolini L,


Spadola F. J. Org. Chem. 1998; 63: 6476–6479.
44. Koh HJ, Shin CH, Lee HW, Lee I. J. Chem. Soc., Perkin Trans. 2


1998; 1329–1332.
45. Hall CD, Le VT. J. Chem. Soc., Perkin Trans. 2 1998; 1483–


1488.
46. Venkatasubban KS, Bush M, Ross E, Schultz M, Garza O. J. Org.


Chem. 1998; 63: 6115–6118.
47. Hubbard P, Brittain WJ. J. Org. Chem. 1998; 63: 677–683.
48. Hess RA, Hengge AC, Cleland WW. J. Am. Chem. Soc. 1998;


120: 2703–2709.
49. Castro EA, Leandro L, Milán P, Santos JG. J. Org. Chem. 1999;


64: 1953–1957.
50. Koh HJ, Han KL, Lee I. J. Org. Chem. 1999; 64: 4783–4789.
51. Castro EA, Ruiz MG, Salinas S, Santos JG. J. Org. Chem. 1999;


64: 4817–4820.
52. Castro EA, Pavez P, Santos JG. J. Org. Chem. 1999; 64: 2310–


2313.
53. Marlier JF, Dopke NC, Johnstone KR, Wirdzig TJ. J. Am. Chem.


Soc. 1999; 121: 4356–4363.
54. Fife TH, Chauffe L. J. Org. Chem. 2000; 65: 3579–3586.
55. Castro EA, Garcia P, Leandro L, Quesieh N, Rebolledo A, Santos


JG. J. Org. Chem. 2000; 65: 9047–9053.
56. Singleton DA, Merrigan SR. J. Am. Chem. Soc. 2000; 122:


11035–11036.
57. Lee HW, Yun YS, Lee BS, Koh HJ, Lee I. J. Chem. Soc., Perkin


Trans. 2 2000; 2302–2305.
58. Bruice TC, Benkovic S. Bioorganic Mechanisms. Benjamin:


New York, 1966.
59. Jencks WP. Catalysis in Chemistry and Enzymology. McGraw-


Hill: New York, 1969.
60. Blow DM. Acc. Chem. Res. 1976; 9: 145–152.
61. Fersht A. Enzyme Structure and Mechanism. Freeman: New


York, 1985.
62. Rodriguez EJ, Angeles TS, Meek TD. Biochemistry 1993; 32:


12380–12385.


63. Lee H, Darden TA, Pedersen LG. J. Am. Chem. Soc. 1996; 118:
3946–3950.


64. Page MI, Laws AP. Chem. Commun. 1998; 1609–1617.
65. Allen FH, Kennard O, Taylor R. Acc. Chem. Res. 1983; 16: 146–


153.
66. Bürgi HB, Dunitz JD. Acc. Chem. Res. 1983; 16: 153–161.
67. Bürgi HB, Dunitz JD, Shefter E. J. Am. Chem. Soc. 1973; 95:


5065–5067.
68. Bürgi HB, Dunitz JD, Shefter E. Acta Crystallogr., Sect. B 1974;


30: 1517–1527.
69. Bürgi HB, Dunitz JD, Lehn JM, Wipff G. Tetrahedron 1974; 30:


1563–1572.
70. Bürgi HB, Lehn JM,Wipff G. J. Am. Chem. Soc. 1974; 96: 1956–


1957.
71. Scheiner S, Lipscomb WN, Kleier DA. J. Am. Chem. Soc. 1976;


98: 4770–4777.
72. Cieplak AS. J. Am. Chem. Soc. 1981; 103: 4540–4552.
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115. Antonczak S, Ruiz-López MF, Rivail JL. J. Am. Chem. Soc.
1994; 116: 3912–3921.


116. Pranata J. J. Phys. Chem. 1994; 98: 1180–1184.
117. O’Brien JF, Pranata J. J. Phys. Chem. 1995; 99: 12759–12763.
118. Hori K, Kamimura A, Ando K, Mizumura M, Ihara Y. Tetra-


hedron 1997; 53: 4317–4330.
119. Lightstone FC, Bruice TC. J. Am. Chem. Soc. 1997; 119: 9103–


9113.
120. Venturini A, López-Ortiz F, Alvarez JA, González J. J. Am.


Chem. Soc. 1998; 120: 1110–1111.
121. Meijer WJ, Sprik M. J. Am. Chem. Soc. 1998; 120: 6345–6355.
122. Adalsteinsson H, Bruice TC. J. Am. Chem. Soc. 1998; 120:


3440–3447.
123. Kallies B, Mitzner R. J. Mol. Model. 1998; 4: 183–196.
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ABSTRACT: The effect of substituents directly bound to the deprotonation site (C-7) on the acidity of cyclopro-
pabenzene was studied using the MP2/6–31þG* method. The studied substituents encompass a variety of �- and
�-accepting groups including the highly electronegative fluorine atom. It is shown that all substituents enhance the
acidity of cyclopropabenzene with the effect being the smallest (0.02 kcal mol�1) for the methyl group and the largest
(33.7 kcal mol�1) for the hydrosulfonyl group. It is further shown that the �-subsituents employed stabilize the
cyclopropabenzenyl anion less efficiently than the cyclopropenyl anion, with the effect being more pronounced for the
substituents acting via inductive/field effects. This is attributed to the fact that attachment of inductively/field acting
substituents to the carbanionic site predominantly stabilize the cyclopropenyl anion by increasing the s character of
the lone pair, diminishing the antiaromatic character of the three-membered ring at the same time. Hence these two
effects are operative in concert. The opposite occurs in related cyclopropabenzenyl anions. Here, the rehybridization
at the carbanionic center does stabilize the lone pair, but decreases the anionic resonance of the whole system, because
of a decrease in overlap between the lone pair and the �-AO of the annelated bond. The reverse picture holds for the
conjugatively acting substituents. Copyright # 2005 John Wiley & Sons, Ltd.
Supplementary electronic material for this paper is available in Wiley Interscience at http://www.interscience.
wiley.com/jpages/0894-3230/suppmat/


KEYWORDS: ab initio calculations; basicity; cyclopropenyl anions; cyclopropabenzenyl anions; substituent effects


INTRODUCTION


Among many aspects of the acid–base chemistry of
strained hydrocarbons, the basicity of geometrically re-
stricted �-substituted carbanions has attracted special
attention.1 In particular, the intrinsic gas-phase basicity
of a variety of �-substituted cyclopropyl2,3 and cyclopro-
penyl2,4 anions has been probed by numerous theoretical
and experimental studies.


As a part of our interest in the properties of cyclopro-
parenyl anions, we have recently reported on the pre-
paration of and MO calculations on cyclopropabenzenyl5


and cyclopropa[b]naphthalenyl6 anions. In addition, the
effect of cyano, fluorine and methyl substituents on the
aromatic ring on the acidity of cyclopropabenzene was
considered.7 This work was extended here to cyclopro-
pabenzenes substituted at the deprotonation site. The
substituents studied encompass widely different groups
including CH3, F, NH2, OH, CH——CH2, SiH3, CF3, NC,


CN, CHO, NO2 and hydrosulfonyl (SO2H), which exhibit
large differences in acidifying effects. Apart of being
interesting from the theoretical point of view5,8 per se, the
resulting anions are of considerable importance as pro-
totypes of �-substituted cycloproparenyl anions, which
play a pivotal role as intermediates in the preparation of a
variety of synthetically useful molecules,9 to mention
only the synthesis of highly strained alkylidenecyclo-
proparenes.9,10 The second motivation for the present
investigation was a comparison of stabilizing ability of
the �- and �-electron-withdrawing substituents attached
directly to the carbanionic center in the cyclopropaben-
zenyl moiety with that in the parent cyclopropenyl anion.
Given the substantial difference in the electronic struc-
tures of the two anions, a profound difference can be
expected in the extent of their stabilization due to the
substituents, both acting predominantly via the inductive/
field or through the resonance effect.


COMPUTATIONAL METHODS


The geometries of all species considered were optimized
with the second-order Møller–Plesset perturbation theory
employing the 6–31þG* basis set. This model will
henceforth be denoted MP2.11 The nature of the station-
ary points was characterized by vibrational frequency
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calculations, which were also used to obtain zero-point
vibrational energies (ZPVEs). A scaling factor of 0.9670
was employed12 to correct ZPVEs. The computed struc-
tures are interpreted by making use of simple qualitative
bond indices such as hybridization parameters13 and
Coulson’s �-bond orders.14 For this purpose, the amount
of s character was calculated by natural bond orbital
(NBO) analysis.15 Bader’s topological parameters16 were
employed in describing the bond critical points and
atomic charges, �-electron densities and �-bond orders
were deduced by using density partitioning based on
symmetric Löwdin’s orthogonalization.17 NICS values18


were calculated at 1 Å above the geometric center of the
considered ring by the gauge invariant atomic orbital
(GIAO) approach19 using the B3LYP/6–311þG**
method for the MP2/6–31þG* optimized geometries.


All calculations were carried out with Gaussian 9820 or
GAMESS-US21 programs implemented on Linux-based
dual AthlonMP PCs and a cluster of dual AthlonMP PCs
at the Rud�er Bošković Institute in Zagreb and a cluster of
dual Xeon Pentium IV PCs at the University Computing
Center in Zagreb (SRCE).


RESULTS AND DISCUSSION


The cyclopropabenzenyl (1–13) and cyclopropenyl (14–
26) carbanions studied are summarized in Scheme 1.


We shall first consider the energetic properties of cyclo-
propabenzenyl carbanions (1–13) and their conjugate
acids (1H–13H), focusing on the changes in the proton


affinity (PA) values of the anions upon substitution. The
latter are equal to the gas-phase acidity of the cor-
responding conjugate acid (�H �


acid), which are defined
as the enthalpy change for the reaction


AH ! A� þ Hþ ð1Þ


The �H �
acid values are calculated as the difference


between the computed total electronic energies of A�


and AH, corrected for the changes in the ZPVEs. The
total electronic energies of the fully optimized geometries
of the considered cyclopropabenzenes and their deproto-
nated forms, along with the corresponding ZPVEs used in
estimating �H �


acid values, are summarized in Table 1.
Also included in Table 1 are substituent stabilization


energies, �H �
st, which are calculated according to iso-


desmic reaction (2). They can be taken as a measure of
(de)stabilization of the anions due to substitution relative
to the initial acids. Specifically, positive values of �H �


st


imply an increase in the stabilization of the anion upon
substitution relative to the stabilization in the parent
benzocyclopropenyl anion.
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Scheme 1


Table 1. Calculated electronic energies, zero-point
vibrational energies, acidities and substituent stabilization
energies for cyclopropabenzene (1H) and its derivatives
2H–13H


E ZPVEsc
a �H �


acid �H �
st


b


Molecule (a.u.) (a.u.) (kcal mol�1) (kcal mol�1)


1H �269.36856 0.10102 384.1 —
1 �268.74029 0.08481
2H �308.54243 0.12891 383.9 0.2
2 �307.91439 0.11267
3H �324.56289 0.11787 382.4 1.7
3 �323.93783 0.10213
4H �344.40791 0.10521 381.1 3.0
4 �343.78507 0.08971
5H �368.40276 0.09398 378.3 5.7
5 �367.78370 0.07785
6H �346.50952 0.13320 369.6 14.5
6 �345.90426 0.11690
7H �559.52940 0.11605 367.9 16.1
7 �558.92748 0.10049
8H �605.65500 0.10611 363.9 20.1
8 �605.05960 0.09069
9H �361.34578 0.09935 361.5 22.6
9 �360.75471 0.08431
10H �361.38333 0.09929 357.1 27.0
10 �360.79978 0.08483
11H �382.40294 0.10994 353.7 30.4
11 �381.82485 0.09546
12H �473.39779 0.10399 351.1 32.9
12 �472.82401 0.08976
13H �817.03103 0.11081 350.4 33.7
13 �816.45774 0.09590


a ZPVEs are scaled using a 0.9670 scaling factor.
b Calculated using Eqn (2).
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The data in Table 1 reveal that all of the substituents
examined significantly enhance the acidity of the parent
hydrocarbon, with the exception of the methyl group,
which has a negligible acidifying effect (0.2 kcal mol�1;
1 kcal¼ 4.184 kJ). The latter indicates that the electron-
donating ability of the methyl group is overwhelmed by
its polarizability.22 Turning to the other substituents, it is
evident that the substituents acting by inductive/field
effects are far less efficient in increasing acidity than the
substituents acting predominantly by the resonance
effect. For instance, a rather weak enhancement of
acidity (1.7–5.7 kcal mol�1) is observed on substitution
by the strong �-electron accepting groups F, OH and
NH2. The increase in acidity follows their electronega-
tivity order23 (F>OH>NH2), suggesting that the influ-
ence of their �-donor abilities, acting in the opposite
direction, is smaller than the prevailing �-effect. This
finding is in accord with previously published experi-
mental and computational studies of acidity in the
closely related cyclopropyl anions.24,25 The stronger
stabilization of the anion by the CF3 group relative to
that calculated for fluorine can be traced back to the
reduction in electron-pair repulsion of its fluorine atoms
and the carbanionic center, and to the involvement of
anionic hyperconjugation. It is also interesting that the
CF3 substituent exhibits a similar effect on the stability
of the anion as the SiH3 group (20.1 vs 16.1 kcal mol�1),
in spite of the large difference in their electronic proper-
ties. The former is expected to exert a stabilizing effect
through simultaneous action of the inductive/field effect
and negative hyperconjugation,26 whereas the SiH3


group acts through a polarization mechanism and by
negative hyperconjugation.27 Most of the remaining
substituents (CHO, CH2


——CH, NO2 and CN) are strong
�-acceptors and consequently stabilize the anions by
delocalizing the negative charge from the carbon lone
pair into a low-lying vacant orbital of �-symmetry of the
substituents, thus offering additional resonance forms
for carbanions (anionic conjugation). The effect ranges
from ca 14.5 kcal mol�1 for 6 to ca 30 kcal mol�1 for 10,
11 and 12. Another point worth mentioning is that the
effect of the isocyano group on stability of the anion is
found to be slightly lower (by 4.3 kcal mol�1) than that
of the CN group. This is in accord with the theoretical
study of Wiberg and Castejon, who found that in the gas
phase cyclopropyl and alkyl isonitriles were 6–
10 kcal mol�1 less acidic than the corresponding nitri-
les.3b We note in passing that the latter values are in fair
agreement with the experimentally determined differ-
ence in acidities of acetonitrile and methyl isocyanide in
the gas phase of 8 kcal mol�1.28 Finally, the largest
acidifying effect is observed for the highly polar hydro-
sulfonyl group (33.7 kcal mol�1), which is generally
accepted to act via inductive and through-space field
effects, the latter being due to its large internal group
dipole moment.29 The stabilization due to conjugation
seems to be of less importance, as indicated by the large


pyramidalization and considerable inversion barrier of
anion 13.


Having established general trends of the electronic
effects of the considered substituents on the acidity of
cyclopropabenzene, it would be of interest to separate
individual effects in terms of Taft’s parametrization22 of
Hammett’s �-constants encompassing polarizability (P),
field/inductive (F) and resonance (R) effects by using the
equation


�Hst ¼ ��P�P þ �F�F þ �R�R ð3Þ


where �P, �F and �R denote the reaction constants and �P,
�F and �R are the substituent parameters, corresponding
to the P, F and R effects, respectively. Before continuing
further discussion, we should emphasize that the relia-
bility of this approach for �-substituted carbanions has
been questioned because some of them undergo large
changes in geometry upon substitution.30 If these pertur-
bations become too large, the required non-collinearity
between the independent substituent parameters �P, �F


and �R might be lost. The matter is even more compli-
cated owing to the limited availability of reliable gas-
phase experimental data for this type of anion. Surpris-
ingly, Peerboom et al.3c found that linear regression
analysis utilizing Eqn (3) gives satisfactory results for a
series of cycloalkyl carbanions [X—c-CnH2n�2]� (n¼ 3,
4, 5, 7), albeit with �-accepting substituents with a
limited range of �R


� from 0.1 to 0.19 (X¼ Ph, CN,
COOMe, NO2).3c Prompted by this finding, we applied
the same approach to the cyclopropabenzenyl anions
considered in this work. Values of the substituent para-
meters �P, �F and �R


� were taken from Ref. 22. The data
for the anions 2, 7, 8, 10, 11, 12 and 13 (X¼CH3, SiH3,
CF3, CN, CHO, NO2, SO2H) and for the anions 3–5
(X¼ F, NH2 and OH) were treated separately in order to
allow for a more reliable treatment of the repulsive lone
pair–lone pair interactions (which exert an acid weaken-
ing effect) in the latter. Compound 9 was not included in
the analysis because of a lack of the � constants for the
NC group, and the vinyl group was excluded from
correlation owing to the uncertainty of the reported �R


�


constant. In view of the small number of points involved
in the second correlation, we shall restrict our discussion
to the correlation obtained for the first set of anions,
which is given by


�H�
st ¼ �17:01�P þ 21:29�F þ 81:28�R ð4Þ


The quality of the correlation (4) is high, as evidenced by
r2¼ 0.996 and the standard deviaton of 0.89. An attempt
to employ slightly modified �P or �F constants suggested
by Exner31 and Marriot et al.32 did not have a significant
impact on the quality of the correlation.


The estimated values of the three kinds of substituent
effects (P¼ �P�P, F¼ �F�F and R¼ �R�R) obtained for
individual substituents are given in Table 2.
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The following points should be noted. The P, R and F
values for various substituents span a range of 17, 22, and
15 kcal mol�1, respectively, within the total range of the
�H �


st values of 37 kcal mol�1. Depending on the sub-
stituent, any of the three kinds of the stabilization effects
may be predominant. For example, the results clearly
demonstrate that the difference in the intramolecular
mechanism leading to stabilization by the CH3 and
SiH3 groups is mainly due to a difference in their
electron-donating abilities. Furthermore, comparison of
the data for the SiH3 and CF3 groups shows that in anion
7 the polarization term plays a decisive role, whereas in
anion 8 a clear predominance of the inductive/field effect
is observed. The results also underline the importance of
the inductive/field effect in the stabilizing ability for the
CN group, as mentioned above. Finally, it is interesting to
note that the contribution of the resonance and field
effects to the stability of anion 12 is predicted to be
approximately the same, whereas for anion 13 all three
effects are of the same order of magnitude. Although
these results should be treated with caution, because of
the small number of substituents considered, it appears
that their analysis provides a useful insight into the
mechanism of interaction between the individual substi-
tuents and the anionic center.


Effect of ���-substituents on molecular
and electronic structure of the
cyclopropabenzenyl anion


In previous work we showed that deprotonation of
cyclopropabenzene has a pronounced effect on the geo-
metry of both the aromatic and the three-membered ring.5


Similar trends are observed on deprotonation of the
species 2H–13H, as exemplified by the summary of
the optimized structural parameters given in Table S1
in the Supplementary material. Briefly, the changes in
the aromatic ring on deprotonation involve pronounced
lengthening of the annelated bond (C1—C6) and the
C2—C3/C4—C5 bonds with respect to the correspond-
ing neutral molecule. In contrast, the bonds ortho to the
coalesced (annelated) bond (C1—C2 and C5—C6) and
the distal bond placed vis-à-vis to the three-membered


ring (C3—C4) become shorter. This is in accordance
with the Mills–Nixon effect, which despite some disputes
takes place in many systems.33,34 Accordingly, all anions
investigated exhibit a stronger bond alternation pattern in
the aromatic ring than in the corresponding conjugate
acids, as illustrated by the optimized geometries of
carbanions 5, 7 and 11 shown in Fig. 1.


The reason for these structural changes has been
analyzed previously for the cyclopropabenzenyl anion5


and therefore will not be discussed here in detail. En-
hancement of the bond localization pattern within the
aromatic ring in all anions considered is substantiated by
the calculated �-bond orders, and also by results of the
topological analysis of the electron density distribution
which are summarized in Table S2 in the Supplementary
material. Additional evidence is provided by calculating
the NICS(1) values of the aromatic ring in the neutral
molecules and their deprotonated forms (Table 3). Their
analysis clearly shows that deprotonation causes a strong
decrease in diatropicity of the NICS(1) values, with the
lowering of its absolute value being less pronounced for
the substituents acting via the inductive/field effect me-
chanism. In other words, the aromatic character of the
benzene ring decreases in general. We shall return to this
point in the next section.


Turning to the three-membered ring, the most salient
feature common to all considered anions is pyramidaliza-
tion of the carbanionic center. The results in Table 4 show
that the extent of the pyramidalization angle � (for
definition see Scheme 1) varies from 14.4 � (11) to
64.7 � (5). It is noteworthy that these angles are consider-
ably smaller than in substituted cyclopropenyl anions,
where � assumes values in the range 35.0–76.6 � (Table 4).
This is obviously a consequence of partial delocalization
of the lone pair into the aromatic ring in the cyclopropa-
benzenyl anions, which contributes to alleviation of
antiaromaticity within the three-membered ring.5,35 It is
also interesting to mention in this regard that the NICS(1)
values of the three-membered ring are of the same order
of magnitude as in the six-membered ring in all consid-
ered anions (Table 3).


As expected, the pyramidalization increases upon sub-
stitution with atoms or groups with a lone pair of
electrons adjacent to the negative charge (e.g. NH2,


Table 2. Analysis of carbanion stabilization energies by Eqn (4)


�H �
st �H �


st (corr.)a


Anion �R
� �F �P R� F P (kcal mol�1) (kcal mol�1)


1 0.00 0.00 0.00 0.00 0.00 0.00 0.0 0.0
2 �0.08 0.00 �0.35 �6.50 0.00 5.95 0.2 �0.5
7 0.06 �0.02 �0.72 4.88 �0.43 12.25 16.1 16.7
8 0.07 0.44 �0.25 5.69 9.37 4.25 20.1 19.3
10 0.10 0.60 �0.46 8.13 12.78 7.82 27.0 28.7
11 0.19 0.31 �0.46 15.44 6.60 7.82 30.4 29.9
12 0.18 0.65 �0.26 14.63 13.84 4.42 33.0 32.9
13 0.12 0.59 �0.62 9.75 12.56 10.54 33.7 32.9


aCalculated sign using Eqn (4).
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5 11 


bond length /Å bond angle /  ˚  bond length /Å bond angle /  ˚ 


C1-C2 1.386 C1-C2-C3 114.5  C1-C2 1.378 C1-C2-C3 114.3 


C1-C6 1.379 C1-C6-C5 123.2  C1-C6 1.398 C1-C6-C5 123.4 


C1-C7 1.490 C2-C3-C4 121.6  C1-C7 1.437 C2-C3-C4 122.1 


C2-C3 1.423 C3-C4-C5 121.6  C2-C3 1.438 C3-C4-C5 122.2 


C3-C4 1.404 C1-C6-C7 62.4  C3-C4 1.393 C4-C5-C6 114.3 


C2-H9 1.093 C1-C7-C6 55.2  C4-C5 1.437 C6-C1-C2 123.8 


C3-H10 1.092 α 64.7  C5-C6 1.380 C1-C6-C7 60.9 


C7-F8 1.493    C6-C7 1.439 C1-C7-C6 58.2 


    C2-H9 1.090 α 14.4 


 dihedral angle /  ˚  C3-H10 1.091 dihedral angle /  ˚ 


C7-C1-C6-C5 176.2  C7-C8 1.396 C7-C1-C6-C5 178.1 


C1-C2-C5-C4 169.8    C1-C2-C5-C4 179.7 


C2-C3-C4-H11 -178.3    C2-C3-C4-H11 180.0 


bond length /Å bond angle / 


C1-C2 1.377 C1-C2-C3 114.2 


C1-C6 1.385 C1-C6-C5 123.8 


C1-C7 1.465 C2-C3-C4 121.9 


C2-C3 1.446 C3-C4-C5 121.9 


C3-C4 1.389 C4-C5-C6 114.2 


C4-C5 1.446 C6-C1-C2 123.8 


C5-C6 1.377 C1-C6-C7 61.8 


C6-C7 1.465 C1-C7-C6 56.4 


C2-H9 1.091 α 39.1 


C3-H10 1.092 dihedral angle /  


C7-Si8 1.817 C7-C1-C6-C5 176.9 


Si8-H13 1.522 C1-C2-C5-C4 177.1 


Si8-H14 1.499 C2-C3-C4-H11 -179.8 


H13 
H14 


7 


α


˚


˚


Figure 1. Key structural parameters of anions 5, 7 and 11
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OH, F). The latter is in line with Bent rule,36 which states
that an electronegative atom attached to carbon prefers
increased p character in the hybrid atomic orbital of the
bonded carbon atom. The enhanced p character leads to
bond lengthening and ultimately to a decrease in elec-
tron–electron repulsion. Naturally, as the electronegativ-
ity and the number of lone pairs of the substituent
(N<O< F) increase, the pyramidalization becomes
larger. Concomitantly, the corresponding inversion bar-
riers in anions 3, 4 and 5 increase in the same direction
(Table 4). The characteristic bond lengthening by the �-
accepting substituents involves also the C1—C7 and
C6—C7 bonds relative to those in the neutral molecule.
For instance, in 5 (Fig. 1) the C7—F bond lengthens by
0.088 Å, whereas the C1—C7 and C6—C7 bonds are
elongated by 0.015 Å. It is also interesting that the C1—
C7/C6—C7 bonds in 5 are considerably longer than


those in the unsubstituted carbanion 1. The latter is
consistent with increased s character of the lone pair
and the accompanying decrease in the average s content
of the respective C—C bonds (28.1 vs 26.9%, Table S2
of Supplementary material). Analysis of the Laplacian
and ellipticity values derived from topological analysis of
the electron density distribution in 1 and 5 provides
further support for this observation. For example, there
is a slight decrease in Laplacians, r2�c, (�0.358 vs
�0.368) on going from 1 to 5. A shift in the electron
density �c is also observed, although to a smaller extent
(0.241 vs 0.236). Similarly, the ellipticity, ", (a measure
of the anisotropy of the charge distribution) increases
from 0.386 to 0.556, as expected owing to substitution by
highly electronegative fluorine atom (Table S1 in the
Supplementary material). It should be recalled in this
regard that contrary to the anisotropy of an alkene double
bond, the major axis of " for the bonds forming the three-
membered ring is not perpendicular but parallel to the
plane of the carbon nuclei.37 It is also noteworthy that
the aromatic ring in anion 5 is puckered in such a way that
the overlapping between the lone pair orbital and �-
atomic orbitals of the aromatic moiety is enhanced as if
their interaction were increased.


On the other hand, rehybridization at the anionic center
upon substitution with CN, NO2, CH——CH2 or CHO
groups leads to a more planar sp2 canonical state. This is
accompanied by a considerable decrease in the carbanion
inversion barrier, suggesting that resonance stabilization
gains importance across the series of these substituents.
The most pronounced flattening is found in anion 11
(Fig. 1), the structure of which will be discussed in some
detail next. First, it is important to note that the CHO
group (and also other �-accepting substituents) in the
anion 11 assumes an orientation opposite to that in its
conjugate acid. More specifically, the CHO group in the
neutral molecule is oriented in such a way relative to
the three-membered ring that good overlapping between
the C——O �-bond and the Walsh orbital of the three-
membered ring of appropriate symmetry can take place.


Table 4. Pyramidalization angles �a in carbanions 1–26 and
inversion barriers (IB)b for anions 1–13


Anion �( �) IB (kcal mol�1 Anion �( �)


1 50.7 6.51 14 69.2
2 48.0 8.82 15 63.3
3 51.9 12.62 16 66.8
4 59.3 18.55 17 72.9
5 64.7 23.88 18 76.6
6 22.8 0.91 19 48.5
7 39.1 2.26 20c —
8 55.1 8.30 21 65.7
9 55.5 9.43 22 69.0
10 44.1 3.17 23 63.9
11 14.4 0.23 24 35.0
12 38.8 2.18 25 55.4
13 57.9 8.73 26 68.4


a For the definition of � see Scheme 1.
b IB is defined as the difference in the total energies of the pyramidal and
the planar forms of the considered anions. The planar structures of the
anions 14–19 and 21–26 were found to be saddle points of the second or
higher order at the MP2/6–31þG* level. Therefore, their inversion barriers
were not calculated and are not discussed here.
c The miniumum energy structure of deprotonated 20H at the MP2/6–31þ
G* level corresponds to the 2-silylcyclopropen-1-yl anion.


Table 3. NICS(1) values of the aromatic and the three-membered rings in anions 1–13 and their conjugate acids 1H–13H


NICS(1) NICS(1)
Conjugate


Anion 6-membered 3-membered acid 6-membered 3-membered


1 0.30 1.83 1H �10.33 �6.70
2 �0.05 �0.65 2H �10.39 �6.61
3 �2.78 �4.49 3H �10.17 �8.81
4 �5.27 �8.06 4H �10.21 �9.76
5 �7.00 �10.65 5H �10.48 �11.17
6 1.09 1.70 6H �10.47 �7.85
7 0.07 3.07 7H �10.69 �6.57
8 �4.06 �2.36 8H �10.92 �8.90
9 �5.35 �5.45 9H �10.53 �9.49
10 �3.42 �1.24 10H �10.95 �8.55
11 �1.88 0.54 11H �10.64 �8.33
12 �4.69 �3.39 12H �10.90 �11.27
13 �5.43 �4.29 13H �11.05 �10.89
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In other words, the CHO group is coplanar with the
symmetry plane of the molecule. In contrast, the CHO
group in the preferred conformation of the anion is
perpendicular to the former symmetry plane in order to
achieve efficient transfer of charge from the anionic
center to the empty �*-MO orbital of the C——O double
bond. This leads to a decrease in the C7—CH(O) bond
length by 0.098 Å, whereas the C——O bond is lengthened
by 0.047 Å relative to the neutral molecule. This is also
reflected in the �-bond orders of the respective bonds,
which assume values of 0.71 and 0.45, respectively. We
note in passing that similar structural changes take place
upon deprotonation of acids 10H and 12H, but are less
pronounced. For instance, in the case of cyanide (10H),
formation of the anion leads to a decrease in the C7—CN
bond length by 0.047 Å and an increase in the N–––C bond
length by 0.013 Å. The observed trend is indicative of less
efficient charge transfer from the carbanionic site to the
substituent via the �-interaction relative to that in anion
11 (Table S2 in the Supplementary material).


Comparison of the structural parameters of the three-
membered rings in 1 and 11 is also revealing. For
example, the bonds emanating from the anionic center
become 0.028 (0.030) Å shorter on passing from 1 to 11,
whereas the annelated bond (C1—C6) elongates by
0.008 Å. The shortening of the vicinal bonds (C1—C7
and C6—C7) in 11 can be understood as a consequence
of planarization of the anionic center, which leads to an
increase in the average s character of the respective bonds
and a stronger interaction of the lone pair with the
aromatic ring in carbanion 11. This is indeed the case,
as evidenced by the results of the NBO analysis and the
Löwdin �-bond orders in Table S2 in the Supplementary
material. Hence there is a substantial increase in the s
character upon deprotonation (22.3 vs 27.4%) of the
hybrid AOs emanating from C7 and directed to the
junction atoms C1 and C6, respectively. The �-bond
orders of the respective bonds increase from 0.32 in 1
to 0.50 in anion 11. The pronounced difference in the
electronic structure of the three-membered ring in 1
and 11 is corroborated by Bader’s topological analysis
(Table S2 in the Supplementary material).


Finally, the effect of the SiH3 group on the geometry of
the anion 7, which can be considered as the prototype of
the key intermediates involved in the synthetically im-
portant preparation of alkylidenecyclopropanes, deserves
comment.10 As mentioned above, the SiH3 group owes its
stabilizing ability to the large polarizability and the
possibility of anionic hyperconjugation with the anionic
center. The latter is reflected in considerable shortening
of the exocyclic C—Si bond (0.080 Å) relative to the
neutral molecule 7H. Significant also is the considerable
lengthening of the Si—H bond (Si—H13), which is
coplanar to the lone pair orbital (by 0.068 Å), whereas
the remaining two Si—H bonds are only slightly
stretched (by 0.012 Å) relative to the neutral molecule
(Table S1 in the Supplementary material). These geo-


metric changes are accompanied by reduction of charge
on the hydrogen atoms within the SiH3 group, as com-
pared with those in the neutral molecule (Table S2 in the
Supplementary material). All these features can be at-
tributed to the tendency of maximizing interaction of the
lone pair with one of the low-lying �SiH* orbitals of
the SiH3 group, which is coplanar with the lone pair AO.
The presence of the SiH3 group is also manifested by
considerable shrinkage of the C1—C7 and C6—C7
carbon–carbon bonds (by 0.054 Å) within the three-
membered ring with respect to the neutral molecule.
The latter is likewise in the acid–base pair 11H–11 a
consequence of an increase in the average s character in
the respective bonds on deprotonation and partial delo-
calization of the charge from the anionic site to the �-
manifold of the aromatic ring. This is substantiated by the
NBO and Bader’s topological analysis (Table S2 in the
Supplementary material). Finally, it is interesting that
replacement of the hydrogen atom at the anionic center in
1 with an SiH3 group has only a marginal effect on the
geometry of the aromatic moiety (Fig. 1 and Table S1 in
the Supplementary material).


The changes induced by the substituents described
above are also reflected in the geometries of the three-
membered ring in the planar forms of the anions
considered (Table S1 in the Supplementary material).
Concomitantly, there is a fair linear relationship between
the difference in the bond lengths of the CC bonds of the
three-membered ring in the anion and the related bonds in
its planar transition state form and the inversion barrier
(IB) (Fig. 2).


Figure 2. Correlation between inversion barrier (IB) and the
difference between the C1—C7 and C1—C6 bond lengths
(�d) in anions 1–13 and their planar forms. The left line
relates to the C1—C7 bond (y¼�220.17x�2.84;
r2¼ 0.936; SD¼1.85; n¼13) and the right line to the
annelated (C1—C6) bond (y¼ 230.21x�0.01; r2¼0.969;
SD¼ 1.30; n¼13)
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Comparison of ���-substituent effects on
stabilities of cyclopropabenzenyl and
cylopropenyl anions


Based on analysis of the calculated molecular and elec-
tronic structures of cyclopropabenzenyl anions, its re-
markable thermodynamic stability relative to the parent
cyclopropenyl anion was accounted for by a delicate
balance of two counteracting effects: (i) the propensity
of the aromatic ring to alleviate unfavourable 4�-electron
interaction within the antiaromatic three-membered ring
via the anionic resonance effect and (ii) pyramidalization
of the anionic center, which tends to maximize the s
character of the lone pair, thus contributing to its stabi-
lization.5 The latter is antagonistic, since it diminishes the
anionic resonance effect at the same time owing to a
decrease in overlap between the hybrid AO occupied
by a lone pair and the �-AO of the annelated CC bond.
Their interplay can be tuned by the choice of substituent
at the carbanionic site. Given that the first mode of
stabilization is not present in the cyclopropenyl anions,
we deemed it worthwhile to explore the extent to which
�-substituents influence the relative stabilities of the two
carbanions. For this purpose we calculated PA values and
substituent stabilization energies of the cyclopropenyl
anions 14–26. The latter were calculated using the
equation


ð5Þ


The results are given in Table 5, along with the
corresponding ZPV energies and deprotonation energies
(�H �


acid) (calculated at 0 K). The geometries of some of
these anions (14, 15, 23, 24) and their conjugate acids
(14H, 15H, 23H, 24H) have been studied previously by
Kass and co-workers,4a,35 using various DFT and MP2
methods in combination with the 6–31þG* basis set. [For
the unsubstituted cyclopropenyl anion (14), MCSCF
calculations have also been performed.35] Our calculated
geometries (Table S2 in the Supplementary material) are
in overall good agreement with those data and will not be
discussed here. Analysis of the data in Table 5 reveals that
the relative ordering of �H �


acid values differs from that
found for cyclopropabenzenyl anions (Table 1). For
example, the vinyl group exerts a less pronounced effect
on acidity than the hydroxyl group and fluorine and the
effect of the NC, CN and CHO groups
(NC>CN>CHO) is opposite to that in the cyclopropa-
benzenyl series.


Another point of interest is to compare the influence
of the same substituents on the stability of the cyclopro-
pabenzenyl and cyclopropenyl anions. For this purpose
we shall make use of the differences in calculated
�H �


acid values, hereafter denoted ��H �
acid, between


the substituted cyclopropabenzenyl anions and their


substituted cyclopropenyl counterparts as defined by
Eqn (6):


ð6Þ


Table 6. Comparison of substituent effects on relative
stabilities of cyclopropabenzenyl and cylopropenyl anions


X ��H �
acid


a (kcal mol�1) � (kcal mol�1)


H 34.4 —
NH2 24.6 9.8
OH 19.0 15.4
F 15.1 19.3
CH——CH2 32.0 2.4
CF3 24.6 9.8
NC 21.2 13.2
CN 26.7 7.7
CHO 31.3 3.1
NO2 23.1 11.3
SO2H 19.4 15.0


a ��H �
acid calculated according to Eqn (6).


Table 5. Calculated electronic energies, zero-point
vibrational energies, acidities and substituent stabilization
energies for cyclopropene (14H) and its derivatives 15H–26H


E ZPVEsc
a �H �


acid �H �
st


b


Molecule (a.u.) (a.u.) (kcal mol�1) (kcal mol�1)


14H �116.21187 0.05488 418.4 0.0
14 �115.52927 0.03907
15H �155.38348 0.08256 412.2 6.3
15 �154.71077 0.06667
16H �171.40868 0.07178 407.0 11.5
16 �170.74421 0.05584
17H �191.25501 0.05885 400.1 18.4
17 �190.60208 0.04350
18H �215.25341 0.04766 393.4 24.9
18 �214.61070 0.03191
19H �193.35220 0.08690 401.5 16.8
19 �192.69644 0.07105
20H �406.36849 0.06967 397.5 —c


20c �405.72062 0.05529
21H �452.50188 0.05997 388.5 29.9
21 �451.86731 0.04455
22H �208.19513 0.05309 382.6 35.9
22 �207.57032 0.03800
23H �208.23111 0.05311 383.8 34.6
23 �207.60462 0.03832
24H �229.24942 0.06379 384.9 33.6
24 �228.62159 0.04936
25H �320.24867 0.05786 374.2 44.4
25 �319.63807 0.04359
26H �663.87823 0.06492 369.8 48.7
26 �663.27347 0.04947


a ZPVEs are scaled using a 0.9670 scaling factor.
b Calculated using Eqn (5).
c �-Silyl-substituted cyclopropenyl anion is not a minimum on the PES
imaginary frequencies (NImag 2). The global energy minimum structure
corresponds to the 2-silyl-cyclopropen-1-yl anion.
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These differences are in all cases smaller than for the
unsubstituted anions. In other words, all of the �-sub-
stituents considered stabilize the cyclopropenyl anion
more efficiently than the cyclopropabenzenyl anion.
The ��H �


acid values are summarized in Table 6. For
the purpose of discussion it is convenient to normalize
��H �


acid values relative to X¼H. The values so ob-
tained, hereafter denoted as � are also included in Table 6.


It appears that the largest � is encountered for the
strong �-accepting substituents (F, OH, NC) and for the
SO2H group. This is not surprising in view of rehybridi-
zation at the anionic center occurring upon deprotona-
tion, which is particularly strong for the electronegative
substituents in accordance with Bent’s rule.37 As a con-
sequence, pyramidalization increases, implying that the s
character of the lone pair also increases (see above). This
in turn increases the stability of the anionic center in the
cyclopropenyl anion. To illustrate this point, NBO ana-
lysis from MP2 calculations indicates that the lone pair of
the cyclopropenyl carbanion has s character of 42.4%, as
opposed to 59.2% in, e.g., carbanion 18. It should be
stressed that the increased s character of the lone pair
decreases the antiaromaticity of the three-membered ring,
because the �-component of the lone pair orbital hybrid
atomic orbital is diminished, thus leading to less efficient
overlapping with the �-bond in the cyclopropenyl carba-
nion. A different situation occurs in structurally related
cyclopropabenzenyl anions 1 and 5, where the corre-
sponding s characters are 30.19 and 48.20%, respectively.
They are smaller than in the cyclopropenyl carbanion,
since their increase leads to a decrease in anionic reso-
nance in the extended benzocyclopropenyl �-system
resulting in less efficient stabilization. This antagonism
is the main reason behind the more pronounced stabiliza-
tion effect in cyclopropenyl carbanions by the �-electron
withdrawing substituents.


In contrast, in the cyclopropabenzenyl and cyclopro-
penyl carbanions substituted by groups acting predomi-
nantly through the resonance effect (e.g. vinyl or CHO
group), a large fraction of the negative charge of the
carbanionic center becomes delocalized into the substi-
tuted group (Table S2 in the Supplementary material).
Consequently, the angle between the lone pair and the p
atomic orbitals of the �-manifold in both types of
carbanions decreases owing to planarization, which am-
plifies the overlapping and ultimately the delocalization
effect. In the cyclopropabenzenyl anions both of these
factors contribute to stabilization of the anion because the
antiaromaticity of the three-membered ring is remedied
by the annelated aromatic ring. In contrast, in cyclopro-
penyl anions these two factors act against each other.
Consequently, the difference in stabilization energy of the
benzocyclopropenyl and cyclopropenyl anions substi-
tuted by �-withdrawing groups becomes smaller than
for the �-accepting substituents, but the latter anions
are still more stabilized. It is noteworthy that the differ-
ence in the aromatic character of the benzene rings in


cyclopropabenzenyl anions substituted with �-accepting
and strong �-accepting groups is qualitatively reflected in
the NICS(1) values of the aromatic ring. Specifically, the
former substituents lead to NICS(1) values ranging from
�5.4 to �7 ppm. On the other hand, the NICS(1) values
of the anions belonging to the second group of substi-
tuents fall in the range between �4 and 1.08 ppm (Table
3), suggesting that the aromatic stabilization of the
benzene fragment in these species is either very small
or negligible.


CONCLUSIONS


The results of MP2/6–31þG* calculations for the series
of �-substituted cyclopropabenzenyl anions presented
here indicate that all of the investigated substituents
increase the stability of the parent anion, thus amplifying
the acidity of its conjugate acid. The smallest enhance-
ment of acidity is observed for the methyl-substituted
cyclopropabenzene (0.2 kcal mol�1) and the largest for
the cyclopropabenzene carrying a hydrosulfonyl group
(33.7 kcal mol–1). The observed trends are rationalized as
a trade-off balance between resonance, inductive/field
and polarizability effects.


Further, it appears that all of the �-substituents em-
ployed stabilize the cyclopropenyl anion more efficiently
than the cyclopropabenzenyl anion, with the effect being
more pronounced for substituents acting via inductive/
field effects. This is attributed to the fact that substituents
acting predominantly via an inductive/field mechanism
on the carbanionic site (e.g. F, OH and NH2) stabilize the
cyclopropenyl anion by increasing the s character of the
lone pair, thus diminishing the antiaromatic character of
the three-membered ring at the same time. Hence these
two effects operate in concert. The opposite occurs in
related cyclopropabenzenyl anions. Here, the rehybridi-
zation at the carbanionic center does stabilize the lone
pair, but decreases the anionic resonance of the whole
system, because of a decrease in overlapping between
the lone pair and the �-AO of the annelated bond. The
reverse picture holds for the �-accepting substituents,
but the stabilization of the cyclopropenyl anions is still
somewhat larger.


Supplementary material


The structural parameters, charge distribution, �-bond
orders, NBO s characters and Bader bond critical point
indices for substituted cyclopropabenzenes and their
anions are given in Tables S1 and S2 available in Wiley
Interscience.
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ABSTRACT: Relative gas-phase acidities of para-substituted phenols (1, Sub—C6H4—OH) and their !-substituted
para-alkylphenol analogs [2, Sub—(CH2)n—C6H4—OH] were calculated at the B3LYP/6–31þG* and AM1 levels
of theory. The acidity of a substituted molecule of 2 is compared with that of the unsubstituted molecule of 2 to
determine the field/inductive effect of the substituent on the acidity of 2. This field/inductive effect was extrapolated to
n¼ 0, yielding the field/inductive effect of the substituent on the acidity of 1. The derived field/inductive effect in 1
was subtracted from the difference in acidity between 1 and phenol in order to determine the resonance effect of the
substituent on the acidity of 1. Our results are compared with the field/inductive and resonance substituent parameters
empirically derived from previous experimental solution studies. Copyright # 2004 John Wiley & Sons, Ltd.


KEYWORDS: para-substituted phenols; gas-phase acidity; field/inductive effect; resonance effect; density functional


theory


INTRODUCTION


Resonance and field/inductive substituent effects on the
thermodynamics and kinetics of chemical reactions have
long been of interest to chemists.1 These substituent
effects continue to be a topic of lively discussion, largely
because it is non-trivial to separate resonance effects
from field/inductive effects.2 Recent studies have there-
fore turned to quantum theoretical calculations, examin-
ing those effects by taking into account quantities that are
parametric with each effect. Those parametric quantities
have included the Mulliken population at the reaction
center, in which the reaction center is adjacent to a para-
substituted phenyl ring (both delocalized and localized
rings),3 charge density redistribution in model sys-
tems2,4,5 and charge flux in substituted benzene.6 How-
ever, each of those parametric quantities is an indirect
measure of the resonance and field/inductive effects on
the thermodynamics of chemical reactions. Furthermore,
there is no guarantee that effects on charge density can be
directly correlated with effects on thermochemistry. To
our knowledge, there has been no systematic computa-
tional study in which resonance and field/inductive


effects on thermochemistry have been obtained in a direct
fashion. In this paper, we present a methodology to do so.
Traditionally, resonance and field/inductive parameters


are obtained by employing what are effectively extensions
of the Hammett equation,7 illustrated in the equation


logðk=k0Þ ¼ �� ð1Þ


where k is either a rate or equilibrium constant involving
a substituted reactant, k0 is for the unsubstituted reactant,
� is an intrinsic substituent parameter describing the
ability of that substituent to effect a change in k and �
is a reaction’s sensitivity to that substituent effect.
In one extension of the Hammett equation, Taft and


co-workers proposed8,9 the relationship


logðk=k0Þ ¼ �I�I þ �R�R ð2Þ


where the first term on the right-hand side describes the
field/inductive effect and the second term describes the
resonance effect. They proposed that one of four types of
�R parameters is necessary [��R , �þ


R , �0
R or �R(BA)],


depending on the demand for electrons within the parti-
cular reaction.
Swain and Lupton,10 however, suggested that the


different resonance parameters were unnecessary, and
that � itself could be taken as a sum of the field/inductive
and resonance effects, according to the equations


� ¼ fF þ rR ð3aÞ
Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2005; 18: 210–216
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logðk=k0Þ ¼ �ðfF þ rRÞ ð3bÞ


where F and R are constants for a given substituent,
regardless of the reaction in which they are involved or
of the reaction conditions. The weighting factors, f and r,
are constant with regard to a specific reaction and reaction
conditions, and are independent of the substituent involved.
Over the years, such extensions of the Hammett


equation have been met with substantial scrutiny. One
of the main reasons is that, as with the Hammett equation
itself, these models are purely empirical, having no
theoretical basis.1,5,6 Instead, the field/inductive and
resonance parameters have been derived by fitting ex-
perimental thermodynamic and kinetic values (and later,
other experimental values, such as NMR chemical
shifts11 and IR band intensities12) to their respective
equations [e.g. Eqns (2) and (3)]. Furthermore, there
has been disagreement as to the appropriate model. The
Swain–Lupton model, specifically, was heavily criticized
by a number of workers,13–15 who cast doubt on critical
assumptions and also the statistical methods that were
used. Swain wrote a paper in rebuttal.16


In this work, we studied resonance and field/inductive
effects on the gas-phase acidities of para-substituted
phenols (1) [note: ��


R is therefore the resonance para-
meter used in Eqn (2)]. This was accomplished by
calculating gas-phase acidities of !-substituted para-
alkyl phenols (2), which enabled us to obtain each effect
in a direct fashion (i.e. in units of energy), without the
need for an intermediate parameter, as described below.
We compared our calculated field/inductive effects with
both F and �I, and compared our calculated resonance
effects wtih both R and ��R .


METHODOLOGY


Relative gas-phase acidities are calculated for 1, as well
as their counterparts 2, up to n¼ 6. Any acidity difference
between 1 and phenol (Sub¼H) is expected to be a result
of both field/inductive and resonance effects of the
substituent. Any acidity difference between 2 and the
corresponding (same n) unsubstituted (Sub¼H) para-
alkylphenol, however, is expected to be a result of only
the field/inductive effect of the substituent. This is be-
cause the sp3 hybridization of the center(s) separating the
substituent from the phenyl ring largely destroys the


substituent’s resonance effects on the acidity of the
phenolic proton.1 Therefore, extrapolation of the field/
inductive effects to n¼ 0 should provide the field/induc-
tive effects on the acidity difference between 1 and
phenol. Resonance effects should account for the remain-
der of the acidity difference.17,18


This methodology is similar to that employed by
Siggel et al.18 to obtain a measure of the resonance and
inductive effects on the acidity enhancement of car-
boxylic acids over alcohols. Their study took advantage
of the fact that for alcohols of the form YOH, where Y is a
substituent only capable of field/inductive effects, the
insertion of a CH2 group attenuates the field/inductive
effects by a factor of about 2.6.19 Therefore, Siggel et al.
multiplied the field/inductive contribution of the CH3C——
O group in hydroxyacetone [CH3C(——O)CH2OH] by 2.6
to determine the field/inductive contribution by the
CH3C——O group in acetic acid.
Our methodology presented here is also related to that


employed previously by our group to determine the
contribution by resonance and field/inductive effects
toward the acidity enhancement of formic acid over
methanol,17 and toward the enhanced acidity and hydride
abstraction enthalpy of propene over propane.20 In those
studies, we calculated the appropriate thermochemical
values of hypothetical vinylogs21 (where 1–3 vinyl units
were inserted between the substituent and the reaction
center) of the respective parent molecules—that is, of
formic acid and methanol in the first study and of propene
and propane in the second (we define the nth vinylog as
the species in which n vinyl groups have been inserted
between the reaction center and the substituent, with the
E-configuration at all double bonds). We also calculated
the appropriate thermochemical values of vinylogs of
formic acid and propene under conformational con-
straints that essentially remove contribution by resonance
effects. Comparisons among the calculated thermoche-
mistries of those vinylogs allowed us, directly and in-
dependently, to arrive at the contributions by resonance
and field/inductive effects in the vinylogs of formic acid
and propene. Both effects were extrapolated to zero
inserted vinyl units to obtain the resonance and field/
inductive effects in formic acid and propene. The inde-
pendent extrapolations were consistent with one another,
which helped to substantiate our methodology. Further-
more, the results from that study were in excellent
quantitative agreement with those of a number of other
workers.18,21,22


EXPERIMENTAL


AM1 calculations were performed using PC Spartan Pro
(Wavefunction), and density functional theory (DFT)
calculations were performed at the B3LYP/6–31þG*
level, using Gaussian 98W.23 The AM1 acidity of each
molecule of 1 and 2 was computed by subtracting the
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calculated heat of formation of the optimized neutral acid
from the sum of the calculated heats of formation of the
proton and the optimized anion:


HA ! Hþþ A� ð4Þ


DFT acidities for the parent acids 1 were computed by
subtracting the enthalpy of the optimized acid from the
sum of the enthalpies of the proton and optimized anion.
The DFT acidity of each molecule of 2 was computed by
subtracting the uncorrected energy of the acid from that
of the anion; all thermal corrections should effectively
cancel out in our extrapolations (see Discussion).
In order to avoid complications with steric effects,


the alkyl groups in 2, connecting the substituent to the
benzene ring, were each in the all-trans conformation.
Furthermore, the orientation of each substituent in the
acid of 2 was the same as in the anion. Therefore, in
computing acidity, any steric effects that might be intro-
duced in the acid should cancel with the steric effects in
the anion.
With increased n in 2, convergence of our DFT


calculations became increasingly difficult owing to the
additional heavy atoms, and also the additional flexibility
of the species. For this reason, we limited our studies to
substituents that had few, if any, internal rotational
degrees of freedom. Also, we made a simplifying as-
sumption for Sub¼CO2CH3 that the resonance and field/
inductive effects are the same as Sub¼CO2H. Further-
more, on a number of species in which difficulty in
convergence persisted, we employed the quadratically
convergent SCF method within Gaussian.


RESULTS


Table 1 contains calculated and available experimental24


gas-phase acidities of substituted phenols. Table 1 also
contains the calculated field/inductive and resonance
effects of the corresponding substituents, along with their
Swain and Taft substituent parameters. Table 2 contains
the DFT calculated energies and acidities of 2. Figure 1 is
a plot of the AM1-calculated relative acidities against the
experimental relative acidities. Figure 2 is a plot of the
calculated relative DFTacidities against the experimental
relative acidities. The DFT-calculated field/inductive ef-
fect is plotted against the Swain F parameter and the Taft
�I parameter in Figs 3 and 4, respectively. The DFT-
calculated resonance effect is plotted against the Swain R
parameter and the Taft ��


R parameter in Figs 5 and 6,
respectively.


DISCUSSION


The field/inductive effect of each substituent in 2, for a
given value of n, was computed as the difference in T
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acidity between a substituted (Sub 6¼H) molecule of 2
and the corresponding (same n) unsubstituted (Sub¼H)
molecule of 2. This field/inductive effect was then extra-
polated to n¼ 0 to determine the field/inductive effect in
the parent molecule, 1. In our extrapolations, data were fit
to a decaying exponential function, following observa-
tions made by Bianchi et al.25


For each extrapolation, the inclusion of all data points
(all values of n> 0) yielded correlation coefficients thatT
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Figure 1. Plot of calculated relative acidities at the AM1
level against experimental relative acidities. Linear regression
yields a slope of 0.9517�0.0796, a y-intercept of
�2.103�0.966 and R2¼ 0.9471


Figure 2. Plot of calculated relative acidities at the B3LYP/
6–31þG* level of theory against experimental relative acid-
ities. Linear regression yields a slope of 1.1315�0.0382, a
y-intercept of 0.552� 0.464 and R2¼ 0.991


Figure 3. Plot of DFT-calculated inductive effects on para-
substituted phenols versus the Swain F parameter. Linear
regression yields a slope of 17.8�2.0, a y-intercept of
�1.5� 1.3, and R2¼0.9121
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were not acceptable. This is because for odd values of n,
the C—Sub single bond is at a significant angle relative
to the plane of the benzene ring (Fig. 7), whereas in 1, the
C—Sub bond is parallel to the plane of the ring. There-
fore, in our extrapolations, the field/inductive effects in 2,
where n¼ odd, are not expected to map smoothly into
those in 1. On the other hand, for even values of n, the
C—Sub bond is parallel with the plane of the benzene
ring. As a consequence, there is expected to be a smooth


transition from the field/inductive effects in 2 to those in
1. In support of this, for all extrapolations using only even
values of n, it is noted that the smallest correlation
coefficient is 0.996, at both the DFT and the AM1 levels
of theory. Therefore, each of our extrapolated field/
inductive effects to n¼ 0 (Table 1) are those obtained
using only even values of n.
The resonance effects in 1 were computed once the


extrapolated field/inductive effects were obtained. The
difference in acidity between a substituted molecule of 1
and the unsubstituted molecule of 1 is taken to be the sum
of the field/inductive and resonance effects in 1 [Eqns (2)
and (3)]. Polarizability effects were assumed to be
negligible, given the large distance between the substi-
tuent and the reaction center and given the significant
polarizability already present in the unsubstituted
ring.4,26 Therefore, the field/inductive effect was sub-
tracted from the acidity difference to yield the resonance
effect on the acidity.
Although there are very few experimental gas-phase


acidities with which to compare our calculated acidities
of 2, we believe that our DFT results are reliable, for a
number of reasons. First, there is excellent agreement
between the DFT-calculated and experimental gas-phase
absolute acidities of the parent acids (Table 1, Fig. 2).
This suggests that our DFT calculations are sufficiently
sensitive to both resonance and field/inductive effects.
Second, it appears that any errors introduced in the


calculated acidities of 2 are largely canceled out in our
extrapolation methods. The reason for this is that we
extrapolate differences in acidity, rather than absolute
acidity, and the reference acid, unsubstituted phenol, is
structurally very similar to the substituted acids. The
significant cancellation of errors is evidenced by the
very good agreement between our DFT results and our
AM1 results (Table 1). The AM1-calculated absolute
acidities are in significant disagreement with experiment,
but the extrapolations using the AM1 calculated acidities
of 2 yield similar resonance and inductive effects to our
extrapolations using the DFT calculated acidities.


Figure 4. Plot of DFT-calculated field/inductive effects on
the acidity of para-substituted phenols against the Taft �I
parameter. Linear regression yields a slope of 24.9� 2.7, a
y-intercept of �0.2�1.1 and R2¼0.9169


Figure 5. Plot of DFT-calculated resonance effects on the
acidity of para-substituted phenols against the Swain R
parameter. Linear regression yields a slope of 4.8�1.0, a
y-intercept of 1.4�1.2 and R2¼ 0.7393


Figure 6. Plot of DFT-calculated resonance effects on the
acidity of para-substituted phenols against the Taft ��


R
parameter. Linear regression yields a slope of 33.8� 4.0, a
y-intercept of 1.4�0.7 and R2¼ 0.911


Figure 7. (a) Molecule of 1, explicitly showing the C—Sub
bond in the plane of the benzene ring. (b) A representative
molecule of 2 with n¼ odd (in this case, n¼ 1). The C—Sub
bond is at a significant angle with respect to the plane of
the benzene ring. (c) A representative molecule of 2 with
n¼ even (in this case, n¼ 2). The C—Sub bond is parallel to
the plane of the benzene ring
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A third reason why we believe our DFT results are
reliable is that in our previous study on formic acid,17 we
showed that our DFT calculations were in excellent
agreement with those from the G2 level of theory.
Finally, our results are in general in qualitative agree-


ment with resonance and inductive parameters from solu-
tion, and are consistent with intuition. For example, our
results indicate that field/inductive effects increase in the
order CH3<NH2<OH< F, which is the same as the
order of electronegativity of the atom directly bonded to
the phenyl ring (i.e. C, N, O and F). Furthermore, the NO2


group has the greatest contribution from both field/induc-
tive and resonance effects. In addition, the F, OH, NH2 and
Cl substituents appear to decrease the acidity via reso-
nance, consistent with resonance structures that can be
drawn involving the lone pairs of electrons on the het-
eroatoms. Notably, our methodology suggests that the CF3
group enhances the acidity of phenol via resonance by
4.2 kcalmol�1 (1 kcal¼ 4.184 kJ), in qualitative agreement
with calculations by Janesko et al.3 Swain et al. argue that
this is a reflection of fluoride hyperconjugation.27


There are, however, some discrepancies between our
results and the parameters derived from solution. Our
results suggest that the field/inductive effect of Cl is
greater than that of F (13.4 and 8.9 kcalmol�1, respec-
tively), whereas both the Taft and the Swain–Lupton
parameters suggest the reverse order (Table 1). Further-
more, one would expect F to have a greater field/inductive
effect than Cl, given the greater electronegativity of F
than of Cl. Although we do not fully understand the
nature of this disagreement, we believe that it may be
due, in part, to the fact that our numbers are derived from
gas phase acidities, whereas both the Taft and the Swain
parameters were obtained from solution values. Support
for this assertion comes from Janesko et al.,3 who argue
that in solution, the field/inductive effect is strongly
attenuated by the solvent. They suggest that this is the
reason for the anomalously large field/inductive effects in
the gas phase for fully charged substituents such as
NH3


þ. Furthermore, such a reversal on going from gas
phase to solution phase is not surprising. Early work by
Brauman and Blair28 showed that the order of gas-phase
acidities of small aliphatic alcohols is reversed from that
in solution.
We attempted to test this hypothesis by carrying out the


same calculations on 2, with F and Cl as substituents,
using a polarized continuum model within the Gaussian
software package to account for solvent effects from
water. However, the difference between the experimental
aqueous acidity of p-fluorophenol and p-chlorophenol is
only 0.57 pK units,29 or about 0.8 kcalmol�1. As argued
in our previous paper on the acidity of formic acid, our
methodology is reliable to within about 1–2 kcalmol�1.
Therefore, our methodology is not sufficiently precise for
solution studies.
Another discrepancy between our results and those


from solution is the prediction that the resonance effect


by the NH2 substituent is less than that by the OH
substituent (6.6 and 7.6 kcalmol�1, respectively). Both
of the solution resonance parameters, on the other hand,
suggest that the NH2 substituent should have a greater
effect via resonance. This is in agreement with intuition,
since the less electronegative nitrogen atom is expected to
be a better electron donor via resonance.
This apparent anomaly can be explained, at least in


part, by examining the geometries of both the NH2 and
OH substituents in the phenoxide anions. In the opti-
mized geometry of the anion of p-aminophenol, the
conformation of the NH2 group is such that the H—
N—H angle is bisected by the plane of the ring. There-
fore, the lone pair of electrons on the nitrogen atom is
confined to the plane of the ring, which should preclude
its involvement in resonance with the extended �-system.
On the other hand, the energy-minimized structure of the
p-hydroxyphenol anion is entirely planar. As a result, the
two lone pairs of electrons should retain the appropriate
symmetry that allows it to interact with the �-system of
the ring.
In order to compare our results quantitatively with the


empirical results from solution, we plotted our DFT-
calculated resonance and field/inductive effects against
the resonance and field/inductive parameters from both
Swain and Taft (Figs 3–6). Our calculated field/inductive
effects scaled fairly linearly (Figs 3 and 4) with both the
Swain and the Taft field/inductive parameters: R2¼ 0.912
and 0.917, respectively. Our calculated resonance effects
also appear to scale linearly (Fig. 6) with the Taft
resonance parameters, as the value for R2 is 0.911.
However, there is substantial scatter in the plot of our
calculated resonance effects against the Swain resonance
parameters (Fig. 5); the value of R2 is 0.739.
In order to evaluate the slopes in Figs 3–6, linear least-


squares fits of the experimental gas-phase acidities (this is
similar to the linear regression performed by Taft et al.26)
were performed using the Swain–Lupton substituent
parameters and also the Taft parameters [Eqns (2) and
(3)]. The slope in Fig. 3 is �fcalc¼ 17.8� 2.0, and a linear
least-squares fit of the experimental acidities to Eqn (3)
yields �fexpt¼ 12.3� 2.5. The slope in Fig. 4 is
�I,calc¼ 24.9� 2.7, and a linear least-squares fit of ex-
perimental acidities to Eqn (2) yields �I,expt¼ 22.4� 1.8.
The slope in Fig. 5 is �rcalc¼ 4.8� 1.0, and the linear
least-squares fit of experimental acidities to Eqn (3)
yields �rexpt¼ 4.4� 0.6. Finally, the slope in Fig. 6 is
�R,calc¼ 33.8� 4.0, and the linear least-squares fit of
experimental acidities to Eqn (2) yields �R,expt¼
31.7� 2.2.
The linear least-squares fit of experimental acidities is


in agreement with the slopes in Figs 4–6. However, it is in
significant disagreement with Fig. 3. This, in combination
with the substantially smaller R2 value in Fig. 5 than in
Fig. 6, may suggest that the Taft parameters are more
appropriate than the Swain parameters. However, it is
difficult to use our gas-phase results to comment, with
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certainty, on the appropriateness of each set of solution
parameters. This is especially true given the apparent
reversal of trends between solution and the gas phase, as
seen with the field/inductive effects of F versus Cl and the
resonance effects of NH2 versus OH.
As a final note, it is worth discussing our AM1 results.


As mentioned earlier, they are in very good agreement
with our results from DFT calculations. The average
difference between field/inductive effects derived from
the two different levels of theory is 2.0 kcalmol�1, the
largest difference being 3.8 kcalmol�1. The respective
values for resonance effects are 2.3 and 4.1 kcalmol�1.
This is particularly noteworthy, given the computational
time required for some of the larger molecules of 2, using
moderately high-level DFT calculations. Whereas, for
example, calculating the substituent effects of NO2 con-
sumed about 2 weeks of CPU time with our DFT
calculations, the same calculations at the AM1 level of
theory required only minutes. Therefore, employing the
AM1 level of theory may be attractive towards obtaining
reasonably accurate field/inductive and resonance effects
of additional substituents on the acidity of phenol, and
also on other reactions.


CONCLUSIONS


Resonance and field/inductive effects on the acidity of
para-substituted phenols were determined for a variety of
substituents. These effects were obtained for each sub-
stituent by extrapolating the field/inductive effect on the
acidity of !-substituted p-alkylphenols to n¼ 0, and
assuming that the total substituent effect is the sum of
the field/inductive and resonance effects. Our calculated
field/inductive effects agree somewhat better with the
Taft �I and ��R parameters than with the Swain F and R
parameters.
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‘Induced-fit’ binding of an aryl phosphate by a
macrobicyclic dicationic cyclodextrin derivative
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ABSTRACT: Binding of an aryl phosphate ester with a dicationic cyclodextrin derivative was compared to that with
an analogous, more conformationally restricted cyclodextrin. Binding of the latter host occurs with an unexpected
increase in binding free energy, resulting from an increase in binding enthalpy. A structural basis for this difference
involving ‘induced-fit’ binding is proposed based on NMR experiments with the free host and the complex. Copyright
# 2004 John Wiley & Sons, Ltd.
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INTRODUCTION


Cyclodextrins (CDs) have a prominent place as host
molecules in the field of molecular recognition. These
core structures allow the formation of inclusion complexes
with properly sized non-polar ‘guests’ in aqueous solu-
tion and can be (regiospecifically) modified, allowing the
introduction of appropriate functional groups to enhance
both binding affinity and selectivity. We have previously
described the syntheses of guanidinium-containing �-CD
derivatives and characterized their binding with aryl
phosphates. One of the objectives of this larger project
is to identify high-affinity binders for phosphotyrosine
on the surfaces of cellular proteins, as such compounds
have the potential to interfere with protein-protein bind-
ing events implicated in human cancers.1–4


Relevant to the present work, we found that CD deri-
vative 1 (Fig. 1) bindsN-acetyl-phosphotyrosineamide (2)
with moderate affinity and that complex formation is both
entropically and enthalpically favorable [�G,�H, T�S¼
�4.83 kcal mol�1, �4.03 kcal mol�1, 0.80 kcal mol�1 re-
spectively, at 298 K].5 This binding free energy corre-
sponds to an association constant of 3500 M


�1, which is
significantly weaker than that required to compete with
protein phosphotyrosine recognition domains, which
bind with their tyrosine-phosphorylated protein targets
with association constants in neighborhood of 109


M
�1.6,7


In an attempt to increase binding affinity, CD derivative 3
was prepared; this compound is identical with 1 except
that the guanidinium groups are linked by a pentamethy-
lene bridge (Fig. 1).8 We expected that this modification


would fix the guanidinium groups over the CD cavity,
providing a more preorganized host and an associated
decreased loss of conformational entropy upon binding.


RESULTS AND DISCUSSION


Using isothermal titration calorimetry (ITC), the thermody-
namic parameters for binding of 2 by 3 were determined.
As expected, binding is associated with a more favorable
entropy change relative to that with 1 [T�S¼ 1.81�
0.34 kcal mol�1,�(T�S)(1! 3)¼þ1.0 kcal mol�1].This
result is consistent with the proposal that restricting the
guanidinium groups reduces losses in conformational
entropy associated with binding. Surprisingly, however,
we found that the binding enthalpy for 3 is significantly
less than that for 1 [�H¼�2.82� 0.32 kcal mol�1,
��H(1! 3)¼þ1.2 kcal mol�1]. The net result of these
entropic and enthalpic changes is that host 3 actually
binds more weakly than its ‘less preorganized’ counter-
part [�G¼�4.63� 0.04 kcal mol�1, ��G(1! 3)¼
þ0.2 kcal mol�1].


To explain this unexpected increase in binding en-
thalpy, we considered the possibility that the non-polar
pentamethylene linker may occupy the CD cavity of
unbound 3, maximizing stability in aqueous solution by
minimizing the solvent-exposed non-polar surface area.
Displacement of the linker from the cavity would result in
an unfavorable enthalpic contribution to binding (i.e.
disrupting favorable van der Waals interactions bet-
ween the alkyl group and the interior of the cavity).
This would then decrease the net enthalpy for guest
complexation compared with that for 1. This possibility
was investigated by examining the solution structures of
free and bound 3 by NMR spectrometry.


Initially, correlated spectroscopy (COSY) was used to
assign resonances to protons on unbound host 3, in
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particular protons in the methylene linker (designated
H�, H� and H�, Fig. 2) and the H3 and H5 protons,
which are located within the CD cavity. Based on
chemical shift and integration, the most upfield signal
(�¼ 1.32–1.45 ppm) was assigned to H�; H� and H�
were then readily assigned based on strong cross-peaks in
the COSY spectrum (H�¼ 1.56–1.64 ppm, H�¼ 3.11–
3.21 ppm). The resonances of H3 protons (�¼ 3.90–
3.99 ppm) were determined from COSY cross-peaks
with H2, which exhibit well-resolved cross-peaks with
H1. In this case, the H1 protons were used for initial
reference, as these protons are furthest downfield and
integrate to the expected relative value of 7. Resonances
for the H5 protons could not be determined using the H1
protons as the initial reference point. Instead, H5 reso-
nances on modified glucose residues were identified
based on cross-peaks with H6 protons on putative mod-
ified glucoses (indicated by H6*), which were identified
based on their splitting patterns and integration
[Fig. 2(A)]. The assigned chemical shifts for H5 protons
(�¼ 3.77–3.85 ppm) correspond well with the chemical
shifts of H5 protons on unmodified �-CD.9


The spatial relationship between the pentamethylene
linker and the interior of the cyclodextrin was investi-
gated using rotating-frame Overhauser enhancement
spectroscopy (ROESY) [Fig. 2(B)]. Medium intensity
ROESY cross-peaks were observed between the protons
on the pentamethylene linker (H�, H�, H�) and H3, and
low intensity cross-peaks were observed between linker
protons (H�, H�) and H5. Additionally, no cross-peaks
were observed between H1, H2 and H�, H�, or H�. Thus,
the data indicate that the pentamethylene linker resides
within the cyclodextrin cavity in the absence of guest [the
possibility of dimerization between two 3 molecules
leading to intermolecular ROEs was considered unlikely
because an NMR dilution experiment (4 to 0.5 mM) failed
to produce changes in chemical shifts of any proton
signals].


Similar NMR experiments were carried out with the
complex of 3 and phosphotyrosine diamide 2. COSY was
used to assign resonances for protons H�, H�, and H�
and H3 of host 3 and also protons Ha–He of guest 2


[Fig. 3(A)]. The resonances of linker protons are assign-
ed as follows: H�–H�¼ 1.55–1.71 ppm, H�¼ 3.12–
3.29 ppm; the resonances assigned to H3 protons are
3.91–4.01 ppm. Unlike for unbound 3, cross-peaks with
H5 protons were not sufficiently resolved in the COSY
spectrum for assignment. For guest 2, signals are as-
signed as follows: Ha/Hb¼ 7.18–7.23 ppm, Hc¼ 2.95–
3.05 ppm and 3.15–3.28 ppm (diasteriotopic protons),
Hd¼ 4.50–4.54 ppm, He¼ 1.95–2.03 ppm.


ROESY was then used to determine whether the linker
is still in close proximity to the CD interior when
complexed with the guest [Fig. 3(B)]. Cross-peaks pre-
viously observed between linker protons H�, H�, and H�
and cavity protons H3 are now absent whereas strong
cross peaks are seen between H3 and Ha/b. These results
indicate that the guest forms an inclusion complex,
binding within the CD cavity and displacing the penta-
methylene linker.


Our NMR results are consistent with an ‘induced-fit’
rather than a ‘lock-and-key’ binding mechanism
(Scheme 1).10 Structural modifications intended to pre-
organize host 1 (and thus provide our ‘lock’) actually
produced an increase in binding free energy due to the
enthalpic cost of displacing the linker from the CD cavity.
The decrease in affinity is modest, however, and it is
conceivable that such systems, where complex formation
is accompanied by large conformational changes could
be exploited in the development of nanoscale devices and
sensors.11 These experiments tend to validate to the idea
that reducing the conformational freedom of the guani-
dinium groups can reduce losses in conformational en-
tropy associated with complex formation. Experiments
are under way to determine if incorporation of alterna-
tive, more hydrophilic linkers (that are unlikely to occupy
the CD cavity) may in fact provide very high affinity
hosts for aryl phosphates.


EXPERIMENTAL


Materials. CD derivatives 1 and 3 and guest 2 were
synthesized, purified and analyzed as previously de-


Figure 1. Representations of A,D-bis-guanidino �-CD 1, N-acetyl-L-phosphotyrosineamide 2, A,D-‘pentamethylene capped’-
bis-guanidino �-CD 3; for the cyclodextrin derivatives 1 and 3, the primary hydroxyl groups of the A and D sugars have been
replaced with guanidinium groups
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scribed.8,12,13 The bicarbonate salts of 1 and 3 and the
ammonium salt of 2 were used for both ITC and NMR
experiments.


Calorimetric binding experiments. Binding experiments
were conducted using a MicroCal VP-ITC instrument
and all data were analyzed using the software provided by
MicroCal. For all experiments, the calorimeter cell


(1.7 ml) was filled with a solution of host (1 or 3,
�200mM in 100 mM phosphate buffer, pH 7.00). After
equilibration of the cell to 25.0 �C, 180 ml of guest
(2, 25 mM in buffer) were added in successive 10mL


Figure 2. A representation of 3. (A) COSY spectrum of 3
identifying important cross-peaks used to assign resonances
to methlyene bridge protons H�, H� and H� and cavity
protons H3 and H5 (H6* refers to protons on modified
glucose units, � to the guanidinium groups); (B) ROESY
spectrum of 3


Figure 3. A representation of the complex of 3 and 2. (A)
COSY spectrum of the 3/2 complex identifying cross-peaks
used to assign resonances to methlyene bridge protons H�,
H� and H� and cavity protons H3 on 3, and protons Hc and
Hd on guest 2. (B) ROESY of the 3/2 complex
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injections. The resulting data were used to obtain binding
enthalpies and association constants after subtraction of
the heat of dilution for the guest (obtained from a titration
of 2 into buffer). Results represent the average of three
independent experiments and the error reported is the
standard deviation for the three values obtained.


NMR measurements. 2-D NMR spectra (COSY and
ROESY) were acquired using a Bruker DRX-500 NMR
and processed using the accompanying software. Sam-
ples contained a 4 mM concentration of host 3 with or
without an equimolar concentration of guest 2 in 100 mM


deuterophosphate buffer, pH 7.00. ROESY spectra were
recorded with a mixing time of 450 ms.
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ABSTRACT: The syntheses of a series of 3-(4-substituted-1-piperidinyl)-6-halo-1,2-benzisoxazole hydrochlorides
(5a–b, 6a–b and 7a–b) and 3-(2-butyl-4-chloro-1H-imidazolyl)-substituted-d2-isoxazolines (10c–i) by novel methods
are described. The inhibitory activity of acetylcholinesterase (AChE) for the newly synthesized compounds against
targets from different species, such as pure electric eel AChE, human serum AChE and rat brain AChE, was studied
using Ellman et al.’s method. The benzisoxazole heterocycle was found to be an appropriate bioisosteric replacement
for the benzyl functionality present in the N-benzylpiperidine class of inhibitors. Structure–activity relationships were
studied by comparing the basicities of the different substituted heterocyclic ring systems at the C-3 position of the 1,2-
benzisoxazoles derivatives. Maximum cholinesterase enzyme inhibition was revealed when there was a 6-fluoro
substituent on the 1,2-benzisoxazole ring. The 1-morpholine hydrochloride substituent appeared less significant,
although in most cases 5a, 6a and 10c evoked maximum potency compared with the existing drug neostigmine. The
most potent cholinesterase compound was found to be 1-[2-{6-fluoro-3-(4-piperidinyl)-1,2-benzisoxazole}ethyl]pi-
peridine monohydrochloride (5a) by in vitro studies. Copyright # 2005 John Wiley & Sons, Ltd.


KEYWORDS: 1,2-benzisoxazoles; isoxazolines; cholinesterases; neostigmine; Alzheimer’s disease


INTRODUCTION


Alzheimer’s disease (AD) is a neurodegenerative disorder
that is the most common cause of dementia among the
elderly. Neuropathological evidence has demonstrated
that cholinergic functions declined in the basal forebrain
and cortex in senile dementia of the Alzheimer type.1


Accordingly, enhancement of cholinergic neurotransmis-
sion has been considered as one potential therapeutic
approach against AD and also inhibition of acetylcholi-
nesterase (AChE) enzyme is routinely employed for an
increasing variety of clinical applications such as muscle
relaxants and prophylactics in protection against nerve
agent attack. One treatment strategy to enhance choliner-
gic functions is the use of AChE (EC 3.1.1.7) inhibitors to
increase the amount of acetylcholine present in the
synapses between cholinergic neurons.2,3


The first available treatment for AD was THA
(1,2,3,4-tetrahydro-9-aminoacridine), which demon-


strated moderate but significant efficacy in AD4 but
suffers from dose-limiting hepatotoxic effects.5 Phy-
sostigmine, a carbamate-type inhibitor, is currently in
phase III trials by Forest Laboratories. The third class of
novel AChE inhibitors is N-benzyl piperidines and 1,2-
benzisoxazoles, which have been demonstrated to be
efficient both in vitro and in vivo and exhibited minimal
side-effects, which has been confirmed by clinical
studies.6


We report here the synthesis and the AChE enzyme
inhibitory activity against various targets of a series of
3-(4-substituted-1-piperidinyl)-6-halo-1,2-benzisoxazole
hydrochlorides7 and 3-(-2-butyl-4-chloro-1H-imidazo-
lyl)-substituted-d2-isoxazolines.8


RESULTS AND DISCUSSION


Compounds


The synthesis of the 1,2-benzisoxazole series began with
the synthesis of N-formylated piperidine-substituted ben-
zoyls (2a,b) via Friedel–Crafts acylation by using iso-
nipecotic acid 1. 1,2-Benzisoxazoles such as 6-fluoro(or
chloro)-3-(4-piperidinyl)-1,2-benzisoxazole hydrochlor-
ides (4a,b) was obtained in one step from the key
intermediate (2,4-difluoro(or chloro)phenyl)(1-formyl-
4-piperidinyl)methanone (3a,b) (Table 1). This reaction
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involves hydroxylamine sulfate/powdered potassium
hydroxide-mediated oxime formation and subsequent
internal cyclization followed by alkaline hydrolysis of
the protected piperidinyl group simultaneously, which is
reported for the first time. The target compounds 6a,b,
7a,b, and 8a,b were synthesized via nucleophilic sub-
stitution reactions with different alkyl halides (Scheme 1
and Table 2) by using potassium carbonate as a base and
N,N-dimethylformamide as a solvent.


3-(-2-Butyl-4-chloro-1H-imidazolyl)substituted-d2-
isoxazolines (10c–i) were obtained from the 2-butyl-5-
chloro-3H-imidazolyl-4-carbaldehyde10 through 1,3-di-
polar cycloaddition reactions9,11 of aldoxime12 with the
monosubstituted alkenes as shown in Scheme 2. The
target molecules were synthesized by trapping the re-


spective nitryl oxide in presence of a monosubstituted
dipolarophile by using sodium hypochlorite as an oxi-
dant, which is a high-yield solution-phase synthetic
process.


Biology and structure–activity relationship (SAR)


The inhibitory activities of the newly synthesized com-
pounds against AChE was studied using the method of
Ellman et al.13 to determine the rate of hydrolysis of
acetylthiocholine (ATCh) in the presence of the inhibitor,
against different sources such as electric eel AChE,
human serum AChE and rat brain homogenate AChE,
as shown in Figs 1, 2 and 3, respectively.


Table 1. Physical data for compounds 3a,b and 4a,b


Compound R1 a M.p. ( �C) Compound R1 a M.p. ( �C)


3a: 4-(4-Fluorobenzoyl)- 2,4-Difluoro 64–66 4a: 6-Fluoro-3-piperidin- 6-Fluoro 302–306
piperidine-1-carbaldehyde 4yl-benzo[d]isoxazole
3b: 4-(4-Choro-benzoyl)- 2,4-Dichloro 43–45 4b: 6-Chloro-3-piperidin- 6-Chloro 180–184
piperidine-1-carbaldehyde 4yl-benzo[d]isoxazole


a See Scheme 1.
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Where aR1¼ F, 3a–7a; bR1¼Cl, 3b–7b; R2¼ ethyl-1-piperidine, 5(a–b); R2¼ ethyl-1-pyrrolidine, 6(a–b) and R2¼ ethyl-1-morpholine 7(a–b).


Reaction conditions: (1) AC2O, HCOOH, IPA; (2) SOCl2, methylene dichloride, DMF, AlCl3, 1,3-difluorobenzene; (3) (NH2OH)2.H2SO4, KOH, MeOH/
H2O (4) K2CO3/DMF


Scheme 1


Table 2. Physical data for compounds 5a,b, 6a,b and 7a,b


Compound R1 a R2 a M.p. ( �C)


5a: 6-Fluoro-3-[1-(2-piperidin-1-ylethyl)piperidin-4-yl]benzo[d]isoxazole 6-F 1-Piperidinylethane 242–244
6a: 6-Fluoro-3-[1-(2-pyrrolidin-1-ylethyl)piperidin-4-yl]benzo[d]isoxazole 6-F 1-Pyrrolidinylethane 238–240
7a: 6-Fluoro-3-[1-(2-morpholin-4-ylethyl)piperidin-4-yl]benzo[d]isoxazole 6-F 4-Morpholinylethane 204–206
5b: 6-Chloro-3-[1-(2-piperidin-1-ylethyl)piperidin-4-yl]benzo[d]isoxazole 6-Cl 1-piperidinylethane 162–164
6b: 6-Choro-3-[1-(2-morpholin-4-ylethyl)piperidin-4-yl]benzo[d]isoxazole 6-Cl 1-Pyrrolidinylethane 191–193
7b: 6-Chloro-3-[1-(2-morpholin-4-ylethyl)piperidin-4-yl]benzo[d]isoxazole 6-Cl 4-Morpholinylethane 204–205


a See Scheme 1.
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Activities of the synthesized compounds were com-
pared with the inhibitory activity shown by the known
standard inhibitor neostigmine. According to Boudan
et al.’s calculations,14 the 6-fluoro-3-substituted-1,2-
benzisoxazoles are active compounds (IC50¼ 6.7 mM)
and Tong et al.15 found that the presence of bulky groups
and/or lipophilic groups at the benzisoxazole moiety
would enhance the inhibitory effect on AChE. Also,
changing the length of the chain that connects the
piperidine to the benzisoxazole substituent has been
shown to have a profound effect on the potency. The
optimal length is an ethyl spacer (5, 6 and 7 series) of the


4-ethylpiperidine fragment, which is ideally situated, and
the nature of the spacer will control the positioning of the
benzisoxazole within the gorge and hence the extent of
contact with the protein. The experimental results reveal
that the possible structure–activity relationship of 1,2-
benzisoxazoles exhibits profound inhibition on AChE
when there is a strongly basic nitrogen-containing hetero-
cyclic cation (ethylpyperidine) present on the 6-fluoro-3-
(4-pyperidinyl)-1,2-benzisoxazole ring. It is noted that a
fluorine atom present at the 6-position on the benzisox-
azole ring resulted in better activity than a chlorine
atom. The order of basicity and the potency for the
different substituted heterocyclic rings are piperidi-
ne> pyrrolidine>morpholine, which imparts inhibition
accordingly when the respective ring is present at the
C-3 position of the 3-pyperidinyl-1,2-benzisoxazoles.
The compounds 5a (IC50¼ 1.5, 2.22, 1.29 mM), 6a
(IC50¼ 2.51, 3.29, 5.3 mM) and 10c (IC50¼ 2, 1.9, 4.85
mM) possess strong inhibition against AChE from differ-
ent sources: electric eel, human serum and rat brain
homogenate, respectively. Compounds 5b (IC50¼ 9.4
mM) and 10h (IC50¼ 21 mM) showed species specificity
by moderately inhibiting electric eel AChE, but showed
inhibition only at high concentrations against human
serum and rat brain homogenate AChE (Table 3). Com-
pounds 6b, 7a and 7b did not show significant inhibitory
activity or a species-specific mode of action against any
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Figure 1. Concentration-dependent inhibition of electrical
eel AChE by 5a, 6a and 10c and neostigmine
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Figure 2. Concentration-dependent inhibition of human
serum AChE by 5a, 6a and 10c and neostigmine
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Figure 3. Concentration-dependent inhibition of rat brain
homogenate AChE by 5a, 6a and 10c and neostigmine
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of the cholinesterases from different sources (Table 3).
Hence these results indicate that the benzisoxazole het-
erocycle is an appropriate bioisosteric replacement for
the benzyl functionality present in the N-benzylpiperi-
dine class of inhibitors (Fig. 4).


Among the imidazolyl-substituted isoxazolines, 3-(-2-
butyl-4-chloro-1H-imidazolyl)-substituted-d2-isoxazolines
10c–i, the compound 10c was found to be a better inhibitor
against all the three cholinesterases tested compared with
standard neostigmine (Table 3), possibly owing to the
presence of nitrile at the isoxazoline position, and 10h
exhibited moderate inhibition (Table 3), possibly owing to
presence of a hydroxymethyl group on the isoxazoline ring.


The other compounds (10d–g and i) had an insignif-
icant effect, showing higher IC50 values, possibly owing
to the presence of hydrolysable groups.


CONCLUSION


The benzisoxazole 5a was found to be a potent inhibitor
and 6a and 10c were found to be selective and significant
inhibitors of AChE in vitro (Fig. 1). This study reveals that
the synthesized compounds 5a, 6a and 10c showed sig-
nificant inhibition against cholinesterases from different


sources. Therefore, they could be used as biochemical tools
for the development of new compounds for treating AD.


EXPERIMENTAL


Compounds


Melting-points were determined on a SELACO-650 hot-
stage apparatus and are uncorrected. IR (Nujol) spectra
were measured on a Shimadzu 8300 IR spectrophot-
ometer. 1H NMR spectra were recorded on a Shimadzu
AMX 400 MHz spectrophotometer by using CDCl3 as
solvent and TMS as an internal standard (chemical shift �
in ppm). Elemental analyses were obtained on a Vario-EL
instrument. TLC was conducted on 0.25 mm silica gel
60F254 plates (Merck) and column chromatography was
carried out on 60–120 mesh silica gel. All extracted
solvents were dried over Na2SO4, followed by evapora-
tion in vacuo.


Compounds 3a, 4a, 5a, 6a and 7a. Syntheses of these
compounds have been reported previously.7


4-(2,4-Dichlorobenzoyl)piperidine-1-carbaldehyde (3b).
Compound 3b was obtained by reaction of N-formyliso-
nipecotic acid (50 g, 0.318 mol) (2), 1,3-dichlorobenzene
(46.74 g, 0.382 mol), thionyl chloride (50 ml), aluminium
chloride (74.20 g) and 2–3 drops of DMF following our
reported procedure;7 yield, 32.5 g (65%). IR: 1715, 1621,
cm�1. 1H NMR (CDCl3): � (ppm) 8.15 (s, 1H, NCHO),
1.72 (q, 4H, CH2), 3.1 (m, 1H, CH CO), 2.6–2.8 (t, 4H,
CH2N), 7.6 (d, 1H, ArH), 7.3 (s, 1H, ArH), 7.45 (dd, 1H,
ArH). Anal. Calculated for C13H13Cl2N2O2: C, 54.56; H,
4.58; N, 4.89. Found: C, 54.29; H, 4.69; N, 4.74%.


4-(6-Chloro-benzo[d]isoxazol-3-yl)piperidiniuim chloride
(4b). Compound 4b was obtained by reaction of 3b
(25 g, 0.0876 mol), hydroxylamine hydrochloride (9.13 g)
and sodium acetate (21.55 g) in 100 ml of methanol by
following our reported method;7 yield, 18 g (72%). IR:
1484 cm�1. 1H NMR (D2O): � (ppm): 1.84 (q, 4H), 2.65 (t,
4H) 2.79 (m, 1H), 3.45 (s, NH), 7.3 (t, 1H, ArH), 7.19 (d,
1H, ArH), 7.58 (dd, 1H, ArH). Anal. Calculated for
C12H14Cl2N2O4: C, 52.76; H, 5.17; N, 10.26. Found: C,
52.48; H, 7.3; N, 10.39%.


Table 3. Comparative inhibitory activities shown by the
synthesized inhibitors against AChE from different sources


IC50 (�M)a


Electric Human Rat brain
Compound eel serum homogenate


5a 1.57� 0.06 2.22� 0.11 1.29� 0.03
6a 2.51� 0.09 3.29� 0.11 5.3� 0.21
7a 68.47� 2.9 293.1� 10 75.4� 3.0
5b 9.44� 0.37 1259� 52 1634� 75
6b 397.62� 17 1132� 46 675� 29
7b 603.18� 26 981.1� 39 >1000� 40
10c 2� 0.08 1.9� 0.06 4.85� 0.14
10d 131� 5.5 165� 7.2 114� 4.7
10e 72.1� 2.6 81� 2.5 156� 6.2
10f 69.73� 2.4 54.6� 2.0 771� 28.5
10g 160.4� 6 182.3� 6 543� 17.1
10h 21� 0.8 34.9� 1.2 62� 1.1
10i 241� 9 217� 8 341� 11
Neostigmine 1.39� 0.03 5.27� 0.15 4.3� 0.15


a Values are means of three determinations, the ranges of which were less
than 5% of the mean in all cases.
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1-{2-[4-(6-Chlorobenzo[d]isoxazol-3-yl)-piperidin-1-yl]ethyl}-
piperidinium chloride (5b). A finely powdered compound
(6.4 g) was obtained from 4b (5 g, 0.0183 mol), 1-(2-chlor-
oethyl)piperidinium chloride (3.36 g) and powdered K2CO3


(7.58 g) by following our reported procedure.7 IR: 2995,
1632, 3320 cm�1. 1H NMR (D2O): � (ppm) 1.5–1.65 (q,
2H), 1.8–2.1 (m, 4H), 2.2–2.5 (t, 4H), 3.1 (s, 1H), 3.4–3.7
(d, 2H), 4.4–4.8 [s, N(CH2)3], 7.15 (t, 1H, ArH), 7.29 (d, 1H,
ArH), 7.43 (q, 1H, ArH) 13C NMR (D2O, 100 MHz): �
(ppm) 27.1, 27.6, 32.14, 34.2, 34.8, 36.2, 50.4 (2), 51.8, 55.3,
57.45, 96.4, 121.8, 120.4, 123.9, 125.24, 142, 149, 165.2.
Anal. Calculated for C19H27Cl2N3O: C, 59.37; H, 7.08; N,
10.93. Found: C, 59.20; H, 6.95; N, 10.76%.


1-{2-[4-(6-Chlorobenzo[d]isoxazol-3-yl)piperidin-1-yl]ethyl}-
pyrrolidinium chloride (6b). Compound 6b was obtained
from 4b (5 g, 0.0183 mol), 1-(2-chloroethyl)pyrrolidine
hydrochloride (3.11 g) and K2CO3 (7.58 g) by following
our reported method;7 yield 4.1 g yield (82%). IR: 2155,
1624, 1438 cm�1. 1H NMR (D2O): � (ppm) 1.7–1.82 (m,
8H), 2.0–2.2 [d, 4H, N(CH2)], 2.8–3.1 (dd, 4H, CH2), 2.75
(q, 1H, CH) 04.3 [s, 4H, N(CH2)2], 7.23 (t, 1H, ArH), 7.15
(d, 1H, ArH), 7.46 (q, 1H, ArH). 13C NMR (D2O,
100 MHz): � (ppm) 26, 30.39, 33.9, 51.5, 54.54, 56.19,
58.37, 100.4, 100.77, 116.40, 116.6, 126.3, 126.51. Anal.
Calculated for C18H25Cl2N3O: C, 58.38; H, 6.80; N, 11.35.
Found: C, 58.43; H, 6.72; N, 11.28%.


4-{2-[4-(6-Chlorobenzo[d]isoxazol-3-yl)piperidin-1-yl]ethyl}-
morpholinium chloride (7b). Compound 7b was obtained
from 4b (5 g, 0.0183 mol), 4-(2-chloroethyl)morpholine
hydrochloride (3.4 g) and K2CO3 (7.58 g); yield: 3.5 g
(70%). IR: 2148, 1626, 1442 cm�1. 1H NMR (D2O): �
(ppm): 2.2 (q, 4H, CH2), 2.46 (d, 4H, CH2), 3.2 [t, 4H,
N(CH2)2], 3.7 (quintet, 1H, CH), 4.0 (m, 4H, OCH2), 4.6
[s, 2H, (NCH2)2], 7.34 (t, 1H, ArH), 7.29 (d, 1H, ArH), 7.56
(q, 2H, ArH). 13C NMR (D2O, 100 MHz): � (ppm) 30.3,
33.67, 53.2, 53.6, 55.9, 67.1 (2), 100.5, 116.5, 116.7, 119.8,
126.37, 126.62, 163.3, 166.59, 169.12. Anal. Calculated for
C18H25Cl2N3O2: C, 55.96; H, 6.52; N, 10.88; Found: C,
55.87; H, 6.62; N, 10.91%.


Compounds 10c–i. Syntheses of these compounds have
been reported previously.8


Biology


Materials. Electric eel AChE (Type-VI-S), acetylthiocho-
line iodide, tetraisopropylpyrophosphoramide (iso-
OMPA) and 5,50-dithiobis-2-nitrobenzoic acid (DTNB)
were obtained from Sigma. Crude human AChE was
prepared by mixing 9 ml of fresh blood (collected from
healthy volunteers by vein puncture) with 1 ml of 3.8%
(w/v) trisodium citrate and centrifuging at 3000 rpm at
0 �C for 20 min. The supernatant was used as a source of
AChE. Rat brain homogenate was obtained as follows: a
male rat was killed by decapitation and the whole brain


removed and placed on ice. The cerebellum was excised
and, if relevant, the brain could be stored for at most 2
months at �70 �C following thawing, if relevant the brain
being weighed and homogenized in 10 volumes of ice-
cold sucrose solution using a Potter–Elvehsen homoge-
nizer (10 strokes up and down at 1000 rpm). The cen-
trifugate was centrifuged at 10 000 N kg�1 for 10 min at
4 �C using Centrium centrifuge. The supernatant was
separated and the residual pellet discarded. The super-
natant was homogenized for 5 min in a Polytron homo-
genizer (setting: half of the maximum speed) and 1 ml
samples were collected. These samples are stable for 2
months at �70 �C. Just before use, each sample was
allowed to thaw and made up to 4 ml with ice-cold
sucrose solution, resulting in a homogenate containing
25 mg ml�1 of wet tissue.


Method. Cholinesterase activity was determined by the
method of Ellman et al.13 The activity of AChE was
expressed as micromoles of acetylthiocholine metabolized
per minute per milligram of protein. Protein content was
estimated by the method of Lowry et al. A typical enzyme
assay comprised 25 ml of enzyme, 100 mM iso-OMPA and
10 ml of inhibitor sample dissolved in a suitable solvent and
0.1 M sodium phosphate buffer (pH 8.0), to make a total
volume of 3 ml. To this enzyme–inhibitor mixture, after
incubation at 27 �C for 1 min, 0.5 mM DTNB reagent was
added and the enzyme reaction was initiated by addition of
0.5 mM acetylthiocholine iodide (to give an increase in
absorbance of 0.6 units at the end of 3 min) and the increase
in absorbance at 412 nm was recorded. All assays were
carried out in duplicate and mean values are reported here.
The relative activity was expressed as the percentage ratio
of enzyme activity in the presence of inhibitor to enzyme
activity in the absence of inhibitor at the end of 3 min of
enzyme reaction.


Inhibitor concentration causing 50% inhibition of en-
zyme activity (IC50) values. AChE was studied in both
the presence and absence of different concentrations of
compounds and the percentage inhibition of enzyme activ-
ity was calculated. The IC50 was determined from a graph
of percentage inhibition versus concentration of inhibitor.
For comparison, the IC50 value was obtained with a non-
specific inhibitor of cholinesterases, neostigmine. Inhibitor
solutions were prepared using methanol or DMSO as
solvent, and the concentration of any of the solvents used
in the present study had no influence on AChE activity.
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ABSTRACT: The structures of the BF3–enaminoaldehyde adducts 3a, b have been determined by quantum-chemical
calculations employing Hartree-Fock, Møller-Plesset and density functional methods. The length of the coordinative
B—O bond ranges between 1.59 and 1.62 Å. The BSSE-free energy of the B—O bond ranges between �14.7 and
�16.9 kcal/mol. Taking into account hydrogen bonds and dispersion forces between two molecules of 3a, b in the
dimeric structure 4 reduces the B—O bond length significantly (B—O: 1.52–1.57 Å) thereby reproducing the B—O
bond length found in the x-ray structure of 1 (B—O: 1.49 Å) with much better accuracy. Using the calculated IR and
Raman spectra of the dimers 4 as reference, the B—O band in the experimental spectra can be assigned. Our approach
seems to be of value in discussions comparing structural features gained from gas phase ab initio calculations and
solid state x-ray structures involving strong dipolar structures which allow for various intermolecular interactions.
Copyright # 2004 John Wiley & Sons, Ltd.
Supplementary electronic material for this paper is available in Wiley Interscience at http://www.interscience.
wiley.com/jpages/0894-3230/suppmat/


KEYWORDS: enaminocarbonyl compounds; Lewis acids; vibrational spectra; quantum chemical calculations


INTRODUCTION


As a method of choice for enhancing the reactivity of
carbonyl compounds, complexation of the carbonyl oxy-
gen atom with Lewis acids has found broad application in
organic synthesis.1,2 Various model adducts obtained
from boron-based Lewis acids and carbonyl compounds,
such as benzaldehyde-BF3,


3 methacrolein-BF3,
4 di-


methyl formamide and BX3 (X¼ F, Cl, Br, I) or B-
bromocatecholborane5 have been isolated and character-
ized by x-ray analysis. Also the structures of complexes
of PhC(——O)R (R¼H, Me, OEt, NiPr2) with B(C6F5)3
have been investigated.6


Recently, the preparation and spectroscopic character-
ization was reported of acyclic 1:1 complexes formed
between enaminocarbonyl compounds and BF3 as well as
BPh3.


7 This study also presents the x-ray crystal structures
of complexes 1 and 2 (Fig. 1). The results confirmed O-
coordination of the Lewis acid and revealed a nearly


planar zigzag configuration of the B—O—C1—C2—
C3—N chain along with an expressed bond length equal-
ization in the complexed enaminoaldehyde moiety.
Restricted Hartree-Fock (RHF) and density functional
calculations (DFT) employing the B3LYP functional for
2 gave results in good agreement with the crystallographic
data for the complexed enaminocarbonyl compound.7


For 2, the experimentally determined B—O bond
length (x-ray: 1.597 Å) and the computed values (RHF/
6–31G(d): 1.637 Å, B3LYP/6–31G(d): 1.623 Å) differed
by �0.04 Å. For 1, however, the computed B—O bond
lengths (RHF/6–31þG(d): 1.563 Å, B3LYP/6–31þG(d):
1.591 Å) were too long by 0.07—0.1 Å with respect to the
experimentally determined value (x-ray: 1.496 Å). DFT
calculations on the structure of benzaldehyde–BF3 gave a
B—O distance of 1.67 Å (x-ray:3 1.59 Å) and for metha-
crolein–BF3 1.69 Å (x-ray:4 1.58 Å).7 Again, the calcu-
lated bond distances are longer by 0.08 and 0.11 Å. It was
assumed that intermolecular interactions which are
known to have a detectable influence on the internal
coordinates of molecules in crystals may be at the origin
of the pronounced differences between the experimen-
tally determined B—O bond lengths and the calculated
values.7,8 Our reasoning was supported by the observa-
tion of various intermolecular (B)F � � �H—C contacts in
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the crystal structure of the BF3 adduct 1. In the structure
of the BPh3 adduct 2 no intermolecular contacts were
detected.7 For the structures of benzaldehyde–BF3 and
methacrolein–BF3, hydrogen–fluorine contacts similar to
those observed in 1 were not reported.3,4 Beside an
MNDO calculation for the benzaldehyde–BF3 adduct
reporting a B—O distance of 1.607 Å (x-ray: 1.59 Å)3


there are two reports describing ab initio calculations for
model compounds of the general structure R1R2C——
O�H2BF (R1¼H, alkyl; R2¼H, alkyl, alkynyl) but
providing no values for the B—O bond length.9,10 The
latter studies focused on the stabilization of the Lewis
acid/base adducts through anomeric effects and hydrogen
bonding between the RCHO group and the boron moiety.
The results served as an explanation for the remarkable
stereochemical control which is achieved in reactions
involving the activation of carbonyl compounds with
chiral boranes.11–13


Using a computationally more amenable model system
for 1 (vide infra: molecule 3, Fig. 2), the results of our
studies are presented which are intended to give a
quantitative description of the effects influencing the
B—O bond in 1 if the possibility of hydrogen bonding
and dispersion effects between two neighbouring mole-
cules is taken into account. The basis set superposition
error (BSSE) corrected bond strength and bond length for
the dative B—O bond are reported, as well as the BSSE
free interaction energy found in a dimer constructed with
our model BF3 adduct allowing for hydrogen bonds and
van der Waals forces.


COMPUTATIONAL METHODS


Restricted Hartree-Fock (RHF), density functional theory
(DFT, using the B3LYP functional) and second order
Møller-Plesset perturbation theory (MP2) methods im-
plemented in the Gaussian 98 program package were
used for geometry optimizations.14 MP2 calculations
were carried out with full electron correlation. Standard
convergence criteria as implemented in the modelling
program were applied using geometry constraints as
indicated in Tables 2–4. All calculated minimum struc-
tures on the potential energy surface are characterized by
having only positive eigenvalues of the Hessian matrix.
Population analysis was done with the program package


NBO 3.115 implemented in Gaussian 98. Basis set super-
position error free bonding energies,16–19 geometries and
frequencies19,20 were computed using the counterpoise
correction as implemented in Gaussian 98.14 Dimers,
constructed from two molecules of a model ‘monomeric’
BF3–enaminocarbonyl adduct (vide infra) were used to
probe the influence of intermolecular hydrogen bonds
and dispersion forces on the B—O bond length. To create
the dimeric starting structures, a small Fortran 77 pro-
gram was written which, after reading in a Gaussian input
file containing twice the identical structure of the mono-
mer given in cartesian coordinates, rotated the second
monomer around the Eulerian angles21 �, � and � first
and then translated it along the cartesian coordinates. The
output was written as Gaussian input file allowing the
structure of the dimer to be examined using GaussView
2.08. These well defined dimeric structures were opti-
mized using Gaussian 98. Calculated IR and Raman data
were extracted from the Gaussian output with the help of a
Fortran 77 program which allowed for empirical fre-
quency scaling (RHF/6–31þG(d): 0.90, MP2/6–31þG
(d): 0.94, B3LYP/6–31þG(d): 0.96)22 and assignment of


Figure 1. Adducts of (E )-3-diethylamino-3-phenyl-2-prope-
nol with BF3(1) and BPh3(2)


Figure 2. 3a: HF and MP2 structures with staggered con-
formation. 3b: B3LYP structure with eclipsed conformation
(see text for details)
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a Gaussian line shape (half width used: 40 cm�1) to the
IR and Raman transitions. Its output was used to draw
spectra using Origin 6.11.


EXPERIMENTAL METHODS


The IR spectrum of 1 in a KBr pellet was recorded on a
Bruker Vector 22 FT-IR spectrophotometer at room
temperature employing a HeNe laser working at
632.82 nm. The Raman spectrum was taken from a
sample of 1 enclosed in an argon flushed Raman tube
using a LabRam instrument at room temperature employ-
ing a HeNe laser working at 632.82 nm (focal length
300mm, grid 1800). For unknown reasons, C—H bands
in the Raman spectrum appear to be considerably weaker
than expected from the calculations (cf. Figure 10c, d).


RESULTS AND DISCUSSION


Bonding in enaminocarbonyl–BF3 complexes


In order to ascertain the previously obtained RHF and
DFT results for 1 and 2 (vide supra)7 and to discuss the
observed bond length patterns observed in 1 including
MP2 calculations and more flexible basis sets, a model
for 1 was constructed which retained only the BF3–
enaminocarbonyl backbone, having replaced the phenyl
ring at C3 and the ethyl substituents at the nitrogen atom
by hydrogen atoms (3a, b, Fig. 2). Since almost free
rotation around the B—O bond was found, a conforma-
tional scan in steps of 10� for a rotation of 60� around a
fictive B—C1 bond was performed, allowing all other
geometry parameters to relax fully. The rotation around a
hypothetical B—C1 bond instead of the B—O bond was
chosen for an easy definition of a torsion angle between
the B—F bonds and the C1—H1 bond. A staggered all–
trans, CS symmetric conformation (3a, Fig. 2), desig-
nated as 60� in the Newman projections of Fig. 2 was
found as minimum from RHF and MP2 calculations. The
observed rotational barriers about the hypothetical B—C1


bond are 0.08 kcal/mol [RHF/6–31þG(d)], 0.03 kcal/mol
[RHF/6–31þþG(d,p)], 0.22 kcal/mol [MP2/6–31þG(d)]
and 0.19 kcal/mol [MP2/6–31þþG(d,p)]. On the other
hand, B3LYP calculations employing the same basis sets
reversed the picture and showed the eclipsed conforma-
tion 3b, designated as 0�, to be the minimum conforma-
tion. Here, the rotation barrier was found to be 0.24 kcal/
mol [B3LYP/6–31þG(d)] and 0.30 kcal/mol [B3LYP/6–
31þþG(d,p)]. The s–trans conformation at the C1—C2


bond is in agreement with the calculated structure of the
acrolein–BH3 adduct.


23


Bond lengths and angles for 3a,b listed in Table 1—
including planarization of the enamine nitrogen atom—
indicate a slight polarization of the enaminocarbonyl
moiety towards an iminium enolate structure, thereby


reproducing the results of a previous B3LYP/6–31þG(d)
optimization of the full structure of 1.7 Once again the
structures for 3a,b fail fully to reproduce the experimen-
tally observed bonding structure: the calculated B—O
bond lengths are significantly longer than in the x-ray
structure of 1.7 Nevertheless, the results obtained for 3a,b
indicate that the substituents at C1 and C3 have no effect
on the bonding pattern of the B—O—C3—N chain and
3a,b may be used for further calculations intended to
study influences on the B—O bond length. Table 1 also
provides the counterpoise corrected bonding energy of the
B—O bond which is computed as follows:16–19 �Eel is
the electronic interaction energy between the BF3 and the
enaminoaldehyde calculated by subtracting from the total
energy of the complex the energies of the uncomplexed
BF3 and enaminoaldehyde having the same geometry as
in the complex using the complexes’ full basis set (i.e.
placing ghost atoms in the positions of the enaminoalde-
hyde and BF3, respectively). �Erelax is defined as the
energy needed to distort BF3 and the enaminoaldehyde
from the geometry of the free molecules to the geometry
they have in the complex. The BSSE-free energy of the
B—O bond is defined as EB—O¼�Eelþ�Erelax(BF3)þ
�Erelax(enamino). The BSSE is obtained by subtracting
from Etotal the energies of the uncomplexed enaminoalde-
hyde, the uncomplexed BF3 and the energy of the B—O
bond (EB—O), using the basis sets of the uncomplexed
molecules for enaminoaldehyde and BF3. To correct the
potential energy surface for the BSSE between the BF3
and the enaminoaldehyde moiety in adducts 3a,b, a
counterpoise corrected optimization and frequency calcu-
lation was performed on the RHF/6–31þG(d), B3LYP/6–
31þG(d) and MP2/6–31þG(d) structures of 3a,b.14,20


For these structures, the interaction energies were then
re-calculated24 (Table 2).
Experimental gas phase data for complexes between


boron based Lewis acids and carbonyl compounds are not
available. (A literature search in the MOGADOC25


database for compounds of general structure R1R2C——
O � � �B(XYZ) gave no hits.) However, comparison of
calculated bond lengths (Tables 1 and 2) with gas phase
data available from electron diffraction experiments for
BF3 complexes with amines and ethers indicates that the
B—O bond calculated for 3a, b is at the lower edge of the
reported values: e.g. rg(B—N)¼ 1.674(4) Å for trimethy-
lamine–BF3 and rg(B—O)¼ 1.75(2) Å for dimethy-
lether–BF3.


26,27 Inclusion of electron correlation at both
the DFT and the MP2 level of theory lengthen the B—O
bond with respect to RHF calculations, although it is
known that RHF calculations already give too long bond
lengths for dative bonds.28 At the DFT level of theory, the
B—O bond energy is found to be largest, whereas at the
MP2 level the lowest energies are found. BSSE effects on
the total energy, the boron–oxygen bond length and bond
energy are most significant for the MP2 calculations
(Tables 1 and 2), e.g. the B—O bond is lengthened by
0.038 Å due to the counterpoise correction. For all three
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Å
.


b
H
ar
tr
ee


p
er


m
o
le
cu
le
.


c
Z
P
E
:
ze
ro


p
o
in
t
en
er
g
y
in


h
ar
m
o
n
ic


ap
p
ro
x
im


at
io
n
.


d
N
Im


a
g
:
n
u
m
b
er


o
f
im


ag
in
ar
y
fr
eq
u
en
ci
es
.


e
�
E
e
l:
el
ec
tr
o
n
ic


in
te
ra
ct
io
n
en
er
g
y
b
et
w
ee
n
B
F
3
an
d
en
am


in
al
d
eh
y
d
e
(s
ee


te
x
t
fo
r
d
et
ai
ls
).


f
�
E
re
l:
(B
F
3
):
re
la
x
at
io
n
en
er
g
y
fo
r
B
F
3
fr
ag
m
en
t
(s
ee


te
x
t
fo
r
d
et
ai
ls
).


g
�
E
re
l
(e
n
am


in
o
):
re
la
x
at
io
n
en
er
g
y
fo
r
en
am


in
o
al
d
eh
y
d
e
fr
ag
m
en
t
(s
ee


te
x
t
fo
r
d
et
ai
ls
).


h
E
B
—
O
:
B
S
S
E
fr
ee


en
er
g
y
o
f
B
—


O
b
o
n
d
(s
ee


te
x
t
fo
r
d
et
ai
ls
)


i
B
S
S
E
:
b
as
is
se
t
su
p
er
p
o
si
ti
o
n
er
ro
r.


220 J. NIKOLAI, G. MAAS AND G. TAUBMANN


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2005; 18: 217–226







methods the B—O bond length is increased by the
counterpoise correction as expected. Our results are in
agreement with other studies examining the interaction
energies and bond lengths in various other adducts,
emphasizing the effect of the BSSE on MP2 calcula-
tions.24 At all levels of theory, the relaxation energy
(�Erelax) for the deformation of the BF3 moiety from
the trigonal-planar geometry of free BF3 to the pyramidal
geometry in 3a, b gives the largest contribution to the
relaxation energy term (Table 1).
To obtain an estimate of the influence of hydrogen


bonds and dispersion forces on the structure of the BF3–
enaminocarbonyl adduct 1, and especially on its coordi-
native B—O bond, model dimer 4 was constructed from
two units of 3. Since there are two molecules oriented in
an antiparallel manner in the unit cell of 1,7 an antipar-
allel orientation of the monomers in the model dimer was
chosen. Starting from the same initial structure, RHF,
DFT and MP2 optimizations employing the small 3–21G
basis set were carried out in a first step. Neglecting
minimal differences in their geometry (Table 3), the
B3LYP and MP2 calculations ended up in the same
minimum structure. Although the RHF and the DFT
and MP2 structures differ considerably in their geome-
trical details (Fig. 3), both lead to C2 symmetric, slightly
bent structures for the initially CS symmetric BF3–enam-
inocarbonyl monomers. The planes containing the B—
O—C1—C2—C3—N chain of the monomer units are
nearly perpendicular to each other. Bending of the mono-
mer unit occurs towards its twin, indicating intermole-
cular interactions between the BF3 moiety of one
monomer and the iminium moiety in the other monomer.
No attempts were made to find other structures of dimer
4, because the primarily interest was in the effects of


dimer formation on the structure of the monomer units
and especially on changes concerning the B—O bond.
Structures with a considerably higher symmetry (e.g. C2h


with a centre of inversion) than found in the solid state
structures would also oversimplify the calculated IR and
Raman spectra due to the rule of mutual exclusion.
Re-optimization of the dimeric structures obtained


with the 3–21G basis set with the more flexible 6–
31þG(d) basis set changed the geometries of the RHF
and B3LYP structures only slightly (Fig. 4). A pro-
nounced change in the relative orientation of the mono-
mers was observed for the MP2/6–31þG(d) dimer
(Fig. 5): the BF3–enaminoaldehyde units are found in a
nearly parallel orientation to each other which is in
distinct contrast to the perpendicular orientation in the
MP2/3–21G structure.


Table 2. Selected bond lengths (Å) and angles ( �) for RHF, MP2 and DFT optimized structures of 3a and 3b including the BSSE
during the optimization; see Figure 2 for atom numbering


Compound 3a 3b


Level of theory RHF/6–31þG(d) MP2/6–31þG(d) B3YLP/6–31þG(d)
B—Oa 1.596(1) 1.658(2) 1.625(2)
O—C1a 1.233(4) 1.261(4) 1.258(8)
C1—C2a 1.409(7) 1.410(4) 1.411(9)
C2—C3a 1.360(3) 1.369(9) 1.373(2)
C3—Na 1.329(9) 1.342(1) 1.342(4)
C3—N—H5 121.3(4) 121.4(1) 121.4(1)
C3—N—H4 121.3(4) 121.3(2) 121.5(0)
H4—N—H5 117.3(0) 117.2(6) 117.0(8)
Etotal


b �569.045 657 �570.408 446 �571.902 492


ZPEb,c 0.101 0.095 0.095
NImagd 0 0 0
Point group CS CS CS


�Eel
e [kcal/mol] �46.43 �39.52 �42.90


�Erel(BF3)
f [kcal/mol] 29.07 23.01 24.21


�Erel(enamino)g [kcal/mol] 2.67 1.72 1.86
EB—O


h [kcal/mol] �14.68 �14.79 �16.83
BSSEi [kcal/mol] 2.11 6.40 1.44


For footnotes, see Table 1.


Table 3. Selected bond lengths (Å) and angles ( �) for RHF/
3–21G, MP2/3–21G and B3LYP/3–21G optimized structures
of dimer 4; see Figure 3 for atom numbering


Level of theory RHF/3–21G MP2/3–21G B3YLP/3–21G
B—Oa 1.519(6) 1.566(7) 1.551(1)
O—C1a 1.287(2) 1.313(2) 1.306(5)
C1—C2a 1.370(6) 1.388(4) 1.382(0)
C2—C3a 1.384(2) 1.400(3) 1.394(2)
C3—Na 1.306(8) 1.326(7) 1.321(9)
C3—N—H5 122.9(4) 122.3(9) 122.5(4)
C3—N—H4 117.8(3) 116.3(2) 116.1(5)
H4—N—H5 118.6(3) 120.2(1) 119.9(9)
Etotal


b �1131.975 689 �1133.785 196 �1137.617 185


ZPEb,c 0.212 0.200 0.198
NImagd 0 0 0
Point group C2 C2 C2


For footnotes, see Table 1.
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Although it is known that HF and DFT methods do not
reproduce interaction energies which are purely due to
dispersion forces,30 there are examples in which HF and
B3LYP calculations were successfully applied in the
computational treatment of complexes such as BF3–
methylcyclopropane31 or HCN–BF3.


32 The latter study
used a dimeric structure in an approach similar to ours to
assess the influence of intermolecular forces on the
coordinative N—B bond in HCN–BF3. The strong
changes observed in the MP2 structure of dimer 4 when
going from the ‘hard’ 3–21G valence shell basis set to the
more flexible 6–31þG(d) may be interpreted in terms of
supplementary dispersion effects between the two BF3–


enaminoaldehyde units which can be reproduced by the
inclusion of diffuse functions. These are interactions
which are only taken into account by correlation methods
like at least MP2.30 An increased basis set in the RHF and
B3LYP calculations does not change the structures sig-
nificantly; the effects seen in the bonding patterns of the
monomers at these levels of theory seem to be mainly due
to hydrogen bonding which is known to be reproduced
fairly well by HF and B3LYP calculations.30,31 Focusing
on the change in the B—O bond lengths in the dimeric
structures (Tables 3 and 4), it is seen that there is virtually
no change in the bond lengths for the B3LYP and MP2
structures when going from the 3–21G basis set to 6–
31þG(d). Comparing the results for the 6–31þG(d) basis
set from Table 1 and Table 4 for the monomers and the
dimers, respectively, the influence of intermolecular


Figure 3. RHF/3–21G optimized structure (black) and B3LYP resp. MP2/3–21G optimized structure of 4 (grey). (a) top view, (b)
side view (see text for details)


Figure 4. RHF/3–21G (grey) and RHF/6–31þG(d) (black)
optimized structures of 4. Similar structures are found
from B3LYP calculations with the same basis sets


Figure 5. MP2/3–21G (grey) and MP2/6–31þG(d) (black)
optimized structures of 4


222 J. NIKOLAI, G. MAAS AND G. TAUBMANN


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2005; 18: 217–226







forces on the structure of the BF3-adducts becomes
obvious: the B—O bond lengths become shorter by about
0.06 Å at all levels of theory. Compared with the crystal
structure of 17 this reduces the difference from the
experimentally determined B—O bond length to
þ0.03 Å (RHF) and þ0.06 Å (MP2, B3LYP). For the
monomers (Table 1) the difference amounts to 0.13 Å in
the worst case. As a consequence of the stronger inter-
action between the Lewis acid and the carbonyl group,
the polarization of the enaminoaldehyde moiety towards
an iminium-enolate becomes much more pronounced in
the dimers than in the monomers: especially the length-
ening of the O—C1 bond (RHF: þ0.018 Å, B3LYP:
þ0.017 Å, MP2: þ0.022 Å) and the C2—C3 bond


(RHF: þ0.17 Å, B3LYP: þ0.16 Å, MP2: þ0.17 Å) as
well as the shortening of the C3—N amine/iminium bond
(RHF: �0.013 Å, B3LYP: �0.016 Å, MP2: �0.019 Å)
clearly indicate, that for the chemically correct descrip-
tion of the experimentally found condensed phase struc-
ture of 1, the influence of neighbouring molecules has to
be taken into account. Interaction energies between the
monomers rise in the order RHF<B3LYP<MP2 (Table
4). Once again, the BSSE is found to be most prominent
for the MP2 calculations (vide supra).
Table 5 provides the dipole moments and the atomic


charges found by a natural population analysis32 for the
monomers and the dimers. The intermolecular interac-
tions due to hydrogen bonds in the dimers are seen by


Table 4. Selected bond lengths (Å) and angles ( �) for RHF/6–31þG(d), MP2/6–31þG(d) and B3LYP/6–31þG(d) optimized
structures of dimer 4; see Figures 4 and 5 for atom numbering


Level of theory RHF/6–31þG(d) MP2/6–31þG(d) B3YLP/6–31þG(d)
B—Oa 1.531(3) 1.560(0) 1.557(7)
O—C1a 1.251(6) 1.285(0) 1.276(7)
C1—C2a 1.390(2) 1.387(9) 1.394(0)
C2—C3a 1.377(7) 1.387(5) 1.389(8)
C3—Na 1.316(1) 1.322(8) 1.326(5)
C3—N—H5 121.6(7) 120.6(9) 121.5(5)
C3—N—H4 119.7(1) 119.9(0) 118.3(6)
H4—N—H5 117.4(8) 115.4(8) 117.8(1)
Etotal


b �1138.124 741 �1140.864 782 �1143.834 423


ZPEb,c 0.206 0.194 0.192
NImagd 0 0 0
Point group C2 C2 C2


�Eel
e [kcal/mol] �24.22 �26.89 �26.28


�Erel(monomers)f [kcal/mol] 4.33 5.54 6.10
E(dimer)g [kcal/mol] �19.89 �21.35 �20.17
BSSEh[kcal/mol] 1.21 8.35 1.10


a–d see Table 1.
e �Eel: electronic interaction energy between monomers.
f �Erel(monomers): relaxation energy of monomers.
g E(dimer): BSSE free interaction energy between monomers in the dimer structure.
h BSSE: basis set superposition error.


Table 5. Natural population analysis for monomers and dimers; see Figures 2, 4, 5 for atom numbering


Level of theory RHF/6–31þG(d) MP2/6–31þG(d) B3YLP/6–31þG(d)


Structure Monomer (3a) Dimer (4) Monomer (3a) Dimer (4) Monomer (3b) Dimer (4)
C1 0.557 0.518 0.372 0.340 0.372 0.344
H1 0.192 0.210 0.210 0.219 0.213 0.211
C2 �0.527 �0.543 �0.434 �0.440 �0.432 �0.437
H2 0.254 0.249 0.262 0.257 0.258 0.257
C3 0.231 0.277 0.102 0.142 0.103 0.130
H3 0.231 0.264 0.245 0.263 0.245 0.264
N �0.859 �0.835 �0.804 �0.743 �0.793 �0.757
H4 0.440 0.453 0.446 0.469 0.442 0.472
H5 0.437 0.431 0.440 0.439 0.436 0.429
O �0.700 �0.738 �0.564 �0.638 �0.581 �0.625
B 1.565 1.562 1.397 1.392 1.417 1.419
F1 �0.612 �0.630 �0.563 �0.565 �0.572 �0.580
F2 �0.612 �0.621 �0.563 �0.583 �0.554 �0.580
F3 �0.594 �0.597 �0.544 �0.551 �0.554 �0.546
Dipole moment [Debye] 13.60 6.43 13.34 5.22 13.68 6.43
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comparing the atomic charges of atoms F1 and F2 in one
molecule and H3* and H4* in its twin molecule. As
negative charge is built up on the fluorine atoms and
positive charge accumulates on the neighbouring hydro-
gen atoms, the dipolar structures of the BF3–enamino-
carbonyl adducts are strengthened and contribute to the
stronger polarization of the enaminoaldehyde units in the
dimers. The decrease of negative charge on the iminium-
nitrogen atom in the dimer relative to the corresponding
monomer and the more negatively charged oxygen atom
illustrate this concept and underline the analysis made on
the basis of bond lengths in the monomers and dimers
(vide supra).However, the overall dipole moment of the
dimers is decreased, as is expected for the head-to-tail
arrangement of the BF3–enaminoaldehyde adducts, and
directed along the C2 axis. It is worth noting that the
second hydrogen atom (H5) of the amino group and the
third fluorine atom (F3) of the BF3 group are consider-
ably less positively (H5) or negatively (F3) charged than
the atoms F1, F2 and H4 which are in close contact to
atoms of the other monomer. This effect is less pro-
nounced for F3 and in the MP2 calculations.


Raman and IR spectra of enaminocarbonyl–BF3
complexes


Having shown the importance of including intermolecu-
lar forces in the quantum chemical description of boron–
enaminocarbonyl complexes in order to obtain good
agreement with experimentally determined solid state
bond lengths, the changes in structure observed between
monomers and dimers were examined to see if they were
reflected in the calculated IR and Raman spectra. Of
especial interest was whether the deviations seen between
the calculated spectra for the isolated molecule 1 and the
experimental data were similar to the differences between
the calculated spectra of monomers and dimers of model
compound 3. The discussion is focused on the intense and
unequivocally assigned bands of the B—O, C——O and
C——N valence vibrations for the calculated structures 17


and 3. Based on the insights gained from the calculations,
the experimental spectra of 1 were examined and a
tentative assignment of the corresponding bands in these
spectra is given. It should be noted for further discussion
that the vibration denoted as ‘C——N band’ actually is a
valence vibration involving three atoms, i.e. C2—C3—N,
in which the nuclear motion is located mainly on C3 in a
bond stretching/compressing motion with C3 bouncing
back and forth between C2 and N.
Figures 6, 7 and 8 show the calculated IR and Raman


spectra for the monomers and dimers. As is seen in
connection with Table 6 in all cases the B—O vibration
experiences a hypsochromic shift in the dimers. Referring
back to the BSSE free optimized structures for monomers
(3a, b; Table 2), the B—O vibration in the monomers is
shifted to slightly lower wavenumbers due to the BSSE


Figure 6. Calculated IR and Raman spectra [RHF/6–
31þG(d)]. Top: IR; bottom Raman. Dashed line: monomer
3a; straight line: dimer 4. The intensities are given in
arbitrary units. The labels refer to Table 6


Figure 7. Calculated IR spectra [MP2/6–31þG(d)]. Dashed
line: monomer 3a; straight line: dimer 4. Raman spectrum
not calculated. The intensities are given in arbitrary units.
The labels refer to Table 6


Figure 8. Calculated IR and Raman spectra [B3LYP/6–
31þG(d)]. Top: IR; bottom Raman. Dashed line: monomer
3b; straight line: dimer 4. The intensities are given in
arbitrary units. The labels refer to Table 6
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with the MP2 calculation experiencing the strongest
effect: RHF/6–31þG(d): �2.33 cm�1, MP2/6–31þ
G(d): �8.92 cm�1, B3LYP/6–31þG(d): �1.57 cm�1.
All calculated Raman spectra show no bands in the region
of the B—O and B—F absorptions. Although changes in
bond lengths in the dimers relative to the monomers have
the same direction for the C1—O, C2—C3 and C3—N
bonds at all levels of theory, this is not uniformly
reflected in the calculated vibrational spectra for the
C——O and C——N bands: The MP2 calculation yields
the expected hypsochromic shifts, whereas the RHF
calculation gives a bathochromic shift for these bands
in the dimer (Table 6). For the MP2 and B3LYP IR
spectra, the hypsochromic shift of the C——N band inverts
the order of the C——O and C——N vibration, predicting
the C——N vibration at higher wavenumbers than the C——
O absorption. The intensity for the C——O vibration is
predicted to be more intensive than the C——N band for
the RHF and B3LYP calculations. At the MP2 level the
intensities for these bands are reversed (Fig. 9).


The experimental spectra for 1, together with the
calculated spectra for a B3LYP/6–31þG(d) optimiza-
tion7 of the isolated, complete structure of 1 are shown
in Fig. 10. The calculated IR and Raman spectra [Fig. 10,
spectra (b) and (c)] predict an intense C——O band
at 1584.7 cm�1 and a weaker C——N absorption at
1528.1 cm�1. The B—O band is predicted to be at
807.6 cm�1. Contrasting this, the experimental band is
found at 907.1 cm�1 (Fig. 10a). A value much closer to
the experimental wavenumber for the B—O vibration is
achieved when dimeric structures as discussed above are
considered (see Table 6). As predicted by the calculations
there is no absorbance in the range of the B—O
vibrations in the Raman spectrum. Though there can be
no doubt of the correct assignment of the B—O band, it
has to be noted that the calculated spectra for the dimers
still predict the B—O band at lower frequencies than
found in the experiment (RHF: 860.27 cm�1; B3LYP:
839.28 cm�1; MP2: 830.56 cm�1). Contrary to the case of
the B—O band, the results of the calculations on the C——
O and the C——N bands deviate considerably for the
different methods as outlined above. Therefore, an as-
signment of these vibrations is not given. Further experi-
ments, e.g. using isotopic substitution, are beyond the
scope of this work.


CONCLUSION


Taking into account hydrogen bonds and dispersion
forces between the molecules of the BF3–enaminoalde-
hyde adduct 3a, b in a dimeric structure similar to the
situation found in a crystal structure analysis of 1,7


quantum-chemical calculations predict a more polarized
iminium-enolate structure of the enaminoaldehyde in the
BF3 adduct and a significantly reduced B—O bond length
compared with the monomeric structure. Calculations


Figure 9. Extension comparing calculated IR spectra for
dimers 4: (a) RHF/6–31þG(d); (b) MP2/6–31þG(d); (c)
B3LYP/6–31þG(d)


Table 6. Assignment of some harmonic frequencies
obtained from calculations with the 6–31þG(d) basis set.
Only clearly located vibrations are assigned


Descriptiona RHF (Fig. 6)b MP2 (Fig. 7)b B3LYP (Fig. 8)b


C——O (3) 1630.96 (1, 7) 1616.60 (4) 1615.58 (6)
C——O (4) 1608.24 (2, 8) 1649.62 (2) 1612.25 (2)
�(C——O) �22.72 þ33.02 �3.33
C——N (3) 1592.55 (3, 9) 1647.20 (3) 1649.67 (1)
C——N (4) 1578.13 (4) 1660.62 (1) 1655.53 (5)
�(C——N) �14.42 þ13.42 þ5.86
B—O (3) 805.34 (5) 788.96 (6) 800.76 (4)
B—O (4) 860.27 (6) 830.56 (5) 839.28 (3)
�(B—O) þ54.93 þ41.60 þ38.52


a Given are the frequencies of the monomer (3:3a for RHF and MP2, 3b
for B3LYP), of the dimer (4), and their difference �¼ � (dimer)��
(monomer).
b The band no in the figures are given in parenthesis. The frequencies are
given in cm�1.


Figure 10. (a) Experimental IR for 1; (b) calculated IR for 1
[B3LYP/6–31þG(d)]; (c) calculated Raman for 1 [B3LYP/6–
31þG(d)]; (d) experimental Raman for 1. For unknown
reasons, C—H bands in the Raman spectrum appear to be
considerably weaker than expected from the calculations
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using only monomers do not reproduce the x-ray struc-
ture with similar accuracy. Using the calculated IR and
Raman spectra of the dimers as reference, the B—O band
in the experimental spectra can be assigned. In accor-
dance with the observation that the B—O bond length in
the solid state of 1 is distinctly shorter than in the
calculated gas-phase structure of monomeric 3a, b, the
experimental B—O vibration of 1 exhibits a pronounced
hypsochromic shift compared with the calculated (gas-
phase) value for 3. Overall, our approach could be of
value in discussions comparing structural features gained
from gas phase ab initio calculations and solid state x-ray
structures. It is an example of how intermolecular forces
may influence the bond geometries.
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the Universitätsrechenzentrum Ulm for local implemen-
tation of Gaussian 98 and for generous allocation of CPU
time. We also thank Dr Jürgen Vogt (Ulm) for a literature
search using the MOGADOC database. J. N. thanks the
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ABSTRACT: The literature reports the 2þ 2- and 4þ 2-cycloadditions of benzyne and thiophene and provides
several reaction paths accounting for the observed products: 1-naphthyl and 2-naphthyl phenyl sulfides. A DFT study
of these paths shows that some presumed reaction intermediates are, in fact, not stable entities. A new reaction path
adapting a portion of the literature paths but with a lower activation free energy is described. Copyright # 2004
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INTRODUCTION


Although kinetic studies at multiple temperatures allow
one to calculate transition structure energies, knowledge
of structural details and electronic characteristics can
only be acquired by theoretical calculations. Houk,
et al.1 presented a detailed discussion and application
of theoretical calculations to those pericyclic reactions
related to the Woodward–Hoffmann Rules. They con-
cluded the discussion with a summary of generalized
transition structures and average bond lengths calculated
for these reactions.


Given its known aromatic character, thiophene has
proven a reluctant partner in pericylic Diels–Alder reac-
tions. An exception to this statement was provided when
it was shown that tetrafluorobenzyne reacted readily with
thiophene, producing tetrafluoronaphthalene as the main
product (40%).2 Subsequently, Reinecke and co-workers3


published a detailed study of the reaction of benzyne with
thiophene. Diphenyliodonium-2-carboxylate was used as
the benzyne source in their study;3c side reactions were
minimal with this reagent. Reactions were run without
solvent at temperatures of 185–200 �C. Again, naphtha-
lene was the major product (29%) with the �- and �-
naphthyl phenyl sulfides formed in 9% and 6% yields,
respectively. The mechanism of the formation of these
products is the item of major interest in the study reported
here.


COMPUTATIONAL METHODS


Calculations at the B3LYP/6–31G* level were employed
throughout, although lower level calculations were


occasionally used as starting points (this level has
been established as satisfactory for calculations on
related systems4). All structures were optimized with
Gaussian 98.5


The union of benzyne with thiophene poses a potential
error due to basis set superposition. Benzyne and thio-
phene were optimized as separate entities. The combined
structures were then optimized while separated by 6 Å. A
counterpoise calculation on the combined structures
indicated a BSSE correction of only 0.05 kcal mol�1


(1 kcal¼ 4.184 kJ), an error in energy considerably below
those expected (� 2 kcal mol�1) from single-method cal-
culations at this level. The energies for all structures
subsequently reported here belonged to either a C10H8S
or C16H13S series, so that the number of molecular
orbitals and electrons were the same within each series.


Synchronous transit-guided quasi-Newton methods
(QST2 or QST3)6 were used to obtain approximate
transition structures. These were refined and tested
by frequency calculations. Structures, vibrations and
ESP charges were examined visually by Gaussview
(Gaussian, Pittsburgh, PA, USA). Each transition struc-
ture gave a single imaginary frequency consistent with a
valid reaction coordinate. Thermal corrections to 473 K
were carried as part of the frequency calculations yield-
ing free energies at this temperature.


RESULTS AND DISCUSSION


Based on product analysis, the known chemistry of
benzyne and from various precedents in the literature,
Del Mazza and Reinecke3e postulated two mechanistic
schemes that are adapted here as Schemes 1 and 2 (see
also Figs 1 and 2). To facilitate the discussion, the
structures have been renumbered from the originals. The
free energies pertinent to this study are given in Table 1.
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The reported yields (GC–MS) of the observed �- and
�-napthyl phenyl sulfides (9% and 6%, respectively)
reasonably means the both are formed to the same degree
within experimental error. The same can be said of the
free energies of formation for these products (�143.4 and
�145.8 kcal mol�1, respectively). Since both products
may hypothetically be formed from either of the postu-
lated mechanistic paths in Schemes 1 and 2, the yields
and energies cannot be used to discriminate between the
two schemes. Although one may feel intuitively that
formation of the four-membered ring in 2 would be
unfavorable compared with the 4þ 2-cycloaddition pro-
duct, it is now known that thiophene, in contrast to other
five-membered ring heterocycles, does undergos 2þ 2-
cycloaddition readily.


Before examining the details of the two reaction
schemes, two simplifications will be considered. Osten-
sibly structure 7 (Scheme 2) was offered as a stable
intermediate, and the AM1 structure for 7 had a reason-
able benzyne–S bond length of 2.437 Å. However, the
B3LYP optimization of this structure exhibited a pro-
gressive lengthening of this bond and decreasing values
of the energy. Optimization was achieved at 3.673 Å, a
length well beyond that expected for a stable benzyne–S
covalent bond. Furthermore, the bonds in the two ring


components exhibited the bond lengths of the free struc-
tures, suggesting that dissociation was essentially com-
plete. Although the proposed structure for 7 is not a stable
entity, the energy value for 7 (Table 1) may be approxi-
mated from a B3LYP/6–31G*/AM1 calculation.


In a similar fashion, structure 8 was presumed to be a
stable structure, and so it is at the AM1 level. However,
B3LYP optimization of 8 led to an exothermic rearrange-
ment (�179.1 kcal mol�1) to 10. Since 10 is not a
reported reaction product, one must assume that both
branches of Scheme 2 stop at this point.


As shown in Scheme 1, the 2þ 2-cycloaddition of
benzene to thiophene forms the tricyclic structure 2
with an activation free energy of 21.0 kcal mol�1. The
strained four-membered ring in 2 undergoes an exother-
mic ring opening (�23.4 kcal mol�1) to 3 with an activa-
tion free energy of 33.2 kcal mol�1.


The first reaction in Scheme 2 is the 4þ 2-cycloaddi-
tion of 1 forming 6. The reaction to 6 is exothermic by
�36.5 kcal mol�1; whereas the activation free energy is
34.1 kcal mol�1. Kinetically, the 2þ 2-cycloaddition is
faster than the 4þ 2-addition. The original authors3


Scheme 1. Postulated steps in the 2þ2-cycloaddition of
benzyne to thiophene3e


Scheme 2. Two possible routes to products 5a and 5b3e
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postulated conversion of 6 to 8 is now an established dead
end. There is a path, however, not considered by the
original authors, namely the allylic rearrangement of 6 to
3 (Fig. 3). Such thermal allylic rearrangements are
known.7 According to this thinking, Scheme 2 joins
Scheme 1 at structure 3. The reactions of 2 to 3 and of
1 to 6 are the rate-determining steps for each path.


Subsequent reaction of 3with a second benzyne produces
structure 4. Initial optimization of 4 places the pendant
C6H4


� perpendicular to the plane of the incipient naphtha-
lene ring. The two rotamers shown as 4a and 4b were found
by PM3 calculations to fall at 20.2 and 20.0 kcal mol�1


higher energies referenced to this equilibrium structure.


Hydogen atom transfer and ring-opening rearrangement
then leads to products 5a and 5b.


In conclusion, although portions of the originally
proposed reaction schemes3e meet the criteria of


Figure 1. The four transition structures required for
Schemes 1 and 2. The arrows indicate the direction and
magnitude of the bond vibrations


Figure 2. The rearrangement of 8 to 10


Table 1. Free energies of structures in Schemes 1 and 3a


Structure Eh (hartree) �G (kcal mol�1)


Scheme 1
Benzyne �230.884348 —
Thiophene �552.984722 —
Benzyneþ thiophene (1) �783.86907 —
2 (1! 2)b �783.92699 �36.4
3 (2! 3) �783.96424 �23.4
3þ benzyne �1014.84859 —
4 (3! 4) �1014.79989 �29.2
5a (1! 5a) �1014.98197 �143.4
5b (1! 5b) �1014.98578 �145.8
Scheme 2
6 (1! 6) �783.92722 �36.5
7c (1! 7) �783.89692 �17.5
8c (6! 8) �1014.75624 34.7
9 (8! 9) �1014.83792 �51.3
Figure 2
8 to 10 rearrangement �1015.04156 �179.4


Various TSs Eh
z (hartree) �Gz (kcal mol�1)


1 to 2 �783.83563 21.0
2 to 3 �783.87401 33.2
1 to 6 �783.81470 34.1
1 to 7 �783.82017 30.7
6 to 3 �783.88895 24.0


a Energies were determined at the B3LYP/6–31G* level and a thermal
correction to 200 �C was applied.
b The numbers in parentheses represent the differences in energies reflected
in the last column.
c B3LYP/6–31G*//AM1.
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computational stability and rational energetics, the in-
stability of structures 7 and 8 requires modification of the
initial proposal. The 4þ 2 path then crosses over from 6
and joins the 2þ 2 path with structure 3. The possible
paths appear to proceed by both 2þ 2- and 2þ 4-
additions with approximately equal facility.
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2Institute of Physical and Theoretical Chemistry, Wrocław University of Technology, Wyb. Wyspianskiego 27, 50-370 Wrocław, Poland


Received 28 January 2005; revised 14 March 2005; accepted 20 March 2005


ABSTRACT: Ab initio calculations at the MP2/6–311þþG(d,p) level of approximation were performed for the
following complexes: (C2H2)2, FH � � �OCH2, NF3Hþ� � �HBeH, H3N � � �HF, NH4


þ� � �HBeH, NH4
þ� � �HBeF, (H2O)2,


FH � � �C2H2, (FHF)�, FH � � �OH2, FH � � �HLi, HCCH � � �OH2 and HOH � � �NH3. The decomposition of the interaction
energy for these H-bonded dimers was performed, showing that electrostatic and delocalization energy terms are the
most important attractive components and together with the repulsive exchange energy term they are the main energy
components. Correlation analysis was also applied together with factor analysis, supporting the energetic results of
calculations. Copyright # 2005 John Wiley & Sons, Ltd.
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INTRODUCTION


Correlation analysis is often applied to solve scientific
problems, and it is very important in organic chemistry1


and physicochemical studies.2,3 Review articles and
monographs on the importance of such analyses in
chemistry appeared many years ago,1,4 and there are
also later examples of such studies, e.g. studies on
substituent effects deserve particular attention.5–7


Another example of the application of correlation
analysis is connected with studies on intermolecular
interactions, particularly hydrogen bonds.8 Relationships
between geometric parameters of H-bond interactions
controlling the arrangement of molecules in crystals
have been detected.9 Such correlations were most often
observed for O—H � � �O bonds,10 a typical example
being the relationship between H � � �O distance and
O—H bond length.11–13 It was pointed out that such
dependences correspond to the bond valence (BV) model,
which is based on the idea of atomic and bond va-
lences.14,15 The relationships between geometric para-
meters11,12,15 also allow isotopic effects to be observed.
Also, the acceptor groups are sensitive to hydrogen
bonding interactions; the correlation between C——O
bond length and H � � �O distance for a sample of C——


O � � �H—O—C contacts taken from high-precision neu-
tron diffraction results supports this statement.13 How-
ever, it is worth mentioning that these correlations are
noted rather for closely related complexes.8 For the
results taken from x-ray and neutron diffraction measure-
ments, concerning the solid state, the intermolecular
interactions may strongly influence the parameters con-
sidered. Hence highly related systems are rather those
examined using theoretical ab initio or density functional
theory (DFT) results, where environmental effects are
usually neglected. If for such theoretically considered
complexes the sample is homogeneous (concerns the
related species), often correlations between different
parameters could be observed. Theoretical calculations
on H-bonded systems have provided numerous examples
of such correlations not only between geometric para-
meters but also concerning energetic and topological
characteristics.8 Correlations between X—H or H � � �Y
for the X—H � � �Y H-bridge on one hand and H-bond
energy on the other were often detected. The same
concerns topological parameters derived from the Bader
theory,16 such as characteristics of X—H and H � � �Y
critical points, which may be treated as measures of H-
bond strength.


The early Pauling definition states that for the X—
H� � �Y H-bond, both X and Y atoms should be electro-
negative, the H� � �Y distance should be shorter than the
corresponding sum of van der Waals radii and this interac-
tion is mostly electrostatic in nature.17 Pauling also stated
that for very short and very strong H-bonds the covalent
contribution could be considered within this interaction, for
example for (FHF)�.17 During the last three to four
decades, the definition of H-bond interaction was extended.
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C—H� � �Y interactions, systems without an
electronegative X-atom, were also classified as H-
bonds.18,19 Later it was even found that some of the X—
H� � �C, X—H� � ��, C—H� � �C and C—H� � �� systems
fulfil the criteria of the existence of hydrogen bonding.20,21


There is also the kind of hydrogen bonding where an H-
atom with an excess of negative charge plays the role of an
acceptor, which is designated X—H� � �H—Yand termed a
dihydrogen bond.22 Very recently, X—H� � ��23 and
� � � �Hþ� � �� interactions24 were considered as possible
variants of hydrogen bonds.


There are different criteria for the existence of
hydrogen bonding:10 geometric, energetic, spectro-
scopic, topological25,26 and others. None of them is
fulfilled for the broad spectrum of interactions men-
tioned here. Sometimes for some kinds of these inter-
actions a few criteria are not fulfilled but the others are
met. Hence there is the question of whether the hydro-
gen bonding interaction may be defined unequivocally.
Another question is also very important, namely
whether there are properties of hydrogen bonds which
allow the determination of the strength of H-bonding
not only for homogeneous samples of complexes. It was
pointed out that a topological parameter, the electron
density at the H � � �Y bond critical point (BCP), is less
sensitive to the diversity of the complexes considered
than geometric parameters such as H � � �Y distance;8 in
other words, the electron density at the BCP often
correlates with H-bond energy even for heterogeneous
samples. However, a geometrical parameter, the H � � �Y
distance, is often reported as a rough measure of H-
bond strength.27 The way to avoid ‘the effect of diver-
sity’ is to introduce a normalized parameter; such a
complex parameter based on the topological and geo-
metric properties of the proton-donating bond was
introduced and it was observed that it correlates well
with the H-bond energy for different samples of com-
plexes, even heterogeneous samples.28


Desiraju claimed that ‘the hydrogen bond is not a
simple interaction but a complex conglomerate of at least
four component interaction types: electrostatic (acid/
base), polarization (hard/soft), van der Waals (disper-
sion/repulsion) and covalency (charge transfer).’29 Hence
the aim of this study was to analyze the interaction energy
components for representatives of different types of H-
bonds: O—H � � �O, C—H � � �O, C—H � � ��, dihydrogen
bond, etc. In addition, relationships between the interac-
tion energy terms derived from the decomposition
scheme, and also between them and the H � � �Y distance,
were analyzed. The proton–acceptor distance was in-
cluded as it is often treated as a rough measure of H-
bond strength. Additionally, factor analysis was applied.


COMPUTATIONAL DETAILS


The calculations were performed with the Gaussian
9830 and Gaussian 0331 sets of codes. The complexes


(C2H2)2, FH � � �OCH2, NF3Hþ� � �HBeH, H3N � � �HF,
NH4


þ� � �HBeH, NH4
þ� � �HBeF, (H2O)2, FH � � �C2H2,


(FHF)�, FH � � �OH2, FH � � �HLi, HCCH � � �OH2 and
HOH � � �NH3 with different types of hydrogen bonds
were considered. The calculations were performed using
the second-order Møller–Plesset perturbation method
(MP2)32 and the 6–311þþG(d,p) basis set33–36 was
used. Full optimizations were performed at the MP2/6–
311þþG(d,p) level of approximation. Scheme 1 shows
ball- and -stick models of the complexes considered.
These systems have been analyzed previously,28,37 but
the decomposition of the interaction energy was not
analyzed.


The binding energies of the analyzed complexes were
computed as the differences between the total energies of
the complexes and the energies of the isolated monomers
and further were corrected for the basis set superposition
error (BSSE) using the counterpoise method.38


Scheme 1
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A deeper insight into the nature of the interactions of
the molecular complexes analyzed here could be obtained
by the analysis of interaction energy components. Hence
the variation–perturbation approach39 was applied. The
starting wavefunctions of the subsystems were obtained
in this approach in the dimer-centred basis set (DCBS).38a


For the total interaction energy and all of its components,
the BSSE was eliminated entirely.


The following interaction energy components free
of BSSE can be obtained consistently in the dimer basis
set:


�E ¼ E
ð1Þ
EL þ E


ð1Þ
EX þ E


ðRÞ
DEL þ ECORR ð1Þ


where EEL
(1) is the first-order electrostatic term describing


the Coulomb interaction of static charge distributions of
both molecules calculated from perturbational expres-
sion,39 EEX


(1) is the repulsive first-order exchange compo-
nent resulting from the Pauli exclusion principle and
defined as the difference of the Heitler–London energy
and electrostatic term39 and EDEL


(R) and ECORR correspond
to higher order delocalization and correlation terms. The
delocalization term calculated as the difference of the
SCF and Heitler–London energy39 contains all classical
induction, exchange–induction, etc., from the second
order up to infinity. The correlation term, defined as the
difference of correlated and SCF interaction energy,
includes dispersion interactions and also intramolecular
correlated electrostatic, exchange, induction and disper-
sion contributions. These contributions define at the same
time gradually simplified theory levels starting from
MP2, SCF, Heitler–London down to electrostatic models
able to reproduce well structural characteristics of classi-
cal hydrogen-bonded systems.40 Moreover, the tests
performed using the complete basis set for benchmark
He2 and (H2O)2 systems indicate that our first-order
electrostatic and exchange terms display a considerably
reduced basis set dependence compared with other
conventional decomposition results.41 In addition, owing


to the implementation of direct integral processing, the
variation–perturbation approach allows the analysis of
the physical nature of interactions of much larger mole-
cular systems with 1700 AOs including entire enzyme
active sites.42,43


RESULTS AND DISCUSSION


Table 1 shows the total interaction energies and their
components derived from the delocalization energy
scheme of the dimers considered here. The proton–
acceptor distances are also included. The complexes
presented are connected through different types of hydro-
gen bonds. There are so-called conventional H-bonds
such as O—H � � �O, O—H � � �N, F—H � � �O and F—
H � � �N and the charge-assisted and very strong
(F � � �H � � �F)� hydrogen bond. There are also so-called
unconventional H-bonds, such as C—H � � �O where an
acetylene molecule is the proton donor and a water
molecule is an acceptor. For the latter system, the C—
H bond is known as a weak proton donor. However,
among C—H bonds that with a carbon atom of sp
hybridization is the strongest proton donor since the
following order of the strength of such bonds was found:
C(sp)>C(sp2)>C(sp3).44 There are also two systems
with �-electrons as proton acceptor: a T-shaped acetylene
dimer with a C—H � � �� hydrogen bond and a T-shaped
dimer with hydrogen fluoride as the proton-donating
molecule, where an F—H � � �� H-bond exists. The re-
maining complexes considered here contain dihydrogen
bonds, there is, the F—H � � �H—Li system analyzed
earlier in several studies and also systems which may
be classified as charge-assisted dihydrogen bonds and
with NH4


þ or NF3Hþ ion as a donor. One can see that
different types of complexes are included here and it is
possible to analyze the nature of the considerably diverse
subcategories of H-bond complexes.


Table 1. Interaction energy terms (kcal mol�1) for various H-bonded complexes optimized at the MP2/6–311þþG(d,p) level,
and proton–acceptor (H � � �Y) distances (Å)


Dimer EH-L
(1) a EEL


(1) EEX
(1) EDEL


(R) ESCF b ECORR �E RH � � �Y


(F � � �H � � �F)� �4.22 �78.15 73.93 �63.92 �68.14 7.08 �61.05 1.138
NF3Hþ� � �HBeH 15.58 �13.37 28.95 �38.69 �23.12 �3.63 �26.74 1.114
F—H � � �H—Li �0.88 �19.27 18.39 �10.75 �11.64 �1.74 �13.37 1.399
FH � � �NH3 �1.34 �22.47 21.13 �10.09 �11.43 �0.40 �11.83 1.703
NH4


þ� � �HBeH 0.36 �8.62 8.98 �8.15 �7.79 �1.77 �9.57 1.571
FH � � �OH2 �2.82 �14.23 11.41 �5.08 �7.90 0.21 �7.69 1.730
NH4


þ� � �HBeF 2.95 �4.26 7.20 �6.92 �3.97 �2.32 �6.28 1.620
HOH � � �NH3 �1.16 �12.09 10.92 �3.80 �4.96 �0.91 �5.87 1.974
FH � � �OCH2 �3.85 �8.87 5.02 �2.65 �6.50 1.06 �5.44 1.869
HOH � � �OH2 �1.97 �8.75 6.78 �2.19 �4.16 �0.29 �4.46 1.950
F—H � � �C2H2 (T-shaped) 0.10 �6.27 6.37 �2.82 �2.73 �0.46 �3.19 2.186
HCCH � � �OH2 �1.40 �4.79 3.39 �1.06 �2.46 �0.01 �2.47 2.443
(C2H2)2 (T-shaped) 0.08 �2.13 2.21 �0.54 �0.47 �0.59 �1.06 2.697


a First-order Heitler–London energy term: EH-L
(1)¼EEL


(1)þEEX
(1).


b SCF interaction energy: ESCF¼EEL
(1)þEEX


(1)þEDEL
(R).
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The total interaction energies shown in Table 1 were
calculated according to the supermolecular approach. In
that approach, the interaction energy of the two systems
A and B is calculated as the difference between the
energy of the dimer, EAB, and the energies of the mono-
mers, EA and EB, each calculated for a given nuclear
configuration.45 Hence the deformation of monomers due
to the complexation is not taken into account. Figure 1
presents the dependence between the proton–acceptor
distance (H � � �Y) and the binding energy. Squares corre-
spond to dihydrogen bonds, triangles designate the
(FHF)� system and circles are attributed to the remaining
systems, i.e. weaker hydrogen bonds and those of the
medium strength. Closed symbols correspond to the
supermolecular approach mentioned above and open
symbols to the approach described in the section on
computational details, where the binding energy is cal-
culated as the difference between the energy of the
complex and the energies of monomers optimized sepa-
rately. In other words, in the latter case the deformation
energy due to the complexation is taken into account.
One can observe (Fig. 1) that meaningful differences
between the two both approaches mentioned are apparent
for stronger H-bonds, particularly for (FHF)� where the
‘cost’ of deformation amounts to about 20 kcal mol�1


(1 kcal¼ 4.184 kJ). For the medium strength and weak H-
bonds, the differences are meaningless (one cannot see
open circles in Fig. 1 as they are covered by the closed
circles). For stronger dihydrogen bonds the differences
are visible (Fig 1). However, in spite of the diversity of
complexes considered within the sample, if one excludes
the (FHF)� ion, the correlation coefficient for the depen-
dence between H � � �Y distance and the binding energy
and for the polynomial regression of the second rank
amounts to 0.96 (for both approaches of the calculation of


binding energies). Hence one may state that the H � � �Y
distance is really a rough measure of H-bonding strength.


Let us look at the details in Table 1. For medium
strength and weak hydrogen bonds, the most important
attractive energy term is the electrostatic term, and
additionally for these systems the electrostatic energy
term outweighs the exchange energy, except for T-shaped
dimers, where the repulsive term outweighs the electro-
static component and hence the first-order Heitler–
London energy term is positive. For the FH � � �HLi dimer
the decomposition of the interaction energy is similar to
the typical, conventional H-bonds with the most impor-
tant attractive electrostatic term. An analogous nature of
the interaction energy was observed for the other dihy-
drogen bonds, e.g. the HCCH � � �HLi complex.23,46 For
the charge-assisted dihydrogen bonds considered here
the delocalization energy term becomes more important
than the electrostatic term. In the case of NH4


þ� � �HBeH
both terms are comparable, whereas for NH4


þ� � �HBeF
and NF3Hþ� � �HBeH the delocalization term outweighs
the electrostatic term. In the latter case the electrostatic
energy component is �13.4 kcal mol�1 and the delocali-
zation component is �38.7 kcal mol�1. For all three
complexes connected through the charge-assisted dihy-
drogen bond the first-order Heitler–London energy is
positive (i.e. repulsive). This is because of short H � � �H
intermolecular contacts and hence the increase in the
exchange energy. This topic was investigated by us very
recently for H2OHþ� � �HBeH and related complexes
connected through dihydrogen bonds47 and it was pointed
out that for the species considered there are the strong
correlations between H � � �H intermolecular distance and
such energy terms as exchange and delocalization.


Considering the entire group of diverse complexes
analyzed here, one may conclude that there are two
‘diffuse borders’ of H-bond interactions. The first border
is close to weak H-bonds, between them and van der
Waals complexes, and the second border is between
strong H-bonds and covalent bonds. In both cases of
‘borderline’ hydrogen bonds, the exchange energy term
outweighs the electrostatic term; however, for very
strong H-bonds the delocalization is very important and
causes a magnification of the binding energies. The
correlation energy is not as important as the other energy
terms analyzed here (Table 1). Figure 2 confirms the
conclusions found here, and shows the dependence be-
tween H � � �Y distance and the energy components. There
is an increase in the exchange energy as the H � � �Y
distance decreases, followed by greater importance of
the electrostatic and delocalization attractive energy
terms. It seems surprising that those terms of interaction
energy are interrelated in spite of the great diversity of the
complexes considered. One can observe that the correla-
tion energy term does not depend on the proton–acceptor
distance. Figure 3 shows the relationships between at-
tractive interaction energy term (electrostatic or deloca-
lization) and the exchange energy. The charge-assisted


Figure 1. Relationship between the proton–acceptor dis-
tance (Å) and the binding energy for different complexes
considered (kcal mol�1). Squares correspond to dihydrogen
bonds, triangles to the (FHF)� system and circles to the other
complexes. Open symbols correspond to the binding ener-
gies calculated in such a way that the deformation energy is
taken into account and closed symbols correspond to the
supermolecular approach
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hydrogen bonds are excluded from the relationships
shown in Fig. 3. The linear correlation coefficients for
these dependences are 0.98 and 0.97.


The observed relationships between the interaction
energy components may be supported by factor analy-
sis.48 The main applications of factor analytic techniques
are to classify variables: find the relationships between
them, reduce their number, etc. These statistical
approaches have often been applied in physical and
chemical studies. One of the first applications of factor
analysis was connected with thermodynamic data de-
scribing solvent effects.49 Factor analysis was applied in
this study to describe terms of the interaction energy.
Hence the variables taken into account here were
components of the interaction energy derived from the


decomposition scheme: electrostatic, exchange, deloca-
lization, correlation, and additionally the total interaction
energy, the Hartree–Fock energy (this means the total
energy except of the correlation energy), the Heitler–
London first-order energy term (this means the sum of
exchange and electrostatic energy terms) and H � � �Y
distance. In other words, there were eight variables. For
this set of variables two factors were retained. The first
eigenvalue is 5.82 and the second is 1.75; this means that
the first factor accounts for 72.8% of variance and the
second factor 21.8%. The modulus of first factor loading
is in the case of five variables >0.97; for three variables,
the Heitler–London energy, the correlation energy and
H � � �Y distance, it is much lower: 0.03, �0.72 and 0.69,
respectively. This means that except for the last three
variables, the remainder are strongly correlated. If one
chooses only four variables corresponding to interaction
energy terms, namely electrostatic, exchange, delocaliza-
tion and correlation, the first factor retains 86% of
variables and the factor loadings for it are 0.99, �0.98,
0.92 and �0.81; the order is in agreement with the order
of the four variables mentioned above. This means that
the correlation energy term is hardly correlated with the
other terms whereas the remainder are strongly corre-
lated; this is in agreement with the curves presented in
Figs 2 and 3.


CONCLUSION


The results of this study show that for various types of
hydrogen bonds examined meaningful correlations may
be found between exchange, electrostatic and delocaliza-
tion interaction energy components. These terms are also
related to the proton–acceptor distance. It was shown that
for the conventional hydrogen bonds with electronegative
acceptor and donor atoms, the electrostatic energy term is
the most important attractive component, which is in
agreement with the Pauling definition of H-bonds.


For weak and strong H-bonds, the nature of the inter-
action energy is different: for the latter type of H-bond the
delocalization energy term is greater than the electro-
static energy, and additionally the exchange repulsive
energy outweighs the attractive electrostatic energy.
These findings are confirmed by the factor analysis
results.


As both stabilizing contributions, i.e. electrostatic and
delocalization, increase in a monotonic way with de-
creasing intermolecular distance, the equilibrium dis-
tance between monomers is controlled solely by the
repulsive exchange term. Therefore, the exchange term
seems to determine the unique properties of hydrogen
bonds. The low electron density at the hydrogen bound to
an electronegative atom results in minimal exchange
repulsion, allowing a closer approach of hydrogen-
bonded molecules and better stabilization by electrostatic
and delocalization terms.
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Figure 3. Correlations of attractive energy term
(kcal mol�1) vs the exchange energy (kcal mol�1)
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Figure 2. Relationships between the proton–acceptor dis-
tance (Å) and the different components (kcal mol�1) of the
interaction energy. Open circles correspond to exchange
energy, closed circles to the delocalization energy term,
crosses to the correlation energy and open squares to the
electrostatic energy term
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4. Exner O. Collect. Czech. Chem. Commun. 1966; 31: 3222–3230.
5. Exner O. Collect. Czech. Chem. Commun. 1966; 31: 65–89.
6. Exner O, Krygowski TM. Chem. Soc. Rev. 1996; 71–75.
7. Krygowski TM, Cyranski M. Chem. Rev. 2001; 101:


1385–1419.
8. Grabowski SJ. J. Phys. Org. Chem. 2004; 17: 18–31.
9. Jeffrey GA, Saenger W. Hydrogen Bonding in Biological


Structures. Springer: Berlin, 1991.
10. Jeffrey GA. An Introduction to Hydrogen Bonding. Oxford


University Press: New York, 1997.
11. Ichikawa M. Acta Crystallogr., Sect. B. 1978; 34: 2074–2080.
12. Ichikawa M. J. Mol. Struct. 2000; 552: 63–70.
13. Grabowski SJ. Tetrahedron 1998; 54: 10153–10160.
14. Brown ID. Acta Crystallogr., Sect. B 1992; 48: 553–572.
15. Grabowski SJ. J. Mol. Struct. 2000; 552: 153–157.
16. Bader RFW. Atoms in Molecules. A Quantum Theory. Oxford


University Press: New York, 1990.
17. Pauling L. The Nature of the Chemical Bond. Cornell University


Press: Ithaca, NY, 1960.
18. Suttor DJ. J. Chem. Soc. 1963; 1105–1110.
19. Taylor R, Kennard O. J. Am. Chem. Soc. 1982; 104: 5063–5070.
20. Viswamitra MA, Radhakrishnan R, Bandekar J, Desiraju GR.


J. Am. Chem. Soc. 1993; 115: 4868–4869.
21. Desiraju GR, Steiner T. The Weak Hydrogen Bond in Structural


Chemistry and Biology. Oxford University Press: New York,
1999.


22. Richardson TB, deGala S, Crabtree RH, Siegbahn PEM. J. Am.
Chem. Soc. 1995; 117: 12875–12876.


23. Grabowski SJ, Sokalski WA, Leszczynski J. J. Phys. Chem. A
2004; 108: 5823–5830.


24. Grabowski SJ, Sokalski WA, Leszczynski J. J. Phys. Chem. A
2004; 108: 1806–1816.


25. Koch U, Popelier PLA. J. Phys. Chem. A 1995; 99: 9747–9754.
26. Popelier P. Atoms in Molecules. An Introduction. Prentice Hall:


Pearson Education, New York, 2000.
27. Gilli P, Bertolasi V, Ferretti V, Gilli G. J. Am. Chem. Soc. 1994;


116: 909–915.
28. Grabowski SJ. J. Phys. Chem. A 2001; 105: 10739–10746.
29. Desiraju GR. Acc. Chem. Res. 2002; 35: 565–573.


30. Frisch MJ, Trucks GW, Schlegel HB, Scuseria GE, Robb MA,
Cheeseman JR, Zakrzewski VG, Montgomery JA Jr, Stratmann
RE, Burant JC, Dapprich S, Millam JM, Daniels AD, Kudin KN,
Strain MC, Farkas O, Tomasi J, Barone V, Cossi M, Cammi R,
Mennucci B, Pomelli C, Adamo C, Clifford S, Ochterski J,
Petersson GA, Ayala PY, Cui Q, Morokuma K, Malick DK,
Rabuck AD, Raghavachari K, Foresman JB, Cioslowski J, Ortiz
JV, Stefanov BB, Liu G, Liashenko A, Piskorz P, Komaromi I,
Gomperts R, Martin LR, Fox DJ, Keith T, Al-Laham MA, Peng
CY, Nanayakkara A, Gonzalez G, Challacombe M, Gill PMW,
Johnson B, Chen W, Wong MW, Andres JL, Gonzalez C, Head-
Gordon M, Replogle ES, Pople JA. Gaussian 98, Revision A.6.
Gaussian: Pittsburgh, PA, 1998.


31. Frisch MJ, Trucks GW, Schlegel HB, Scuseria GE, Robb MA,
Cheeseman JR, Montgomery JA Jr, Vreven T, Kudin KN, Burant
JC, Millam JM, Iyengar SS, Tomasi J, Barone V, Mennucci B,
Cossi M, Scalmani G, Rega N, Petersson GA, Nakatsuji H, Hada
M, Ehara M, Toyota K, Fukuda R, Hasegawa J, Ishida M,
Nakajima T, Honda Y, Kitao O, Nakai H, Klene M, Li X, Knox
JE, Hratchian HP, Cross JB, Adamo C, Jaramillo J, Gomperts R,
Stratmann RE, Yazyev O, Austin AJ, Cammi R, Pomelli C,
Ochterski JW, Ayala PY, Morokuma K, Voth GA, Salvador P,
Dannenberg JJ, Zakrzewski VG, Dapprich S, Daniels AD, Strain
MC, Farkas O, Malick DK, Rabuck AD, Raghavachari K,
Foresman JB, Ortiz JV, Cui Q, Baboul AG, Clifford S, Cioslowski
J, Stefanov BB, Liu G, Liashenko A, Piskorz P, Komaromi
I, Martin RL, Fox DJ, Keith T, Al-Laham MA, Peng CY,
Nanayakkara A, Challacombe M, Gill PMW, Johnson B, Chen
W, Wong MW, Gonzalez C, Pople JA. Gaussian 03, Revision B.
03. Gaussian: Pittsburgh, PA, 2003.


32. Møller C, Plesset MS. Phys. Rev. 1934; 46: 618–622.
33. McLean AD, Chandler GS. J. Chem. Phys. 1980; 72: 5639–5648.
34. Frisch MJ, Pople JA, Binkley JS. J. Chem. Phys. 1984; 80:


3265–3269.
35. Krishnan R, Binkley JS, Seeger R, Pople JA. J. Chem. Phys. 1980;


72: 650–654.
36. Clark T, Chandrasekhar J, Spitznagel GW, Schleyer PVR.


J. Comput. Chem. 1983; 4: 294–301.
37. Grabowski SJ, Robinson TL, Leszczynski J. Chem. Phys. Lett.


2004; 386: 44–48.
38. (a) Boys SF, Bernardi F. Mol. Phys. 1970; 19: 553–559; (b)


Lenthe JH. van Duijneveldt-van de Rijdt JCGM. van Duijneveldt
FB. Adv. Chem. Phys. 1987; 69: 521–566.


39. (a) Sokalski WA, Roszak S, Pecul K. Chem. Phys. Lett. 1988; 153:
153–159; (b) Sokalski WA, Roszak S. J. Mol. Struct. (THEO-
CHEM) 1991; 234: 387–400.


40. Buckingham DA, Fowler PW. J. Chem. Phys. 1983; 79: 6426–
6428.


41. Sokalski WA, Kedzierski P, Grembecka J, Dziekonski P,
Strasburger K. In Computational Molecular Biology, Leszczyński
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William Adcock,1 Jérôme Graton,2 Christian Laurence,2* Maryvonne Luçon2 and Neil Trout1
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ABSTRACT: Hydrogen bond enthalpies for the interaction of 4-fluorophenol with syn-2,4-difluoroadamantane (5)
and, for comparison, 2-fluoroadamantane (6) and 1,3-difluoroadamantane (7) have been determined by Fourier
transform infrared spectrometry. Among a series of seven fluoroalkanes (1–7) it is found that syn-2,4-difluoroada-
mantane is the best hydrogen bond acceptor. This high hydrogen bond acceptor strength is explained, using
electrostatic and ‘atoms in molecules’ properties and from density functional theory and ab initio calculations on
hydrogen fluoride complexes, by the formation of an F � � �H � � �F three-centre hydrogen bond. In this system, the
three-centre hydrogen bonding is energetically (mainly on the Gibbs energy scale) superior to the two-centre
hydrogen bonding. Copyright # 2004 John Wiley & Sons, Ltd.
Supplementary electronic material for this paper is available in Wiley Interscience at http://www.interscience.
wiley.com/jpages/0894-3230/suppmat/


KEYWORDS: three-centre hydrogen bonding; fluoroadamantanes; syn-2,4-difluoroadamantane.


INTRODUCTION


Previously,1 we have measured the hydrogen bond ac-
ceptor strength of fluoroalkanes (RF) 1–4 through the
enthalpy of reaction (1) in which a reference


4-FC6H4OHþ RF Ð 4-FC6H4OH � � � F---R ð1Þ


hydrogen bond donor, 4-fluorophenol, is hydrogen bonded
to the fluorine atom. It was found that 1-fluoroadamantane
(1) is the best hydrogen bond acceptor as a result of the
higher polarizability effect of a bicyclic tertiary alkyl
group.2 1,3-Difluoropropane (4) is the worst hydrogen
bond acceptor because of the electron-withdrawing field-
inductive effect that fluorines exert on each other.2


We report here the study of the hydrogen bond acceptor
strength of fluoroadamantanes 5–7.


Among these, syn-2,4-difluoroadamantane (5) deserves
particular attention for two reasons. Firstly, its strong
retention on a silica column suggests that it is an even
better hydrogen bond acceptor than 1-fluoroadamantane
(1). Based on the idea that the inductive effect is trans-
mitted by successive polarization of the intervening
bonds (�-inductive effect),3,4 this is counter-intuitive to
the expected reduced HB acceptor capacity in response to
the �-electron-withdrawing influence of a fluorine sub-
stituent. On the other hand, however, the apparent en-
hanced hydrogen bond acceptor capacity of 5 is clearly in
accord with the prediction from electrostatic field theory,
namely, that a dipolar substituent effect can be modified
by its geometrical orientation to be ‘normal’, diminished,
absent or even ‘reversed’.5 Studies of proton-transfer
equilibria with appropriately designed rigid model sys-
tems have revealed unequivocal examples of reversed
dipolar substituent effects.5 The relative importance of
the two mechanisms of electrical transmission of polar
substituent effects, described as the electrostatic field and
�-inductive effect, has been disputed over many years.6–8


However, a general consensus seems to have been
reached5,9–16 that for remote probe groups (beyond two
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bonds) the direct field effect is clearly the dominant
‘inductive’ mechanism and that the �-inductive effect is
insignificant beyond the first atom of attachment.17,18


Secondly, the unusually high fluorine–fluorine coupling
constant (4JFF ¼ 21:01Hz; see supplementary material)
for 5 compared with the corresponding value for the
epimeric difluoride 2eq, 4ax-difluoroadamantane
(4JFF ¼ 2:27Hz; see supplementary material) highlights
the proximity of the two axial fluorines in 5.
A possible important manifestation of this proximity


might be the formation of three-centre hydrogen bonding
as depicted in 5a rather than, or in addition to, two-centre
hydrogen bonding as shown in 5b. Such three-centre
hydrogen bonds are common in the solid state19,20 and
seem important in the structure of numerous biological


compounds.21 However, they have formed the subject of
only a few theoretical22,23 or spectroscopic24 studies and,
to the best of our knowledge, have not featured in any
thermodynamic study. Thus the energetic superiority of
three-centre hydrogen bonding relative to two-centre
hydrogen bonding remains disputed.22–24 Moreover,
most of the three-centre hydrogen bonds studied have
involved oxygen and nitrogen centres.22–24 Except for the
intramolecular hydrogen bond in 2-trifluoromethylphe-
nol25 and in 2,6-bis-(2,6-difluorophenyl)piperidine-4-
ones,26 there does not seem to be any experimental
work on three-centre intermolecular hydrogen bonds
involving two fluorine atoms.
In this work, thermodynamic functions �G, �H and


�S for the interaction (1) of 4-fluorophenol with fluor-
oadamantanes 5–7, as well as the infrared (IR) wave-
number shifts of the OH band caused by the hydrogen
bonding, have been determined in CCl4 solution through
Fourier transform infrared (FTIR) spectrometry. These
��(OH) IR shifts are often considered a spectroscopic
scale of hydrogen bond acceptor strength. They are
generally correlated to the hydrogen bond enthalpy in a
series of related hydrogen-bonded complexes (the so-
called Badger–Bauer relationship).1,27


We have also undertaken a theoretical study of the
hydrogen bond acceptor properties of fluoroalkanes 1–7.
We have first calculated and located their minimum
molecular electrostatic potential (MEP),28 which defines
the probable hydrogen bond acceptor site.28 Molecular
electrostatic potentials are also indicators of electron
density distribution and thus should allow an estimate of
the shift of charges caused by the field-inductive effect of
fluorines in difluoroalkanes 4, 5 and 7 and the electronic
density in the space between the two fluorines of 5, which
is possibly increased by overlap of their lone pairs.


Secondly, we calculated structures, thermodynamic para-
meters (�H, �G) and IR shifts of the hydrogen-bonded
complexes of fluoroalkanes 1–7. Instead of 4-fluorophenol
we chose hydrogen fluoride as the smallest possible
hydrogen bond donor in order to decrease the computa-
tional cost of the considered reaction (2). A recent
theoretical study29 has shown the existence of a linear
free energy relationship between the complexes of HF and


HFþ RF Ð F---H � � � F---R ð2Þ


4-FC6H4OH with a wide sample of hydrogen bond
acceptors. The authors concluded that HF is a reasonable
model for the hydrogen bond donor properties of 4-
FC6H4OH. Lastly, for F—H � � �F—R complexes we
performed a topological analysis of the electron den-
sity30,31 and a natural bond orbital (NBO)32 analysis to
characterize the bonding interactions between HF and the
fluorine atoms of 1–7.


EXPERIMENTAL


Chemicals


4-Fluorophenol (4-FC6H4OH) was sublimed over P2O5.
Carbon tetrachloride (CCl4) was distilled and then dried
over 4 Å molecular sieves. Literature procedures were
followed in the preparation and purification of 2-fluor-
oadamantane (6)33 and 1,3-difluoroadamantane (7).34


Their physical properties and NMR spectral details
were in accord with those reported previously.33,35,36


The synthesis of syn-2,4-difluoroadamantane (5) is re-
ported in the supplementary material. All chemicals and
their CCl4 solutions were handled in the dry atmosphere
of a glove-box.


Nuclear magnetic resonance spectra


The NMR spectra were recorded on a Gemini-300 spec-
trometer. The probe temperature of the instrument was
295� 2K. The 19F-NMR spectra were obtained under
proton-decoupled conditions in dilute CDCl3 solutions.
The spectra were run at 282.328MHz (64K/32K data
points; spectral widths of 19569, 10279.6 and 4800.1Hz).


Infrared spectra


Infrared spectra were recorded with a Bruker Vector 22 or
a Tensor 27 FTIR spectrometer at a resolution of 1 cm�1.
Infrasil quartz cells of path length 1 or 0.5 cm were used
for the study of the �(OH) region. The cell temperature
was regulated to within � 0.2 �C by means of a Peltier
thermoelectric device: at 25 �C for ��(OH) measure-
ments and from �5 to þ55 �C for the temperature
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variation of equilibrium constants. The wavenumber shift
of the OH band of 4-fluorophenol is defined as
��(OH)¼ �(free OH)� �(complex OH)¼ 3614� �
(OH � � �F). It is measured in ternary solutions of 4-
fluorophenol (3mmol dm�3), fluoroadamantane (ca.
0.1mol dm�3) and CCl4 and is known to be � 2 cm�1.


Equilibrium constants and complexation
enthalpies and entropies


The complexation constants Kx, Gibbs energies �G�
x ,


enthalpies �H� and entropies �S�x of reaction (1) are
defined by equations (3)–(5), where x and x0 are the
equilibrium and initial mole fractions, respectively


Kx ¼ xcomplex=ðxfluoroadamantane � xphenolÞ
¼ xcomplex=½ðx0fluoroadamantane � xcomplexÞ
� ðx0phenol � xcomplexÞ� ð3Þ


�G�
x ¼ �RT lnKx ð4Þ


lnKx ¼ ��H0


R


1


T
þ�S0x


R
ð5Þ


The mole fraction of the complex is measured from the
decrease in absorbance of the �(OH) band of free 4-
fluorophenol at 3614 cm�1 (absorption coefficient
"¼ 2420 cm�1 at 25 �C CCl4). Precise thermodynamic
measurements were obtained by following the absor-
bance of a single solution as a function of temperature,
as described previously.1,37


COMPUTATIONAL DETAILS


Calculations were performed using the Gaussian 98
program38 at the Becke3LYP (geometries, frequencies,
MEP, atoms in molecules) and MP2 (electronic energy
variations of HF complexes) levels using a Pople style 6-
31þG** basis set.39


Geometries


The geometries of the monomers (HF, fluoroadamantanes
1–7) and their complexes were fully optimized. Four
molecules (1, 5, 6, 7) are rigid. The more stable forms of
the flexible molecules—1-fluorocyclohexane (2), fluor-
opentane (3) and 1,3-difluoropropane (4)—were found to
be equatorial, fully staggered and gauche–gauche, re-
spectively, in agreement with previous studies.40,41 The
starting geometry of HF complexes was the well-known
geometry of the dimer (HF)2.


42 The structures of mono-
mers and complexes were confirmed as minima through
harmonic frequency calculations.


Molecular electrostatic potentials


TheMEP was calculated with the Hardsurf 95 program.43


We calculated VS,min, the minimum electrostatic potential
on the molecular surface defined by the 0.001 electron
bohr�3 contour of the electron density.


Thermodynamics of HF complexes


Thermodynamic properties were calculated as the differ-
ence between the quantity of the complex, treated as a
supermolecule, and the sum of the quantities of the
monomers. The computation of the electronic energy
by the supermolecular approach introduces a spurious
stabilization of the complex, commonly referred to as the
basis set superposition error (BSSE).39 We therefore
applied a correction to the variation of electronic energy
upon complexation by means of the full counterpoise
method44 with fragment relaxation.45


‘Atoms in molecules’ and NBO analysis


The electron densities have been computed at the critical
points of the hydrogen bond interactions, within the
frame of the theory of ‘atoms in molecules’ (AIM)
proposed by Bader,30,31 with the AIM2000 set of pro-
grams.46 The nature of the hydrogen bonding interaction
at orbital level has been studied using NBO analysis32 on
HF complexes at the B3LYP level with a 6–31þG(d,p)
basis set.


RESULTS AND DISCUSSION


Hydrogen-bonded complexes with
4-fluorophenol


The spectroscopic and thermodynamic properties of the
4-FC6H4OH � � �F—R complexes are given in Table 1.
Results of a previous study1 are added for comparison.
The logarithm of the equilibrium constant relative to
molar concentration (log Kc), the so-called pKHB scale,47


is also given in order to add the fluoroadamantanes (5–7)
to the pKHB database.48 We draw attention to three
important features of the results listed in Table 1:


(i) The enthalpy of complexation is more negative for
syn-2,4-difluoroadamantane (5) than for 1-fluoroa-
damantane (1) and 2-fluoroadamantane (6)
(Scheme 1). The enhanced hydrogen bond acceptor
strength of 5 relative to 6 stands in stark contrast to
the ‘normal’ electron-withdrawing polar effect of
fluorine, as revealed by the reduced hydrogen bond
acceptor strength of 7 (Scheme 1). Given that the
two fluorines in 5 and 7 are separated by the same
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number of bonds but have different spatial separa-
tions and orientations, this factor, coupled with the
overlap of the fluorine lone pairs, is responsible for
the hydrogen bond acceptor behaviour of 5.49


However, their relative importance remains to be
established.


(ii) Although other complexes have a �(OH) band that is
roughly symmetrical, the �(OH) band of the com-
plex with syn-2,4-difluoroadamantane is clearly un-
symmetrical. By mathematically resolving this band
into two Gaussian–Lorentzian component bands, we
find a main band at 3570 cm�1 (��(OH)¼ 44 cm�1)
and a minor band at 3548 cm�1 (��(OH)¼
66 cm�1) in a 4:1 ratio of integrated intensities
(Fig. 1).


(iii) The main ��(OH) IR shift of syn-2,4-difluoroada-
mantane is abnormally weak compared with the
strongly negative enthalpy of complexation. Conse-
quently, the Badger–Bauer relationship between


Table 1. Thermodynamic functions �G, �H (kJmol�1) and �S (J K�1mol�1), IR shifts ��(OH) (cm�1) and pKHB scale for
hydrogen bonding of fluoroalkanes to 4-fluorophenol in CCl4 (reaction 1)


No. Fluoroalkane pKHB ��H � ��S�x;298 ��G�
x;298 ��(OH)


5 syn-2,4-Difluoroadamantanea 0.48b 15.4 23.0b 8.5b 42c


1 1-Fluoroadamantaned 0.31 14.4 23.1 7.6 70
6 2-Fluoroadamantanea �0.02 12.8 24.0 5.7 60
2 Fluorocyclohexaned 0.09 12.7 21.1 6.3 59
7 1,3-Difluoroadamantanea 0.30 12.3 16.1 7.5 52


(0.00)e (21.9)f (5.8)g


3 1-Fluoropentaned �0.06 10.5 15.8 5.4 44
4 1,3-Difluoropropaned 0.03 9.7 12.1 5.9 32


(�0.27)e (17.9)f (4.2)g


a This work.
b Not statistically corrected (three-centre hydrogen bond).
c Apparent shift of an unsymmetrical OH band in the complex. After separation of the two component bands, two frequency IR shifts, 44 and 66 cm�1, are
found (see text).
d Ref. 1.
e Statistically corrected by log 2.
f Statistically corrected by R ln 2 (5.8 J K�1mol�1).
g Statistically corrected by RT ln 2 (1.7 kJmol�1).


Scheme 1


Figure 1. Infrared spectrum of a CCl4 solution of 4-
fluorophenol (4� 10�3 M) and syn-2,4-difluoroadamantane
(8� 10�2 M) in the �(OH) region, showing the sharp �(OH)
band of free 4-FC6H4OH at 3614 cm�1 and the wider
unsymmetrical band of hydrogen-bonded 4-FC6H4OH. De-
composition of the latter gives a band at 3570 cm�1 that is
four times more intense than that at 3548 cm�1
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�H� and ��(OH), which is well obeyed by six
fluoroalkanes (squared correlation coefficient,
r2 ¼ 0:963), is not followed by syn-2,4-difluoroada-
mantane (Fig. 2).


These observations are possibly explained by the spatial
proximity of the two fluorine atoms in 5 (B3LYP/6-
31þG** distance¼ 2.82 Å), enabling an enrichment of
electron density by overlap of lone pairs and the forma-
tion of three-centre hydrogen bonding (5a). This peculiar
structure 5a, compared with the two-centre hydrogen
bonding in the hydrogen-bonded complexes of 1–4, 6
and 7, might explain a high �H� value (two hydrogen
bonds at a point of higher electron density), the presence
of two complexes 5a and 5b and therefore two IR bands
and a low ��(OH) value; these factors that optimize the
energy are not necessarily optimum for a low OH force
constant in the complex.
We have turned to theory in order to rationalize these


experimental observations and support these hypotheses.


Molecular electrostatic potentials
of fluoroalkanes


The value and localization of MEP minima are given in
Table 2. The parameters of localization are the distance d
to the fluorine nucleus and the angle � between the C—F
and F-minimum vectors. For syn-2,4-difluoroadamantane
it is found (Fig. 3) that point a of most negative potential
(i.e. higher electron density) is situated between, and at
an equal distance from, the two fluorine atoms. Points b,
corresponding to the minimum of other fluoroalkanes
(i.e. d � 1:67 Å, � � 140–145 Å; see Table 2), have a
potential that is less negative by ca. 47 kJmol�1. Thus the
electrostatic component of the hydrogen bond energy
might favour three-centre (5a) relative to two-centre (5b)
hydrogen bonding. The ‘normal’ electron-withdrawing


inductive field effect of fluorine (which operates signifi-
cantly in 1,3-difluoroadamantane (7), where VS;min is less
negative by 16 kJmol�1 than in 1-fluoroadamantane) is
‘reversed’ in 5 (see Introduction) and, coupled with the
2,4-proximity effect, leads to VS;min being more negative
by 58 kJmol�1 than in 2-fluoroadamantane.


Thermodynamics of HF complexes


We report in Table 3 a few characteristics of the hydrogen
bonding of hydrogen fluoride to fluoroalkanes 1–7 calcu-
lated in vacuo: the hydrogen bond length ‘ðH � � �FÞ,
the lengthening of the HF bond �d(HF), the frequency
shift ��ðHFÞ ¼ � (free HF)� �(complex HF) and
the enthalpy of complexation (reaction 2). Hydrogen
fluoride in vacuo appears to be a reasonable model of


Figure 2. syn-2,4-Difluoroadamantane deviates strongly
from the Badger–Bauer relationship (��H� ¼ 0:1254 ��
ðOHÞ þ 5:4, n ¼ 6, r2 ¼ 0:963) in the series of fluoroalkanes


Table 2. Minimum electrostatic potentials on the molecular
surface, VS,min (kJmol�1), for fluoroalkanes 1–7 and radial, d
(Å), and angular, �( �), disposition of minima (B3LYP/6-
31þG** calculations)


No. Fluoroalkane �VS,min d �


5 syn-2,4-Difluoroadamantane 173.8a 1.83 123
�120b �1.67 �140–145


1 1-Fluoroadamantane 121.5 1.67 146
6 2-Fluoroadamantane 116.1 1.67 142
2 Fluorocyclohexane 118.1 1.67 143


(equatorial)
7 1,3-Difluoroadamantane 105.4 1.67 146
3 1-Fluoropentane 112.2 1.67 142


(gauche, fully staggered)
4 1,3-Difluoropropane 99.7 1.68 138


(gauche, gauche)


a Between the two fluorine atoms.
b Outside the region between the two fluorine atoms (see Fig. 3).


Figure 3. Molecular electrostatic potential map of syn-2,4-
difluoroadamantane. The isodensity surface of 0.001 elec-
tron bohr�3 shows an absolute minimum a between the
two fluorine atoms, whereas the zones b outside are less
negative
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4-FC6H4OH in CCl4: calculated ��(HF) and �H�
298 (2)


gives mainly the same hydrogen bond acceptor strength
order as the experimental one. The correlation between
the �H�


298 value of reaction (1) (Table 1) and the �H�
298


value of reaction (2) (Table 3) is satisfactory for two-
centre hydrogen-bonded complexes (1–4, 6, 7) (n ¼ 6,
r2 ¼ 0:940).
For the HF complexes of syn-2,4-difluoroadamantane,


it appears that three-centre hydrogen bonding is slightly
more favourable energetically than two-centre hydrogen
bonding, whereas the two-centre hydrogen bonding gives
a much larger ��(HF) shift than three-centre hydrogen
bonding. This latter result allows the most shifted and less
intense OH component band of the 4-FC6H4OH complex
(Fig. 1) to be attributed to the two-centre hydrogen-
bonded complex and the less shifted and more intense
component band (Fig. 1) to be attributed to the three-
centre hydrogen-bonded complex. Calculations (reported
in Scheme 2) of the equilibrium constant for the equili-
brium between the two configurations of complexation
predict K¼ 1.9 (after taking into account the statistical
correction R ln 2 for the entropy of the two-centre
complex), i.e. an approximate 2:1 ratio in the concentra-
tions of the two HF complexes. This result agrees
qualitatively with the 4:1 ratio found for 4-FC6H4OH
(vide supra) from integrated intensities of the two com-
ponent bands in the IR spectrum (Fig. 1) in so far as the
intrinsic intensities of the OH stretching in the two kinds
of complexes are not very different. This assumption
appears reasonable in the case of HF stretching (calcu-
lated integrated intensities are 845 and 525 kmmol�1 for
the two- and three-centre hydrogen bonds, respectively).


‘Atoms in molecules’ and NBO investigations


Topological analysis of the electron density (�) is based
upon critical points, i.e. where the gradient of the density
vanishes. In this work we consider only bond critical
points (BCPs). Properties, such as �, evaluated at BCPs
characterize the bonding interactions present. Hydrogen
bonds are generally referred to as those with
�BCP � 0:01 au (van der Waals interactions having
�BCP � 0:001 au). In the complexes of HF with fluoroalk-
anes (except syn-2,4-difluoroadamantane) we find one
BCP with �BCP varying from 0.034 to 0.036 au in the
order of increasing hydrogen bond acceptor strength. A
rough correlation (n¼ 6, r2 ¼ 0:856) is found between
the �H� values of Table 1 and �BCP.
In the three-centre complex of HF with syn-2,4-difluor-


oadamantane we find two separated BCPs between the
hydrogen atom of hydrogen fluoride and the two fluorine
atoms. The �BCP values are 0.013 au for the longest
interaction (2.12 Å) and 0.015 au for the shortest one
(2.05 Å). This confirms the existence of three-centre
hydrogen bonding between HF (and, by extension, 4-
FC6H4OH) and syn-2,4-difluoroadamantane.
In the two-centre complex of HF with syn-2,4-difluor-


oadamantane �BCP ¼ 0:035 au. Thus the sum of the two
�BCP values (0.028 au) found in the three-centred hydro-
gen bond is smaller than the �BCP value found in the
corresponding two-centred hydrogen bond. We deduce
that, among the various components of the hydrogen
bond energy (electrostatic, exchange repulsion, polariza-
tion, charge transfer and dispersion),50 some (possibly
the charge transfer) play in favour of the two-centred


Table 3. Hydrogen bonding of HF with fluoroalkanes: hydrogen bond length ‘ðH � � � FÞ (Å), HF bond lengthening �d (HF) (Å),
frequency shift ��(HF) (cm�1) and enthalpy of complexation �H�


298 (2) (kJmol�1)


No. Fluoroalkane ‘ðH � � � FÞ �d(HF) ��(HF)a ��H�
298 (2)


b


5 syn-2,4-Difluoroadamantane
Three-centre hydrogen bonding 2.12; 2.05 0.008 131 21.1
Two-centre hydrogen bonding 1.70 0.014 278 20.7


1 1-Fluoroadamantane 1.69 0.015 303 22.4
6 2-Fluoroadamantane 1.69 0.014 283 20.4
2 Fluorocyclohexane (equatorial) 1.69 0.014 284 20.3
7 1,3-Difluoroadamantane 1.71 0.014 282 20.0
3 1-Fluoropentane(gauche, fully staggered) 1.71 0.013 265 19.2
4 1,3-Difluoropropane (gauche, gauche) 1.72 0.012 257 17.6


a Scaling factor¼ 0.9614.
b MP2/6–31þG**//B3LYP/6–31þG** calculation, with BSSE correction and scaled (0.9804) vibrational energy.


Scheme 2
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complex. This might explain the higher ��(OH) and
��(HF) values in the two-centre configuration. This also
explains that, in spite of a much higher electrostatic
potential at point a than at point b (Fig. 3), the enthalpy
of hydrogen bonding is only marginally higher (0.4 kJ
mol�1 in Table 4) for the three-centre configuration.
Natural bond arbital analysis of the HF complexes


confirms that the charge transfer interaction is larger in
the two-centre hydrogen bonding. The occupancies of the
orbitals �nn(F) (mean for one lone pair) and ��


H�F that are
involved in the electron donor–acceptor interaction, the
charge transfer (qCT) from the donor (5) to the acceptor
(HF) and the second-order perturbation energy (��E2)
due to interaction of the donor and acceptor orbitals are
summarized in Table 4: qCT is greater, the �nn(F) occupancy
decreases more, the ��


H�F occupancy increases more and
��E2 is greater in the two- than in the three-centre
hydrogen bonding.


CONCLUSION


syn-2,4-difluoroadamantane is the strongest hydrogen
bond acceptor in the family of fluoroalkanes. It can
form both three-centre and two-centre hydrogen bonds.
The three-centre configuration results mainly from the
high electrostatic potential in the region between the two
fluorines. Enthalpy favours marginally the three-centre
hydrogen bond whereas Gibbs energy seems more
selective.


Supplementary material


Discussion on the NMR spectra of syn-2,4-difluoroada-
mantane (5) and its detailed synthesis and purification are
available in Wiley Interscience.
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ABSTRACT: The size of the alpha-effects in methyl transfers to the alpha-nucleophile’s peroxide anion and two
N-methylbenzohydroxamate anions correlate strongly with the Koopmans’ theorem ionization potentials of the leaving
groups. This correlation supports the Shaik and Pross valence bond configuration mixing theory for the SN2 reaction. The
Koopmans’ theorem ionization potentials of the alpha-nucleophiles relate to the slopes of the regression plots inversely,
indicating that the size of the alpha-effect depends on a balance between the ability of the alpha-nucleophile and the
leaving group to donate single electron character to the methyl group. Copyright # 2005 John Wiley & Sons, Ltd.
Supplementary electronic material for this paper is available in Wiley Interscience at http://www.interscience.
wiley.com/jpages/0894-3230/suppmat/


KEYWORDS: ionization potentials; SN2 mechanism; Koopmans theorem; methyl transfers


INTRODUCTION


The alpha-effect refers to an enhanced nucleophilic
reactivity possessed by a nucleophile, such as the hydro-
gen peroxide anion, which has a lone pair of electrons on
the atom next to (alpha atom) the nucleophilic atom.
Structure 1 shows a stylized alpha-nucleophile.


:X-Y:
1


The enhanced reactivity is often measured on a
Brønsted-type plot of log k vs the pKHA of several
alpha-nucleophiles and normal nucleophiles.1 The differ-
ence between the log k values of the two straight lines at a
selected pKHA value (for both the alpha- and the normal
nucleophiles) gives the size of the alpha effect. The
simplest expression of the alpha-effect is, of course, the
anti-log transform of this value giving the ratio of rate
constants.


The largest expression of the alpha-effect involves
nucleophilic attack at the carbonyl1,2 or other low
LUMO substrates, but smaller alpha-effects are found
in methyl transfers to peroxide anion from substituted
phenyl methyl sulfates3 and in methyl transfers to N-
methylbenzohydroxamates (NMBH) from substituted
methyl tosylates4 and aryl methyl sulfides.5


Methyl transfers as SN2-type reactions have been
treated in the last 20 years as a valence bond configura-
tion mixing (VBCM) model in which a many-curve


modeling of the reaction profile is done.6 The chief
embodiments of the concepts of this mechanism are
shown in a state correlation diagram (SCD) as in Fig. 1.
The transition state (TS) occurs as an avoided crossing of
the reactant �a and product �b contributions, modified by
inclusion of the two higher contributors. The valence
bond total transition state wave function is given in
Eqn (1):


�z ¼ a a
þ b b


þ c c
þ d d


ð1Þ


The Lewis structure representations are also given in Eqn
(1) for conceptual clarity. The contribution from  d


indicates the inclusion of any single electron transfer
(SET) character in the TS.


The Hoz2 electronic model of the alpha-effect, Fig. 2,
fits the ideas in the VBCM model. This Hoz model
originally invoked only low LUMO substrates, but with
the finding of small alpha-effects occurred even in methyl
transfers in SN2-type reactions has been applied to help
understand the correlations of the size of the alpha-effect
on experimental SET-type parameters. Such parameters
as reduction potentials4 of the substrates, oxidation po-
tentials of the alpha-nucleophiles and the Koopmans’
theorem ionization potentials (IPs) of the alpha-nucleo-
philes4,5,7,8 all correlate rate constants for the alpha-
nucleophiles and attest to the possibility of the involve-
ment of such SET transfers in their reactivity.


If such SET character was provided in the TS by the
alpha-nucleophiles in methyl transfer, then the mixing
coefficient, d, in Eqn (1) would be increased, and at least
one component of the alpha-effect would be explainable
by including the three-electron stability inherent in
the Hoz model to lower the energy of the TSs in
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alpha-nucleophilic activity. This capacity of the alpha-
nucleophiles to donate SET character can be modified by
structural variations on the nucleophiles to increase or
decrease it,5 as we have successfully shown, using the
tool of increasing electron demand.5


A second capacity, to receive SET character, must exist
in the leaving group–methyl system, as pointed out
previously,4 for the nucleophile–substrate interaction to
show such a SET-dependent alpha-effect. Expressing this
capacity involves application of Eqn (1) to particular
leaving groups in particular nucleophilic reactions. An
example of such particularization is shown in structure 2,
which involves reaction (2).


Nuc:� þMe Sþ---ðMeÞAryl2 ! Nuc---Me þ MeSAryl2


Nuc:�¼ Aryl1CONðMeÞO�


¼ Aryl3O� ð2Þ


Nuc:� þ MeOSO3Aryl2 ! NucMe þ O�SO3Aryl---X


Nuc:� ¼ HOO�;HO� ð3Þ


This particularization of  d in Eqn (1) denotes the
mutual donation of the SET character of the nucleophile
and the leaving group to the CH3 group, and suggests that
the leaving group’s ability for such SET donation will
affect an alpha-effect that depends on the SET character
of at least some of its expression. This paper deals with
evidence that this second capacity for SET character
inclusion is realized in correlations of Koopmans’ theo-
rem IPs of leaving groups.


EXPERIMENTAL


The preparation of all the compounds, and the experi-
mental data characterizing them and the rate constants
for reactions (2) and (3) have been published pre-
viously.3–5,7,8 All of the reactions were run in methanol
followed by UV spectroscopy for reaction (3), or by
analysis using 1H NMR in methanol-d4 for reaction (2).
The alpha-effects, expressed as logkalpha� logknormal,
have been reported previously, but are collected in
Table 1 for ease of discussion here.


Computational chemistry for the substituted methyl
aryl sulfide leaving groups in reaction (2) and the sub-
stituted phenylsulfate leaving groups in reaction (3) was
performed by first drawing the leaving group structures in
the GUI of Hyperchem 6.02 (HyperCube, Gainesville,
FL, USA) and optimizing the structures at the PM3 level
of theory. Optimization of the PM3 level structures was
subsequently done at the RHF/6–31G* level, then done
using Gaussian 98W or Gaussian 03W.9 Visualizations of
the completed jobs were obtained by GaussView 03
(Gaussian, Pittsburgh, PA, USA). Frequency calculations
revealed that satisfactory minima were obtained. The


Figure 1. An SCD for a general chemical reaction


Figure 2. Hoz model for the alpha-effect


Table 1. Correlations of alpha-effects with Koopmans’
theorem IPs for leaving groups


Leaving X or Aryl Alpha- Alpha- IP
Groups nucleophile effecta (eV)b


XC6H4OSO3
� m-NO2 HOO� 0.756 6.008


p-Br 0.898 5.435
H 1.041 5.160
p-Me 0.996 4.999


XC6H4SMe H NMBH� c 2.210 8.021
p-NO2 1.937 8.889
p-CN 1.874 8.622
p-Me 2.593 7.834
p-Cl 1.937d 8.214


MeSAryl Phenyl p-ClNMBHe 1.124 8.021
1-Naphthyl 1.512 7.441
9-Anthracenyl 1.835 7.116
DBTf 1.137 7.950


a Defined as logkalpha� logknormal.
b Computed at the RHF/6–31G* level from a completely optimized
geometry.
c C6H5CON(Me)O�.
d Interpolated from the data in Ref. 5.
e 4-ClC6H4CON(Me)O�.
f Dibenzothiophene.
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Koopmans’ theorems IPs were extracted as the negative
of the HOMO10 orbitals in each case. These values are
likewise summarized in Table 1, and plotted in Fig. 3.


Koopmans’ theorem IPs at a sufficiently high level of
theory are sufficient to give approximate IPs because
when using an HF model theory fortuitous cancellation of
errors occurs. The orbital relaxation (redistribution of
electrons within the entity remaining after removal of the
electron) and the electron correlation effects offset one
another. In practice, this offsetting is often within 0.3 eV
of the experimental values. In the present cases the trends
in IPs through such series should be suitably represented
at the RHF/6–31 G* level (usually required for an error of
0.3 eV). Comparing some known experimental IP values
makes this case sound in this research. The reported
experimental IP of thioanisole is 8.07 eV,11 indicating
excellent agreement with the RHF/6–31G* value
(8.021 eV) in Table 1. A test computation of thioanisole
at the RHF/6–31þG* level of theory disclosed an IP value
of 8.15 eV, a value insignificantly different from that at
the RHF/6–31G* level.


For the substituted phenylsulfates where experimental
IPs are not yet known, nor are those for the related
substituted benzenesulfates known, a similar test of the
effects of a higher level of theory gave at the RHF/6–
31þG* level an IP of 5.48 eV vs the 5.23 eV value in
Table 1. This result indicated that the lower level of
theory, RHF/6–31G*, would be suitable for the IPs in the
substituted phenylsulfate anion series.


RESULTS


The regressions in Fig. 3 indicate that the dependence of
the alpha-effect on the ability of the leaving group to
contribute SET character via  d in Eqn (1) depends also
on the alpha-nucleophiles, as expected. The putatively
strongest alpha-nucleophile,1 HOO� , has the smallest
dependence on the leaving groups’ ability, as shown by
the smallest slope (�0.272). The other two alpha-nucleo-
philes likewise exhibit this trend as follows. The more


basic NMBH (pKHA¼ 12.384) gives the larger alpha-
effect and less dependence on the leaving groups’ IPs
(slope¼�0.654), whereas the less basic 4-ClNMBH
(pKHA¼ 12.044) gives less alpha-effect, with more de-
pendence on the leaving groups IPs.


DISCUSSION


If the alpha-effects depend on the ability to transfer SET
character of the alpha-nucleophiles, one would predict
that some experimental parameter, reflecting SET char-
acter, such as an oxidation potential, would correctly
order the three alpha-nucleophiles in Table 1. The ex-
perimental oxidation potentials of the substituted NMBH
anions (GNMBH) correlate the knuc values strongly4


(slope¼ 1.0657 in consistent units of energy) in methyl
transfers to substituted NMBH anions from 4-methoxy-
benzenesulfonate at 30 �C in MeOH. A very similar
correlation (slope¼ 1.061) was found for methyl trans-
fers to GNMBH anions from methyl aryl sulfides.5


Comparing E½ (oxidation potential) values for NMBH
and 4-ClNMBH anions gives 165.0 vs 175.1 mV (inter-
polated from data in Ref. 4) (both in MeOH), indicating
that NMBH is a better SET donor under solution condi-
tions. A similar correlation occurs in alpha-nucleophile-
organic cation combination reactions.12 The slopes in
Fig. 3 for the two NMBH anion lines indicate that the
better SET donor in reaction (2) has less dependence on
the SET donated by the leaving group. The oxidation
potential of peroxide anion in MeOH is not available.


Gas-phase SET behavior can be modeled by Koop-
mans’ theorem IPs. In this way all three reactions can be
evaluated in the gas phase. The IP values are
HOO�¼ 1.83 eV (RHF/6–31G* level of theory), 4-
ClNMBH anion¼ 3.025 eV (RHF/6–31G* level) and
NMBH anion¼ 2.774 eV (RHF/6–31G* level). These
gas-phase IPs also are consistent with the concept that
the stronger alpha-nucleophile, peroxide anion, gives less
dependence of the alpha-effect on the leaving group’s
ability to donate SET character to the C atom.


It is important to note that reduction potentials of the
aryldialkylsulfonium cations in reaction (2) do not corre-
late all the members of the series presented in Table 1, but
the Koopmans’ theorem IPs of the leaving groups do.
This fact deserves explanation. Electrochemical reduc-
tion of the aryldialkylsulfonium cations where aryl¼
phenyl, 1-naphthyl, and 9-anthracenyl are reported to
involve insertions of single electrons into a LUMO
involving mostly the CH3—S bond as a �* orbital (at
the AM1 level of theory),13 which is at a lower energy
than the perturbed aryl �* molecular orbital. The �* and
�* in that report were deemed to be separate entities, and
also apparently in the systematic study of these species by
Andrieux et al.14 In that paper, the standard potential for
injection of one electron into 9-anthracenyldimethylsul-
fonium cation was considerably positive by 600 mV


Figure 3. Correlation of alpha-effects with leaving group
IPs
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compared with anthracene. This fact was interpreted as
indicating a strong interaction between the �* orbital of
the anthracenyl group and the orbitals of the sulfur atom.
Putatively the injection of a single electron into an
aryldialkylsulfonium system involves the �* system.15


However, electrochemical evidence15 provided a conclu-
sion consistent with a concerted � sulfur–carbon bond
breaking concomitant with electron acceptance.16 A re-
finement of this conclusion in Ref. 16 was stated, namely
that passage from a stepwise ET process (injection of a
single electron followed by dissociation of a radical from
the sulfuranyl radical) to a concerted process, wherein
radical departure concomitant with one-electron accep-
tance was dependent on molecular structure.14


Some insight into the details of the electronic structure
of these sulfonium cation systems is obvious from the
presentation of the RHF 6–31G* level MOs of the 9-
anthracenyl and methyl-DBT cases in Scheme 1. As can
be seen, the LUMOs of these cations consist of both �*
and �* components. Considerable delocalization into the
�* component exists. This complicates the explanation of
the SET character donated by these kinds of leaving
groups. Certainly, from the nucleophile side the entry of
SET character to the C atom is supported by the injection
of one electron into the S—CH3 �* component of the
LUMO. The explanation of this support is relatively
straightforward, as follows.


The Hoz model, as in Fig. 2, for SET character is
supported by the reports of stability of three-electron
anionic bonds by Hiberty.17–21 The original concept
reported by Hoz included this idea.2 Inclusion of this
additional stability into the TS for the alpha-effect would
lower the activation energy experienced by the TS.
Application of the three-electron concept for leaving
groups, as required by Eqn (1), requires some subtle
modifications as in the next few paragraphs.


First, the particular representations of  d for the methyl
aryl sulfide leaving groups, as in Scheme 2, must take into
account the stabilization energy supplied by this contri-
bution. This can be properly done with the concept of
Breathing Orbitals in the valence bond theory (BOVB), as
reported by Hiberty.17–21 This BOVB concept is illu-


strated in Scheme 3, using Hiberty’s own example (num-
bers and letters of structures are as in Hiberty19). From
this simple modification of VB concepts they were able to
compute the correct dissociation energies for several
three- electron bond radical anions, indicating the level
of its validity. A stated conclusion of the BOVB method
is that the orbital possessing a pair of electrons would
have an expanded volume compared with the orbital
having only one electron. The resonance implied in
Scheme 3 provides the additional stability.


The different sizes of the singly occupied AOs and
doubly occupied AOs are indicated in Scheme 3. When
this idea is applied in a heteroatomic bond, the implica-
tion is that the atom most able to support the large orbital
makes the canonical structure including that atom the
more important one (i.e. the more stable canonical
structure).


Application of these concepts to the transition states of
the reactions (2) and (3) gives particular representations
for  d in Schemes 2 and 4. Note that the lone pair of
electrons in contributor B in Scheme 2 resides in the
orbital next to the � orbital system of the aryl ring—
the potentially larger MO. At the RHF/6–31G* level
of theory, the HOMOs of a leaving group such as
PhSMe shows extensive delocalization throughout the
aryl system, and into the methyl group, whereas the
PhOSO3


� 22 system at the same level of theory shows


Scheme 1. LUMOs of 9-anthracenyldimethylsulfonium and S-methyldibenzothiophenium cations


Scheme 2. Three-electron bond resonance for reaction (2)


Scheme 3. Three-electron bond resonance for the F2 anion
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less delocalization of charge on or near the SO3 portion of
the anion. These MOs are supplied in the Supplementary
material (available in Wiley Interscience).


An argument can be made from these two different
kinds of orbital systems that the pair of electrons in
contributor B in Scheme 2 would be more stable than
contributor B in Scheme 4, thus making the IPs larger
than in the phenylsulfate leaving group, and thus stronger
dependence on this parameter for expression of any
alpha-effect which depends on SET character for its
expression.


CONCLUSIONS


The correlations of the Koopmans’ theorem IPs of both
the alpha-nucleophile and the leaving groups with the
size of the alpha-effects in these methyl transfers supports
the concept that the alpha-effect in methyl transfers
involves some SET character. The different slopes of
the IP correlations of differing strength alpha-nucleo-
philes indicate a balance of SET character between the
alpha-nucleophile and the leaving groups. If the alpha-
nucleophile is better at donating SET character, less
donation of SET character is demanded of the leaving
group. Taken together, these results strongly reinforce the
concepts expressed in the SCD model, and Eqn (1) for the
SN2 reaction and the Hoz model for the alpha-effect.


Supplementary material


Visual HOMOs of thioanisole and phenylsulfate anion,
and Gaussian job files, suitable for single point computa-
tion of the output files, for all the leaving groups, are
available in Wiley Interscience.
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ABSTRACT: The local aromaticity of a series of benzenoid systems was determined through the use of structurally
(HOMA) and magnetically (NICS) based measures, and also by using a new electronically based indicator of
aromaticity, the para-delocalization index (PDI). The results were compared with the predictions of Clar’s aromatic
�-sextet rule. It is found that, for all analyzed benzenoid hydrocarbons having a single Clar structure, local aromaticity
orderings of the different six-membered rings given by all descriptors of aromaticity tested are identical and in
agreement with Clar’s aromatic �-sextet rule. For benzenoid species that are described by a superposition of Clar
structures, HOMA and PDI indices provide local aromaticity values that are totally consistent with Clar’s rule,
whereas NICS results deviate somewhat from the estimations based on this model. Copyright # 2005 John Wiley &
Sons, Ltd.
Supplementary electronic material for this paper is available in Wiley Interscience at http://www.interscience.
wiley.com/jpages/0894-3230/suppmat/


KEYWORDS: Clar’s aromatic �-sextet rule; local aromaticity; para-delocalization index (PDI); harmonic oscillator model


of aromaticity (HOMA); nucleus independent chemical shift (NICS); polycyclic aromatic hydrocarbons (PAHs)


INTRODUCTION


Even though the concept of aromaticity was introduced in
1865,1 it still continues to be of central importance in
physical organic chemistry for the rationalization of the
structure, stability and reactivity of many molecules.2–7


The Hückel 4nþ 2 rule represented an important step
forward in the comprehension of aromaticity.8–11 Since
this rule is strictly valid only for monocyclic conjugated
systems, numerous attempts have been made to extend
this rule to polycyclic systems. Among them, one of the
most successful was Clar’s model of the extra stability of
6n �-electron benzenoid species.12–14 According to
Clar’s rule, the Kekulé resonance structure with the


largest number of disjoint aromatic �-sextets, i.e. ben-
zene-like moieties, is the most important for the char-
acterization of the properties of polycyclic aromatic
hydrocarbons (PAHs). Aromatic �-sextets are defined as
six �-electrons localized in a single benzene-like ring
separated from adjacent rings by formal CC single bonds.
For instance, application of this rule to phenanthrene
indicates that the resonance structure 2 (Scheme 1) is
more important than resonance structure 1. Therefore,
outer rings in phenanthrene are expected to have a larger
local aromaticity than the central ring. This result has
been confirmed by several measures of local aromati-
city.15–17 Moreover, recent experimental results on the
distribution of �-electrons in large PAHs,18 valence bond
calculations19 and nucleus independent chemical shift
(NICS) studies on pericondensed benzenoid PAHs20 have
provided extensive support for Clar’s rule.


The Clar structure (see Scheme 1) of a given PAH is the
resonance structure having the maximum number of
isolated and localized aromatic �-sextets, with a mini-
mum number of localized double bonds. In general, a
PAH with a given number of aromatic �-sextets is
kinetically more stable than its isomers with fewer aro-
matic �-sextets.12–14,20 Moreover, aromatic �-sextet rings
are considered to be the most aromatic centers in the
PAH. The other rings are less aromatic and are chemi-
cally more reactive.21 There are PAHs that present a
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unique Clar structure (e.g. phenanthrene), whereas sev-
eral Clar structures are possible for other PAHs.14 For
these latter, Clar’s rule cannot differentiate which of
the corresponding resonance structures is mainly respon-
sible for the aromaticity of the system. Different attempts
have been made in order to solve this limitation,14,22–26


the most recent being the Y-rule by Ruiz-Morales.20,27 In
addition, we can briefly mention that an extension of
Clar’s model to non-benzenoid systems was also pro-
posed some years ago by Glidewell and Lloyd.28


Because it is not an observable quantity, there is not yet
any generally established definition of aromaticity. Prob-
ably the most widely accepted definition was that given
by Schleyer and Jiao,5 who defined aromatic systems as
conjugated cyclic �-electron compounds that exhibit
cyclic electron delocalization leading to bond length
equalization, abnormal chemical shifts, enhanced dia-
magnetic susceptibility and magnetic anisotropies and
energetic stabilization. Accordingly, the evaluation of
aromaticity is usually based on the classical aromaticity
criteria: structural, magnetic, energetic and reactivity-
based measures.1,6,7,29 In addition, measures of local
aromaticity based on the analysis of electron delocaliza-
tion have recently been proposed.30,31 It is worth noting
that the use of differently based aromaticity criteria is
recommended for comparisons restricted to some regions
or groups of relatively similar compounds owing to the
multi-dimensional character of aromaticity.29,32–34 In the
present work, we used three quantitative local aromaticity
criteria, the para-delocalization index (PDI),30 the har-
monic oscillator model of aromaticity (HOMA)35,36 and
NICS,37 with the aim of investigating whether these three
widely used methods for quantifying local aromaticity
give results consistent with the qualitative original Clar’s
�-sextet model.12,13


Thus, as a structure-based measure, we employ the
HOMA index, defined by Kruszewski and Krygowski
as35,36


HOMA ¼ 1 � �


n


Xn
i¼1


Ropt � Ri


� �2 ð1Þ


where n is the number of bonds considered and � is an
empirical constant (for CC bonds �¼ 257.7) fixed to give


HOMA¼ 0 for a model non-aromatic system, and
HOMA¼ 1 for a system with all bonds equal to an
optimal value Ropt, which is 1.388 Å for CC bonds,
assumed to be achieved for fully aromatic systems; Ri


represents a running bond length. This index has been
found to be one of the most effective structural indicators
of aromaticity.2,33


Magnetic indices of aromaticity are based on the �-
electron ring current that is induced when the system is
exposed to external magnetic fields. Here we use the
NICS, proposed by Schleyer et al.,37 as a magnetic index
of aromaticity. This is one of the most widely employed
indicators of aromaticity. It is defined as the negative
value of the absolute shielding computed at a ring center
or at some other interesting point of the system. Rings
with large negative NICS values are considered aromatic.
The more negative the NICS values, the more aromatic
the rings are.


Finally, as an aromaticity criterion based on electron
delocalization, we calculate the recently reported
PDI,30,38 which is obtained employing the delocalization
index (DI)39–41 as defined in the framework of the AIM
theory of Bader.42–44 The PDI is an average of all DI of
para-related carbon atoms in a given six-membered ring
(6-MR). The DI value between atoms A and B, �(A,B), is
obtained by double integration of the exchange-correla-
tion density ½�XCð~rr1;~rr2Þ� over the basins of atoms A and
B, which are defined from the condition of zero-flux
gradient in the one-electron density, �(r):


�ðA;BÞ ¼ �
ð
A


ð
B


�XC ~rr1;~rr2ð Þ d~rr1d~rr2


�
ð
B


ð
A


�XC ~rr1;~rr2ð Þ d~rr1d~rr2


¼ �2


ð
A


ð
B


�XC ~rr1;~rr2ð Þ d~rr1d~rr2


ð2Þ


�(A,B) provides a quantitative idea of the number of
electrons delocalized or shared between atoms A and B.
Therefore, the PDI is clearly related to the idea of
electron delocalization so often found in textbook defini-
tions of aromaticity. Previous work30,38 has shown that
for a series of planar and curved PAHs there is a
satisfactory correlation between NICS, HOMA and
PDI. In general, larger PDIs go with larger absolute
values of NICS and larger HOMA values.


COMPUTATIONAL METHODS


Molecular geometries of the series of PAHs were fully
optimized with the hybrid density functional theory
(DFT) B3LYP method45–47 using the 6–31G(d) basis
set48–50 by means of the Gaussian 98 program.51 It has
been demonstrated previously that the B3LYP/6–31G(d)
method of calculation yields reasonable molecular struc-
tures of PAHs as compared with experiment.17 The


1


2 Clar structure


Scheme 1. Two of the five Kekulé resonance structures of
phenanthrene and their corresponding Clar aromatic �-
sextets indicated with a circle. The structure with the largest
number of aromatic �-sextets is the so-called Clar structure
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calculation of the electronic (PDI), geometric (HOMA)
and magnetic (NICS) aromaticity criteria was carried out
at the same level of theory.


The GIAO method52 was used to perform calculations
of NICS at ring centers [NICS(0)] determined by the non-
weighted mean of the heavy atom coordinates. To com-
plement the NICS analysis, we also calculated the
NICS(1) values, which are NICS measured at 1 Å above
or below the center of the ring taken into analysis.
Integrations of DIs were performed by use of the AIM-
PAC collection of programs.53 Calculation of these DIs at
the DFT level of theory cannot be performed exactly,54


because the electron-pair density is not available at
this level of theory. As an approximation, we used the
Kohn–Sham orbitals obtained from DFT to calculate
Hartree–Fock-like DIs:54


�ðA;BÞ ¼ 4
XN=2


i;j


SijðAÞSijðBÞ ð3Þ


The summations in Eqn (3) run over all the N/2 occupied
molecular orbitals. Sij(A) is the overlap of the molecular
orbitals i and j within the basin of atom A. Equation (3)
does not account for electron correlation effects. In
practice, the values of the DIs obtained using this approx-
imation are generally closer to the Hartree–Fock values
than correlated DIs obtained with a configuration inter-
action method.54 The numerical accuracy of the AIM
calculations was assessed using two criteria: (i) the
integration of the Laplacian of the electron density
[r2�(r)] within an atomic basin must be close to zero;
(ii) the number of electrons in a molecule must be equal
to the sum of all the electron populations of a molecule,
and also equal to the sum of all the localization indices
and half of the delocalization indices in the molecule.40,41


For all atomic calculations, integrated absolute values of
r2�(r) were always <0.001 a.u. For all molecules, errors
in the calculated number of electrons were always
<0.01 a.u.


RESULTS AND DISCUSSION


Scheme 2 represents the series of 10 PAHs considered in
the present work. All of them are small benzenoid
hydrocarbons that have a single Clar structure. Table 1
gives the corresponding PDI, HOMA, and NICS values
for this series of molecules.


All Kekulé valence structures depicted in Scheme 2 are
the Clar structures of the 10 PAHs considered, as in all
cases they have the maximum number of non-adjacent
aromatic �-sextets (circles).14 These �-sextets represent
rings where six �-electrons tend to be localized. From a
local aromaticity point of view, the rings enclosing a �-
sextet are expected to present higher local aromaticity.
We discuss the reliability of Clar’s �-sextet rule by
analyzing the local aromaticity of the rings through three


widely validated aromaticity criteria: PDI, HOMA and
NICS.


With respect to the electronic-based measure, PDI, it
can be seen how the largest PDI values in each PAH
correspond to the �-sextets. The PDIs for aromatic �-
sextets are within the range 0.09–0.06 e, with the only
exception of ring 8C (0.045 e). On the other hand, non-
�-sextet rings present lower PDI values ranging from
0.03 to 0.05 e. It must be noted that in all cases PDI can
clearly differentiate the aromatic �-sextets, except for
system 8, in which rings B and C present almost the same
aromaticity. Hence PDI is shown to correlate perfectly
with Clar’s �-sextet rule.


Regarding the geometry-based aromaticity criterion,
HOMA, the results in Table 1 indicate the same qualita-
tive behavior for the HOMA and PDI values. In this case,
the range of HOMA values for the aromatic �-sextets is
0.89–0.64, except for ring 8C (0.570). Lower HOMA
values correspond to non-aromatic 6-MRs, which in
some cases (rings 3B, 7B, 7C and 10C) even reach
negative values. Hence the HOMA criterion also vali-
dates Clar’s �-sextet rule.


Finally, the magnetic-based measure, NICS, also
shows the same tendency as PDI and HOMA, aromatic
�-sextets displaying the most negative NICS values. In
particular, for this series, NICS gives larger differences
between aromatic �-sextets and non-aromatic 6-MRs
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Scheme 2. Representation of the series of PAHs having
a single Clar structure that were analyzed, with the
corresponding ring labels.14 Clar’s aromatic �-sextets are
indicated with circles
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than PDI or HOMA, thus facilitating the distinction.
NICS values for aromatic �-sextets are within the range
�13.4 to �8.4 ppm, and for non-aromatic 6-MRs �7.2 to
þ0.1 ppm, with the only exception of ring 9B
(�9.33 ppm). In contrast to PDI and HOMA, NICS
clearly attributes a higher aromaticity to ring 8C
(�13.04 ppm) than 8B (�4.82 ppm). By comparison
with PDI and HOMA, it is worth noting that for com-
pounds with more than one aromatic �-sextet NICS
provides a different ordering of aromaticity of these �-
sextets (i.e. molecules 3, 5, 7, 8 and 9). A complete
analysis of the origin of these differences is beyond the
scope of the present work. However, we think that the
different ordering given by NICS results may be attrib-
uted to the well-known effect of the adjacent ring currents
on the NICS measures.17,55–57 The perpendicular compo-
nent of NICS (NICSzz),


58 recently presented as a better
aromaticity measure than NICS, and NICS calculated at
1 Å above the molecular plane [NICS(1)],59 considered to
reflect better the �-electron effects, present the same
tendency as NICS (see Supplementary material).


Figure 1 shows the correlations between the three
aromaticity criteria for the 10 PAHs depicted in Scheme
2. From the graphics it is seen that, in general, some trends
emerge. In PDI vs HOMA (r2¼ 0.59), the correlation
would be largely improved (r2¼ 0.84) by removing nega-
tive HOMA values. Indeed, negative HOMA values are
probably not as meaningful as positive values since it is
considered that HOMA¼ 0 corresponds to a typical con-
jugated non-aromatic species such as 1,3-butadiene. In
PDI vs NICS (r2¼ 0.58) and HOMA vs NICS (r2¼ 0.55),
the correlations are even worsened after removal of the
rings with negative HOMA values (r2¼ 0.45 and 0.51,
respectively). This poorer correlation is due to the different


Table 1. PDI (in electrons), HOMA and NICS (in ppm) values for the first series of PAHs studied (see the corresponding
numbering in Scheme 2)


Molecule


Measure Ring 1 2 3 4 5 6 7 8 9 10


PDI A 0.080 0.069 0.086 0.084 0.083 0.080 0.084 0.068 0.058 0.071
B 0.047 0.043 0.026 0.034 0.041 0.051 0.034 0.044 0.051 0.045
C 0.044 0.068 0.059 0.031 0.045 0.082 0.031
D 0.073 0.045 0.033
E 0.071 0.029
F 0.055


HOMA A 0.856 0.834 0.889 0.811 0.872 0.847 0.807 0.840 0.749 0.721
B 0.435 0.553 �0.030 0.383 0.356 0.520 �0.518 0.550 0.686 0.477
C 0.518 0.788 0.640 �0.496 0.570 0.853 �0.511
D 0.838 0.479 0.341
E 0.723 0.510
F 0.732


NICS A �10.06 �12.74 �8.63 �9.44 �9.93 �9.80 �9.30 �12.63 �10.97 �12.22
B �6.82 �5.07 �1.18 �4.13 �5.38 �7.15 �3.74 �4.82 �9.33 �5.88
C �5.47 �11.27 �8.35 �2.29 �13.04 �9.77 �1.83
D �11.58 �6.04 �5.86
E �12.38 0.05
F �11.39
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Figure 1. (a) Plot of PDI versus HOMA, (b) plot of PDI versus
NICS and (c) plot of HOMA versus NICS for the series of PAHs
studied
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orderings of aromaticity given by NICS in several mole-
cules as commented on above.


So far we have shown that all three aromaticity criteria
applied agree perfectly with the qualitative description


given by Clar’s �-sextet rule for PAHs having a single
Clar structure. To complement this work, another series
of PAHs having several Clar valence structures were
studied.14,17 Scheme 3 shows the additional systems
considered with their Clar structures and Table 2 lists
the corresponding PDI, HOMA and NICS measures. For
molecule 11, it is worth noting that all three criteria
attribute to ring A a lower aromaticity compared with
molecule 1, whose ring A presents a similar environment.
This reduction is attributed to the non-localizability of the
�-sextet in molecule 11. This fact can be better seen in
molecule 12, for which the lack of localizability of the �-
sextets is evident. In this case, PDI and HOMA measures
attribute very similar aromaticity to rings A and B,
whereas according to NICS values a much larger aro-
matic character is attributable to ring B than ring A. The
opposite behavior of NICS compared with PDI and
HOMA supports the claimed overestimation by NICS
of the local aromaticity of the central rings in polya-
cenes.6,17,60 However, it is also worth noting that the
higher aromaticity of the central ring of the molecule as
indicated by NICS agrees with the stronger ring currents
around the inner rings of acenes observed by Steiner and
co-workers.55,61


In addition, molecule 13 contains two �-sextets in each
of the three existing Clar structures. All three criteria
coincide in attributing a higher local aromaticity to ring A
than ring B. With respect to ring B, by comparison to the
ranges of values for PDI, HOMA and NICS attributed to
localized �-sextet rings for the above series of com-
pounds (1–10), its values are between those found for
aromatic �-sextet rings and non-aromatic 6-MRs. This
description agrees perfectly with that considering the
overall aromaticity of this system as the superposition
of the three Clar structures of molecule 13, with ring A
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Scheme 3. Representation of seven PAHs having several
Clar valence structures that were analyzed, with the corre-
sponding ring labels. Clar’s aromatic �-sextets are indicated
with circles


Table 2. PDI (in electrons), HOMA and NICS (in ppm) values for the second series of PAHs studied (see the corresponding
numbering in Scheme 3)


Molecule


Measure Ring 11 12 13 14 15 16 17


PDI A 0.076 0.066 0.080 0.069 0.079 0.036 0.083
B 0.066 0.053 0.066 0.057 0.048 0.040
C 0.038 0.031 0.064 0.067
D 0.084 0.085 0.047
E 0.085 0.054
F 0.079


HOMA A 0.769 0.619 0.829 0.697 0.749 0.447 0.877
B 0.696 0.542 0.730 0.305 0.666 0.333
C 0.266 �0.097 0.783 0.783
D 0.883 0.820 0.464
E 0.883 0.568
F 0.824


NICS A �9.98 �8.84 �9.94 �9.30 �10.19 �1.90 �9.83
B �12.60 �7.69 �11.69 �7.68 �10.06 �5.06
C � 4.58 �3.91 �12.70 �11.36
D �9.81 �9.55 �6.42
E �8.99 �7.81
F �9.84
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presenting an aromatic �-sextet in two Clar structures,
and with ring B with just a �-sextet in a single Clar
structure. This explains the higher aromaticity of ring A.
With respect to molecule 14, a similar behavior to the two
previous systems is found, as both possible Clar struc-
tures give a similar contribution. PDI and HOMA give the
largest aromatic character to ring D, a lower equivalent
aromaticity to rings A and B and consider ring C almost
non-aromatic. This description agrees perfectly with
considering the overall aromaticity of this system as the
superposition of the two Clar structures, with ring D
presenting a �-sextet in both cases, rings A and B with
just one �-sextet and ring C with none. The NICS
criterion also considers rings A, B and D to be more
aromatic than C, but with a different ordering, hence not
meeting Clar’s rules’ description in a precise way. This
does not necessarily mean that NICS is failing in these
systems because, when several Clar valence structures are
possible, one of them may have a dominant character.
However, it is also true that the different results obtained
with NICS compared with HOMA and PDI in PAH
molecule 14 may be caused by the magnetic influence
of adjacent rings. For molecules 15, 16 and 17, we find
analogous results to those found for molecule 14, and
therefore for the sake of conciseness they will not be
commented on further.


CONCLUSIONS


A series of PAHs were studied to assess the validity of the
qualitative Clar’s �-sextet rule by means of three widely
applied quantitative criteria of local aromaticity: PDI,
HOMA and NICS. For the series of PAHs having a single
Clar structure, all local aromaticity criteria employed
verify the validity of Clar’s rule. The PDI, HOMA and
NICS results justify the location of the �-sextets in the
corresponding rings according to Clar’s rule. The results
are less clear for systems having several Clar structures.
The HOMA and PDI results are in agreement with Clar’s
rule if one assigns the same weight to all possible Clar
structures. On the other hand, the NICS values in some
cases deviate from the estimates of local aromaticity
based on Clar’s rule. This does not necessarily mean
that NICS values fail for these systems because, when
several Clar valence structures are possible, one of them
may have a dominant character. However, the possibility
that the different qualitative results obtained with NICS
compared with HOMA and PDI in certain PAHs with
several Clar structures may be caused by the magnetic
influence of adjacent rings also cannot be ruled out.


Supplementary material


NICSzz and NICS(1) values for all compounds are avail-
able in Wiley Interscience.


Note: It is worth noting that the validity of the Clar’s
model was also discussed by Schleyer and coworkers
(Moran D, Stahl F, Bettinger HF, Schaefer III HF,
Schleyer PvR. J. Am. Chem. Soc. 2003; 125: 6746–
6752) for D6h-symmetric polybenzenoid hydrocarbons
using NICS as a measure of aromaticity.
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18. Gutman I, Tomovic Z, Müllen K, Rabe JP. Chem. Phys. Lett.


2004; 397: 412–416.
19. Havenith RWA, van Lenthe JH, Dijkstra F, Jenneskens LW. J.


Phys. Chem. A 2001; 105: 3838–3845.
20. Ruiz-Morales Y. J. Phys. Chem. A 2004; 108: 10873–10896.
21. Dabestani R, Ivanov IN. Photochem. Photobiol. 1999; 70: 10–34.
22. Hosoya H, Yamaguchi T. Tetrahedron Lett. 1975; 16: 4659–4662.
23. Herndon WC, Hosoya H. Tetrahedron 1984; 40: 3987–3995.
24. Hosoya H, Hosoi K, Gutman I. Theor. Chim. Acta 1975; 38: 37–


47.
25. Aihara J. J. Org. Chem. 1976; 41: 2488–2490.
26. Aihara J. J. Chem. Soc., Perkin Trans. 2 1996; 2185–2195.
27. Ruiz-Morales Y. J. Phys. Chem. A 2002; 106: 11283–11308.
28. Glidewell C, Lloyd D. Tetrahedron 1984; 40: 4455–4472.
29. Katritzky AR, Jug K, Oniciu DC. Chem. Rev. 2001; 101: 1421–


1449.
30. Poater J, Fradera X, Duran M, Solà M. Chem. Eur. J. 2003; 9:
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Copyright # 2005 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2005; 18: 785–791
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ABSTRACT: The topological resonance energy (TRE) calculated for a polycyclic �-system cannot always be used to
predict the thermodynamic or kinetic stability of the �-system. For example, furo[3,4-c]furan (1d) and thieno[3,4-
c]thiophene (2d) are aromatic with large positive TREs and large negative nucleus independent chemical shift (NICS)
values at the ring centers. However, these heterobicycles are predicted to be very high in energy with very small
HOMO–LUMO energy separations. These unusual properties of the heterobicycles are closely associated with the
fact that classical resonance structures cannot be drawn for them. In general, the kinetic stability of a polycyclic �-
system reflects not only the aromaticity of the �-system but also the kinetic stability of the polyene reference.
Copyright # 2004 John Wiley & Sons, Ltd.


KEYWORDS: aromaticity; stability; nucleus-independent chemical shift; furofurans; thienothiophenes


INTRODUCTION


Quantitative relationships among the magnetic, energetic
and geometric criteria of aromaticity have been noted for
a variety of monocyclic heterocycles.1,2 However, these
criteria sometimes give different predictions on aromati-
city when it comes to polycyclic �-systems.3–5 This
aspect of polycyclic species has been explicitly revealed
by theoretical investigations carried out on the isomers of
furofuran (1a–d) and thienothiophene (2a–d)6–8 (Fig. 1,
Table 1). These species are the simplest among poly-
cyclic �-systems, being iso-�-electronic with aromatic
naphthalene. For these heterobicycles, the lowest energy
isomer is not always the most aromatic.
The stability orders of furofuran and thienothiophene


isomers are 1a� 1b> 1c> 1d and 2a� 2b> 2c> 2d,
respectively.6–8 The low-energy isomers 1a, 1b, 2a and
2b satisfy the topological charge stabilization (TCS)
rule.9 However, the relative aromaticities of 1a–d and
2a–d as predicted by their nucleus-independent chemical
shift (NICS)1,2 values show the highest-energy isomers
1d and 2d to be the most highly aromatic (Table 1).6–8


Note that NICS has been used widely as a magnetic
criterion for estimating the degree of aromaticity. The
lowest energy isomers 1a and 2a proved not to have the
largest aromatic or resonance stabilization. If the relative


aromaticities thus determined were fully reliable, it
would imply that highly aromatic molecules are not
always thermodynamically very stable. This does not
conform to our image of aromatic molecules.
In this paper, we critically evaluate the aromaticities of


1a–d and 2a–d using our graph theories of aromaticity
and magnetotropicity10–15 and establish that at least some
aromatic molecules might be energetically or kinetically
very unstable. We use the term ‘magnetotropicity’ when
diatropicity and paratropicity are referred to collectively.


THEORY


Topological resonance energy (TRE) and bond resonance
energy (BRE) are typical energetic quantities defined by
our graph theory. TRE represents a stabilization energy
due solely to cyclic �-conjugation,10,11 which is evalu-
ated relative to the �-binding energy of the graph-theore-
tically defined polyene reference. We use TRE as a
standard measure of aromaticity. BRE represents the
contribution of a given �-bond to the TRE.12,13 If the
smallest BRE in a �-system has a large negative value,
the �-system will be kinetically very unstable with
chemically reactive sites. Both TRE and BRE are given
in units of |�|, where � is the standard resonance integral
in Hückel theory. We assume that all five-membered rings
are regular pentagons in shape. Hückel parameters em-
ployed for 1 and 2 are those determined consistently by
Van-Catledge:16 hO¼ 2.09, kC—O¼ 0.66, hS¼ 1.11 and
kC—S¼ 0.69.
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A graph-theoretical variant3–5,14,15 of the Hückel–
London theory17 is utilized to calculate the intensities
of �-electron currents magnetically induced in polycyclic
�-systems. According to this, a �-electron current in-
duced in a polycyclic � system can be partitioned
formally among all possible circuits in the �-system.
Here a circuit stands for any cyclic path in a �-system.
Let a �-system from which one or more circuits can be
chosen be denoted by G. A current assigned to the ith
circuit, ri, may be called the ith circuit current. The
intensity of the ith circuit current, Ii, can be expressed
in the form14,15


Ii


I0
¼ 18


Si


S0


Yri


m


km
Xocc


j


PG�riðXjÞ
P0
GðXjÞ ð1Þ


where I0 is the intensity of a current induced in the
benzene ring; Si and S0 are the areas of ri and the benzene
ring, respectively; G--ri is the subsystem of G, obtained
by deleting ri from G; PGðXÞ and PG�riðXÞ are the
characteristic polynomials for G and G--ri, respectively;
km is the heterobond parameter for themth � bond;m runs
over all �-bonds that belong to ri; Xj is the jth largest zero
of PGðXÞ; and j runs over all occupied �-orbitals. If there
are degenerate �-orbitals, this formula must be replaced
by others.14,15 Positive and negative values for Ii signify
diatropicity and paratropicity, respectively.
NICS is defined as the negative of the magnetic


shielding calculated at a ring center.1,2 Positive and
negative NICS values at ring centers are associated
primarily with paramagnetic and diamagnetic �-electron
currents, respectively. Schleyer and many others have
referred to NICS as a convenient indicator of local
magnetotropicity or local aromaticity for polycyclic �-
systems.1,2,6,8


RESULTS AND DISCUSSION


NICS values at the ring centers of furofurans (1a–d) and
thienothiophenes (2a–d) are summarized graphically in
Fig. 1, which are those calculated by Subramanian et al.
at the CSGT-HF=6---31þG�� level of theory.6 It is
noteworthy that 1d and 2d exhibit the largest negative
NICS values at the ring centers. On this basis, Subrama-
nian et al. predicted that these isomers must be the most
aromatic although they are the energetically least stable
isomers.6 As shown in Table 1, 1d and 2d have the
smallest total �-binding energies. For these two species,
large negative NICS values never represent thermody-
namic stability. They do not conform to the TCS rule.9


Current density maps for 1a–d and 2a–d are shown in
Fig. 2, where the intensities of all �-electron currents are
given in units of that induced in the benzene ring. These
maps were obtained by superposing all possible circuit
currents. The magnetic field is assumed to be perpendicular


to the plane of this figure; counterclockwise and clockwise
arrows denote diamagnetic and paramagnetic �-electron
currents, respectively. Two rings of these heterobicycles
are diatropic with negative NICS values at their ring
centers. There is no doubt that each NICS value straight-
forwardly reflects the magnetotropicity of the ring con-
cerned. Rings that sustain large diatropic currents exhibit
large negative NICS values. This in turn proves that �-
electron current calculations based on our simple Hückel
model are fully acceptable.
Since heterobicycles 1a–d and 2a–d are essentially of


the same size with the same number of �-electrons, the
relative magnitudes of the TREs can be associated


Figure 1. NICS values at ring centers for furofurans (1a–d)
and thienothiophenes (2a–d), all calculated at the
CSGT-HF=6--31þG�� level of theory.6 Values in parentheses
are the TREs in units of |�|


Table 1. TREs and related quantities for furofurans and
thienothiophenes (all in units of |�|)


Total
�-binding HOMO–LUMO


Species energy gap TRE


Furo[3,2-b]furan (1a) 7.793 1.153 0.224
Furo[2,3-b]furan (1b) 7.749 1.374 0.228
Furo[3,4-b]furan (1c) 7.648 1.117 0.165
Furo[3,4-c]furan (1d) 7.077 0.356 0.187
Thieno[3,2-b]thiophene (2a) 8.223 1.283 0.311
Thieno[2,3-b]thiophene (2b) 8.199 1.547 0.309
Thieno[3,4-b]thiophene (2c) 8.076 1.134 0.251
Thieno[3,4-c]thiophene (2d) 7.690 0.568 0.267
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naively with the order of aromaticity. TREs for these
bicyclic �-systems are given in parentheses in Fig. 1. The
orders of aromaticity of furofuran and thienothiophene
isomers thus determined are 1a� 1b> 1d> 1c and
2a� 2b> 2d> 2c, respectively. These orders are some-
what different from those predicted from the NICS values
(1d> 1a� 1b> 1c and 2d> 2a� 2b> 2c).6,8 It is still
noteworthy that 1d and 2d have larger TREs than 1c and
2c, respectively, although the former species are energe-
tically much less stable than the latter. In this sense, 1d
and 2d are two of the rare examples that are energetically
unstable but fully aromatic.
Why does the TRE order of aromaticity differ from the


NICS order? A clue to this problem is obtained by
partitioning the �-electron currents among the circuits.
All heterobicycles studied have three circuits: two five-
membered circuits and one eight-membered circuit. Cur-
rent intensities induced in the individual circuits, i.e.
intensities of all circuit currents, are given in Fig. 3. All
circuits sustain diamagnetic currents when 1a–d and 2a–
d are placed in the magnetic field. In 1a. 1b, 2a and 2b,
strong currents are induced in two five-membered circuits
and a weaker one in the eight-membered circuit. In 1c and
2c, a strong current is induced in only one of the two five-
membered circuits. In marked contrast, 1d and 2d sustain
very large diatropic currents not only along the two five-
membered circuits but also along the peripheral eight-


membered circuit. Thus, 1d and 2d are different in the
relative intensities of circuit currents from other isomers.
Therefore, it follows that it is not always meaningful to
predict the aromaticity order from the relative NICS
values.
BRE is a useful measure for estimating the contribu-


tion of individual circuits to aromaticity.12,13 If a �-bond
is shared by two or more aromatic circuits, the BRE will
have a large positive value. BREs for all species are
added in Fig. 2. All �-bonds in the heterobicycles studied
have positive BREs, which is consistent with the view
that all these molecules are aromatic with positive TREs.
As for 1a, 1b, 2a and 2b, the central CC bond, i.e. the
bond shared by two rings, has a large BRE, which
indicates that the two five-membered circuits are highly
aromatic on which ca six �-electrons reside. In contrast,
the central bonds in 1d and 2d have much smaller BREs,
suggesting that the two five-membered circuits are much
less aromatic. Central bonds in 1c and 2c are intermediate


Figure 2. �-Electron currents induced in the isomers of
furofuran (1a–d) and thienothiophene (2a–d), all in units
of that for benzene ðI0Þ. Values in parentheses are the BREs
in units of |�|


Figure 3. Circuit currents for furofurans (1a–d) and thie-
nothiophenes (2a–d), all in units of that for benzene ðI0Þ
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in aromatic contribution, which implies that only one of
the five-membered circuits is highly aromatic. The length
of the central CC bond increases along the sequences
1a� 1b< 1c< 1d and 2a� 2b< 2c< 2d.7 These orders
are in exact accord with those of the BRE for the central
CC bonds.
A classical resonance structure is a kind of canonical


structure that consists of CC double bonds and isolated
divalent heteroatoms. As shown in Fig. 1, such resonance
structures can be drawn for 1a–c and 2a–c. Aromaticity
of these species can hence be interpreted in terms of
conjugated circuit theory.18,19 All circuits in 1a, 1b, 2a
and 2b are a kind of conjugated circuit since a resonance
structure can be drawn for the �-system obtained by
deleting from the entire �-system the conjugated atoms
that constitute any of the circuits. Left five-membered
circuits in 1c and 2c are also conjugated. As predicted by
Herndon and Ellzey18 and Randić,18,19 these circuits must
contribute significantly to aromaticity and magnetotropi-
city. Eight-membered circuits in 1c and 2c are conju-
gated. This way of reasoning provides a qualitative
explanation on the origin of aromaticity and diatropicity
in polycyclic �-systems.
However, the conjugated circuit model cannot be


applied to 1d and 2d, for which classical resonance
structures cannot be drawn. A large diatropic current is
induced along the eight-membered circuit although it is
not a conjugated circuit. Thus, high aromaticity of these
species arises both from the eight- and five-membered
circuits, being supported by the structural measures of
aromaticity,6–8 such as BAI (Baird’s Aromaticity In-
dex)20 and HOMA (Harmonic Oscillator Model of Ar-
omaticity).8 These two measures are closely associated
with the degree of bond-length variation in a �-system. In
particular, the BAI decreasing orders of aromaticity are
exactly the same as determined on the basis of relative
NICS values.6,7 According to these geometric criteria
the least stable positional isomers, 1d and 2d, should
be the most aromatic. �-Electrons in such species are
forced to delocalize over the entire �-system because
double-bond fixation is prohibited in the non-classical
�-systems.
In general, an aromatic molecule is kinetically stable


with a large energy separation between the highest
occupied molecular orbital (HOMO) and the lowest
unoccupied molecular orbital (LUMO).21 However, as
shown in Table 1, 1d and 2d have very small HOMO–
LUMO gaps with non-bonding HOMOs. It follows that
these species must be chemically very reactive even if
they are highly aromatic. Since classical resonance
structures cannot be drawn for 1d and 2d, classical
resonance structures also cannot be drawn for the polyene
references. Such non-classical reference structures are
supposed to be extremely reactive like non-classical
acyclic polyenes. The extreme reactivity of non-classical
polyene references for 1d and 2d could not be overcome
by the TRE even if it had a large positive value.


In fact, the chemistry of 2a–d is fully consistent with
the above interpretation of TREs and HOMO–LUMO
gaps.22,23 Thienothiophenes 2a and 2b, which have the
largest positive TREs and the largest HOMO–LUMO
gaps, are kinetically very stable and undergo electrophilic
substitution, whereas isomer 2c, with the smallest posi-
tive TRE and a smaller HOMO–LUMO gap, is sensitive
to air. Isomer 2d, whose polyene reference must be
extremely reactive, is available only as a transient or
heavily substituted species.22,23 It is much more reactive
than 2a or 2b. No experimental studies are available for
furofurans 1a–d.
Consider, for example, two acyclic isomers of C6H8S


(3a, b) in Fig. 4. Both have no TREs because they are
acyclic in topology. It is obvious that 3b is kinetically
much more unstable than 3a since a classical resonance
structure cannot be drawn for the former species. As
suggested above, even acyclic polyenes must be extre-
mely reactive if they are non-classical species. This
constitutes the reason why aromatic 2d is extremely
reactive. Likewise, 1d must be very reactive. At least
we can say that not only acyclic polyenes but also
hypothetical polyene references are very diverse in che-
mical reactivity. Therefore, a large positive TRE is not
always a good indicator of high thermodynamic or
kinetic stability. Most open-shell species must be kineti-
cally very unstable even if they have large positive TREs.


CONCLUSION


We have seen that the TREs calculated for polycyclic
�-systems cannot always be associated with the thermo-
dynamic or kinetic stability of the �-system. Heterobi-
cycles 1d and 2d have large negative NICS values at all
ring centers in accord with the large positive TREs.
However, they must be kinetically very unstable because
the non-classical polyene references are supposed to be
extremely reactive. The TCS rule9 proved to be a rule of
thermodynamic stability but not that of aromaticity. We
have repeatedly pointed out that NICS is not always a
good indicator of aromaticity for polycyclic �-systems.2–4


Note that all of the TREs, BREs and circuit currents, all
utilized in this study, are defined exactly within the same
Hückel framework so that these quantities are theoreti-
cally consistent with each other.10–15


Figure 4. Two isomers of C6H8S (3a and 3b)
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ABSTRACT: Thermolysis of 2-acetoxy-2-methoxy-5,5-dimethyl-�3-1,3,4-oxadiazoline affords acetoxy(methoxy)-
carbene. Thermal rearrangement of acetoxy(methoxy)carbene to methyl pyruvate is a concerted 1,2-migration,
avoiding a potential radical-pair mechanism. Copyright # 2005 John Wiley & Sons, Ltd.
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INTRODUCTION


Recently, we reported that 2-acetoxy-2-methoxy-5,5-
dimethyl-�3-1,3,4-oxadiazoline (1) (also known as 2-
acetoxy-2,5-dihydro-2-methoxy-5,5-dimethyl-1,3,4-oxa-
diazole) undergoes two competing cycloreversions upon
thermolysis in benzene at 110 �C.1 The cycloreversions
were essentially balanced, affording 2-diazopropane (2)
together with the acetic methylcarbonic anhydride 3 on
the one hand, and N2 and the carbonyl ylide 4 on the
other, as shown in Scheme 1. That scheme was supported
with computation of the energetics of the possible cyclor-
eversions (W. Czardybon, J. Warkentin and N. H.
Werstiuk, in preparation). The ylide was assumed to be
the initial product of the extrusion of N2; the actual
materials identified were acetone and methyl pyruvate
(6), the latter from rearrangement of acetoxy(methoxy)-
carbene (5), presumably formed by fragmentation of
ylide 4. The carbene was also inferred from thermolysis
in the presence of benzylidenemalononitrile, which gave
methyl ester 7 through a sequence of reactions outlined in
Scheme 2.1


We now report computations concerning the confor-
mational properties of carbene 5 and the mechanism of its
rearrangement to methyl pyruvate (6). The pyruvate
could arise by concerted rearrangement of 5, or its
genesis could involve the radical pair 8 (Scheme 3).
The experimental results indicated the concerted path-
way, for which there is precedent in the rearrangement of
1-acetoxyalkylidenes.2–4 However, the radical pair mech-
anism is also known for the cases of several dioxycar-
benes5–7 and it was of interest to estimate the barrier for


radical-pair formation from 5, even though there was no
direct experimental evidence for this reaction, and to com-
pute the barriers for other potential fates of the carbene.


EXPERIMENTAL AND RESULTS


Optimized equilibrium geometries (the carbenes were not
constrained to be Cs planar) and transition states were
obtained at the B3PW91/6–31þG(d,p) level, which in-
cludes the three-parameter exchange functional of Becke
and the gradient-corrected correlation functional of
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Scheme 2


Scheme 3







Perdew and Wang,8 using either Gaussian 989 or
Gaussian 03.10 Uncorrected total energies and Z-matrices
for all optimized geometries and transitions states are
included as Supplementary Information (available at
Wiley Interscience). The ZPE-corrected energy and the
enthalpy (at 298.15 K) of carbene 5W1 are also included.
Calculations on the dissociation of 5 to radicals were


carried out at the UB3PW91/6–31þG(d,p) level. Fre-
quency calculations were performed for all structures to
characterize optimized geometries and transition states.
Where necessary, uncorrected total energies, zero-point
corrected energies and enthalpies at 298.15 K are pre-
sented. An IRC calculation was run for the rearrangement
of carbene 5W1 to methyl pyruvate (6).


Conformational analysis of
acetoxy(methoxy)carbene (5)


To analyze possible reactions of carbene 5, it was desir-
able to establish its conformational properties because the


Figure 1. Definition of dihedral angles �, � and � for
acetoxy(methoxy)carbene


Table 1. Selected geometric parameters of conformers of 5 optimized at the B3PW91/6–31þG(d,p) level


Planar structure (�) Dihedral angles found (�)
Energy relative


Conformer of 5 � � � � � � to 5W1 (kcal mol�1)a


5W1 180 180 0 180 180 0.2 0.00
5W2 180 180 180 178.2 173.6 158.4 1.03
5S1 180 0 180 179.1 �4.1 101.2 5.06
5S2 0 180 0 0 180 0.1 1.40
5S3 0 180 180 �3.1 172.1 145.0 4.22
5S4 180 0 0 Not found —
5U1 0 0 0 Not found —
5U2 0 0 180 Not found —


a 1 kcal¼4.184 kJ.


Figure 2. Conformers of 5 and transition states for their interconversion at the B3PW91/6–31þG(d,p) level
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rearrangement and fragmentation of 5 might exhibit
conformational dependences. It was necessary to take
into consideration rotation around three bonds described
by dihedral angles �, � and � (Fig. 1). Conformers
resulting from rotation of the methyl groups were
omitted. The conformers found can be divided into two
groups with respect to values of � and � that describe the
geometry around the carbene carbon. The first group
contains W-like conformers (� � � � 180�) and the
second group contains sickle-like (S) conformations (��
180�, � � 0� or � � 0�, � � 180�) (Table 1). Table 1 lists
all conformers that were found from combinations of �, �
and � values set initially to 0 or 180�. Stable U-shaped
conformations could not be located.


Values of � and � found for 5W1, 5W2, 5S1, 5S2 and 5S3
are close to the values for the planar conformations (0� or
180�), varying from 0� to 4.1� and from 172.1� to 180.0�.
Deviations observed for � are significantly greater.
Changes in that angle correspond to rotation around the
O—C(O) (�) single bond and have a minor influence on
the energy of 5, as will be shown below.


Figure 2 shows the angles of optimized conformations
of 5 that were found, together with transition states (TSs)
connecting them. The three missing conformers (5S4, 5U1,
5U2) are significantly more crowded than the others and
the steric hindrance accounts for the fact that they are not
stable structures. Optimization of those three structures,
starting from ideally planar conformers, led to the more
stable conformations 5S1, 5S2, and 5S3, respectively.


Figure 3 shows the potential energy surfaces for all
stable conformers of 5 that were found, including the
transition states connecting them. It is seen that the
uncorrected energies, ZPE corrected energies or enthal-
pies yield potential energy surfaces that differ only
marginally from each other. The average barriers for
rotation around dihedral angles � and � are in the regions
of 20 and 8.0 kcal mol�1, respectively. As can be seen in
Fig. 3, both barriers for rotation � are very small (2.6 and
4.7 kcal mol�1). Detailed examination of this rotation for


Figure 3. Potential energy surfaces (kcalmol�1) for all con-
formers of 5, including transition states at the B3PW91/6–
31þG(d,p) level. The zero-point corrected total energies are
shown in parentheses and enthalpies (at 298.15K) in square
brackets


Scheme 4


Figure 4. Plot of energy versus distance (Å) between the C
and O atoms at the UB3PW91/6–31þG(d,p) level


Figure 5. Potential energy surfaces (kcalmol�1) for rear-
rangement and fragmentation of 5 at the B3PW91/6–31þ
G(d,p) level and, where necessary, at the UB3PW91/6–31þ
G(d,p) level. The values in parentheses are zero-point correc-
ted total energies and the enthalpies (at 298.15K) are shown
in square brackets. When a product can be formed from
more than one conformer, only the lowest barrier is shown
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conformer 5S1 led to at least two more stable structures
and transition states connecting them with other confor-
mers. Differences in energy between these structures (and
also transition states for their interconversions) and 5S1
are very small (< 1 kcal mol�1), and therefore they were
not taken into consideration. Rotation around the O—
C(O) (�) single bond in 5 has a very minor influence on
energy and the corresponding potential energy surface is
almost flat.


Rearrangements and fragmentations of 5


The conformational preferences for several reactions of 5
that were examined are summarized in Scheme 4.
Although we cannot tell which conformer is the starting
point for a specific product, because some conformers are
undoubtedly equilibrated, the barrier for any step of a
multistep process can be calculated. Conformers 5W1, 5W2


and 5S2 can undergo a [1,2]-acyl shift, yielding methyl
pyruvate (6) with barriers near 17 kcal mol�1. Conformers
5W1 and 5S2 could also fragment to methyl formate (11)
and ketene (12), which might be formed through a
hydrogen shift concerted with breaking of the C—O


bond. The barrier for that reaction lies between about 29
(28.84 calculated) and 30 (30.18 calculated) kcal mol�1.


Conformer 5S1 might also fragment through concerted
breaking of two C—O bonds to form carbon monoxide
and methyl acetate (9). The barrier for this reaction is
about 31 kcal mol�1. Conformers 5S3 and 5W2 might
rearrange through an oxygen shift to form carbene (10)
with barriers near 52 kcal mol�1.


The fragmentation of 5 to acetyl and methoxycarbonyl
radicals (8) was also examined. The transition state for
that reaction could not be located. Figure 4 shows a plot
of energy versus C—C bond length for 5W1. Stretching
the C—O bond causes the energy of the system to rise
but a maximum related to a transition state was not
located. The sum of the energies of the free radicals,
arbitrarily located along the distance axis, is indicated
with an asterisk. The energetic cost of radical-pair for-
mation was estimated as the difference between the sum
of the total energies of the free radicals and the total
energy of 5. While the energy of the radical-pair remains
constant, the cost of its formation varies between 32 and
37 kcal mol�1, depending on the carbene conformer used.
The relative energies of all stable carbene conformers
studied lie in a range of about 5 kcal mol�1.


Figure 6. Geometries of transition states for rearrangements and fragmentations of 5 (Scheme 4) and the optimized geometry
of carbene 10 at the B3PW91/6–31þG(d,p) and, where necessary, UB3PW91/6–31þG(d,p) levels
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Figure 5 shows potential energy surfaces for rearran-
gements and fragmentations of 5. The conformers of 5
shown previously are not differentiated in energy, but are
represented as a box for clarity. The preferred reaction of
5 is predicted to be concerted rearrangement to methyl
pyruvate, with a barrier near 17 kcal mol�1 for different
conformers. This result and the fact that the fragmenta-
tions to radicals have barriers that range from 32 to
37 kcal mol�1 are nicely in accord with our experimental
study showing that 5 does rearrange to methyl pyruvate
(6) without the intermediacy of radicals.1 Additionally,
an IRC calculation clearly established that TS6 connects
5 with methyl puruvate (6).


Figure 6 shows selected geometric parameters of
transition states for reactions and rearrangements of 5
and the optimized geometry of 10.


CONCLUSIONS


A computational study of the chemistry of acetoxy
(methoxy)carbene indicates that it rearranges to methyl
pyruvate via a concerted, 1,2-acyl group migration rather
than fragmentation to a radical-pair and coupling of the
latter. Other potential fates of the carbene involve higher
barriers. Our work indicates calculations at the B3PW91/
6–31þG(d,p) level are suitable for studying reactions of
heteratom-substituted carbenes.
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ABSTRACT: The synthesis of novel chiral ureas (R,R)-2, (S,S)-3 and (R)-6 incorporating the �-phenylethyl group is
described. Conformational analysis of these ureas, and of previously reported (R,R)-1, was carried out computation-
ally, both at semiempirical (AM1 and PM3) and ab initio (HF and B3LYP) levels, and experimentally from x-ray
crystallographic analysis of (R,R)-2 and (S,S)-3, and in the case of (R)-6 by means of NOE NMR spectroscopy.
A substantial preference of 1.5–2.6 kcal mol�1 in favor of conformations with syn-periplanar arrangements between
the C—H bond at the �-phenylethyl N-substituent and the N—C(O) segment was found, and this observation
confirms the relevance of allylic A1,3 strain in this system. The possibility of hydrogen bonding in the syn-periplanar
C—H � � �O——C—N arrangement was discarded in the light of topological analysis of (R,R)-1, within the frame of
Bader’s atoms in molecules theory. Copyright # 2005 John Wiley & Sons, Ltd.


KEYWORDS: chiral ureas; conformational analysis; allylic 1,3-strain; theoretical chemistry; density functional theory;


ab initio calculations


INTRODUCTION


Urea and its derivatives constitute an important class of
organic compounds with a great variety of applications in
fundamental and applied science. They find extensive
application as antioxidants in gasoline,1 dyes for cellulose
fibers,1 non-linear optical devices,2 resin precursors3 and
synthetic intermediates.4 Moreover, the presence of the
urea moiety in many biologically important natural com-
pounds, such as nucleotides, vitamin B13 and enzymes,5


renders it a subject of great interest in biochemistry and
related areas. Furthermore, urea-based drugs have been
developed that are effective antitumor agents6 and HIV
protease inhibitors.7 Finally, the anion binding properties
of urea, owing to its ability to form two hydrogen bonds,8


have been exploited in several relevant areas such as anion
recognition and sensing,9 enantioselective asymmetric
synthesis10 and kinetic resolution of chiral compounds.11


In this context, the synthesis of new chiral ureas (R,R)-
1 and (S,S)-1, incorporating the 1-phenylethyl group at
the N-atoms was recently reported12 [Scheme 1(a)]. The


potential of these chiral Lewis bases as promoters of
stereoselective reactions will depend on the possibility
that the N-1-phenylethyl chiral adjuvant (for recent
reviews on applications of 1-phenylethylamine in the
preparation of enantiomerically pure compounds, see
Ref. 13) adopts a single or predominant conformation
in the molecule. In particular, conformations presenting
coplanar orientation between the C—H bond and the
N—C(O) segment should be preferred in order to prevent
allylic A1,3 strain,14 which would be present in the other
possible conformations around the N—CHMePh bond.
Indeed, N!C——O conjugation in the urea segment
effectively places the phenethyl group in an allylic-like
position, so that the C—H bond, being the smallest
substituent at the stereogenic carbon, should adopt a
syn-periplanar arrangement in relation to the N—C(O)
segment [Scheme 1(b)].


This paper concerns the preparation and conforma-
tional analysis of several chiral ureas structurally related
to 1.


RESULTS AND DISCUSSION


Preparation of chiral ureas 2–5


Acyclic chiral urea (R,R)-2 was obtained by reaction of
(R)-1-phenylethylamine with triphosgene in the presence
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of triethylamine and methylene chloride as solvent,
according to the procedure described in the literature15


[Scheme 2(a)]. Similarly, N,N0-bis[(S)-1-phenylethy-
l]ethane-1,2-diamine16 was the starting material for the
preparation of five-membered urea (S,S)-3 [Scheme 2(b)].
Non-C2-symmetric chiral urea (R)-6 was synthesized
from acrylonitrile via conjugate addition of (R)-1-pheny-
lethylamine followed by catalytic hydrogenation and
condensation with triphosgene [Scheme 2(c)].


Conformational analysis


N,N0-Bis[(R)-1-phenylethyl]propyleneurea, (R,R)-1
As expected from allylic A1,3 strain, x-ray analysis of
single crystals of (R,R)-1 showed an orientation of the 1-
phenylethyl groups in which the C—H bonds are nearly


syn-periplanar to the N—C(O) segment.12 This solid-
state conformation is also predicted to be the most stable
in the gas phase, at various levels of theory (Table 1).


All ab initio methods predict conformation A to
be significantly more stable than conformation B, by
2.2–2.6 kcal mol�1 (1 kcal¼ 4.184 kJ). For comparison,
Broeker et al.17 calculated (4S)-phenyl-(2Z)-pentene to
prefer the a syn-periplanar (C——C/C—H) arrangement C
by 1.5 kcal mol�1 over arrangement D [Eqn (1)]:


ð1Þ


whereas Tietze and Schulz18 found from ab initio calcu-
lations on 3-methyl-1-butene rotamer E (syn-periplanar


Scheme 1


Scheme 2
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orientation between the C——C double bond and the
methine C—H bond) to be 2.48 kcal mol�1 more stable
than rotamer F (anti-periplanar orientation) [Eqn (2)]:


ð2Þ


The experimentally obtained [x-ray diffraction analysis
of crystalline (R,R)-1; see Ref. 12] interatomic distance
between the carbonyl oxygen and the methine C—H
hydrogen on the 1-phenylethyl group is 2.27 Å, which is
less than the sum of the atomic van der Waals radii for
oxygen and hydrogen, 1.50 and 1.20 Å, respectively.19


Hence the possibility of the existence of a hydrogen
bonding interaction that could contribute to the stabiliza-
tion of conformer A in the equilibrium depicted in
Table 1 was considered. Nevertheless, it must be pointed
out that two recent, high-level theoretical studies20 of the
N-methyl rotational barriers in amide and urea derivatives
concluded that staggered conformers G are 0.3–
0.8 kcal mol�1 more stable than conformers H [Eqn (3)],
in which one could expect that hydrogen bonding stabi-
lization would be more efficient.


ð3Þ


To obtain information regarding the nature of the C—
H � � �O——C interaction in A (Table 1), theoretical analy-
sis within the frame of the topological theory of atoms in
molecules21 was carried out. The AIM200022 set of
programs was used, obtaining the properties of atoms
and critical points (cps) in the charge density: electron
density (�), Laplacians (r2�) and ellipticities (").


Two of the most important contributions of the AIM
theory are the precise definition of an atom in a molecule
and the definition of the chemical bond. These concepts
correspond to the topological properties of the electron
density.21 The chemical structure of a molecule is un-
ambiguously described determining the critical points
through the electron density (�) and corresponds to the
gradient zero density points. These points, and also
the first and second derivatives, can be determined with
the use of the AIM200022 program. From the second
derivative, it is possible to determine the three principal
curvatures associated with a critical point due to its index
(the algebraic addition of the curvature sign). In addition
to density, ellipticity is an important property of a critical
point. This is defined as the coefficient of the negative
curves along the perpendicular axis to the bonding path,
" ¼ �ð1Þ=�ð2Þ � 1, and should be considered as an index
of a bond’s anisotropy.


Figure 1 shows the calculated C—H � � �O——C bond
trajectories and critical points between atoms in the
electron density analysis of (R,R)-1. Most relevant, the
C—H � � �O——C bond trajectories present low electronic


Figure 1. Critical points and bonding trajectories in the
electron density of (R,R)-1 calculated at the HF/6–
311þG**//HF/6–31G** level of theory (for clarity, Ph
groups have been deleted)


Table 1. Calculated (gas-phase) conformational preference of the N-(1-phenylethyl) N-substituents in (R,R)-1


�E Dihedral [H—C*—N—C(O)] angles ( �)


Method (kcal mol�1) A B


AM1 1.69 28.9 and 26.5 28.6 and �163.7
PM3 1.27 27.1 and 32.4 34.0 and �176.7
HF/3–21G 2.19 14.7 and 14.9 5.9 and �165.1
HF/6–31G** 2.54 2.9 and �14.5 �3.6 and 170.4
B3LYP/6–31G* 2.35 3.0 and 7.9 2.8 and �169.4
B3LYP/6–31G** 2.33 3.0 and 7.6 2.8 and �170.1
B3LYP/6–311þG**//B3LYP/6–31G* 2.59 3.0 and 7.9 2.8 and �169.4
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density at the critical points a and b (�¼ 0.022 and
0.021 e Å�3, respectively) which is indicative of a very
weak bonding interaction. In contrast, bonding interac-
tions are usually associated with much larger electronic
densities; for example, a typical A—H � � �B hydrogen
bond presents �� 0.36 e Å�3 (Ref. 21) (Fig. 1 and
Table 2). Furthermore, the large ellipticity parameters
for critical points a and b in (R,R)-1 (1.865 and 3.752,


respectively) (Table 2) are indicative of a minor
interaction.23


N,N0-Bis[(R)-1-phenylethyl]urea, (R,R)-2. Relative to
cyclic urea (R,R)-1 (see above), the conformational
behavior of the acyclic urea (R)-2 is much more complex
since rotation around the amidic segments leads to
various possible arrangements of the 1-phenylethyl group
in combination with E and Z conformations (see, for
example, Ref. 24). An ab initio DFT (B3LYP/6–31G*
level) evaluation of all rotamers originating from rotation
around the N—C(O) and N—C(H) bonds afforded the
seven energy minima (E< 5.0 kcal mol�1), which are
given in Table 3. This table does not include conformer
EEa, whose energy was estimated to be
>12.0 kcal mol�1.


It can be appreciated from Table 3 that the two
conformers of lowest energy, i.e. EZa and ZZa (Erel¼ 0.0
0.0 and 0.2 kcal mol�1, respectively), fulfil expectations
in terms of the concept of allylic A1,3 strain. Indeed,
the C—H bonds in these conformers are oriented in a


Table 2. Properties of critical points associated with weak
interactions in (R,R)-1 (see Fig. 1)


Point � (e Å�3) � xa ya za


ab 0.022 1.865 �0.0230 �0.0080 0.1326
bb 0.0213 3.752 �0.0221 �0.0046 0.1301
cc 0.0215 �0.022 0.0097 0.1272
dc 0.0213 �0.0215 0.0052 0.1275
ec 0.0197 �0.0148 0.0769 0.0825


a Eigenvalues of the Hessian at critical point.
b Critical bond point (3, �1).
c Critical ring point (3, þ1).


Table 3. Relative energies for the conformers of lowest energy of (R,R)-2, according to ab initio DFT B3LYP/6–31G*
calculations


Conformer Total energy (hartree) Erel. (kcal mol�1) Dihedral H—C*—N—C(O) angles ( �)


ZZa �844.272822 0.22 �24.6 and �24.6
ZZb �844.268623 2.86 �13.4 and �167.5
ZZc �844.266308 4.31 166.7 and �166.7
EZa �844.273178 0.00 �26.4 and �38.4
EZb �844.268699 2.81 39.8 and 173.4
EZc �844.26946 2.33 164.0 and �39.5
EZd �844.265698 4.69 167.7 and 171.6
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syn-periplanar manner to the N—C(O) segment. In the
rest of the isomers, allylic A1,3 strain induced by the
methyl and phenyl substituents results in higher energy
content (lower stability).


Figure 2 presents the x-ray crystallographic struc-
ture and the solid-state conformation of (R,R)-2. The
structure was solved and refined using SHELX-97,25a


within WinGX program version 1.64.05.28.25b Crystal
data: C17H20N2O1, molecular weight¼ 268.35, ortho-
rhombic P2 21 21, a¼ 4.6697(2) Å, b¼ 9.8125(4) Å,
c¼ 16.3979(7) Å, �¼ 90.0 �, �¼ 90.0 �, �¼ 90.0 �, V¼
751.38(5) Å3, crystal size 0.17� 0.30� 0.48 mm3,
R1¼ 0.0401 (wR2¼ 0.0982). [Atomic coordinates for
the structures reported in this paper have been deposited
at the Cambridge Crystallographic Data Centre. The
coordinates can be obtained, on request from the Direc-
tor, Cambridge Crystallographic Data Centre, 12 Union
Road, Cambridge CB2 IEZ, UK (Fax þ44 1223 336036;
E-mail: deposit@ccdc.cam.ac.uk; deposition number
CCDC 263119.] The C—H bonds at the N-1-phenylethyl
groups orient themselves in a syn-periplanar manner
relative to the N—---C—---O segment. Therefore, as a
consequence of allylic A1,3 strain, the molecule adopts
a quasi-C2 arrangement in the crystal.


N,N0-Bis[(S)-1-phenylethyl]propyleneurea, (S,S-3.
This chiral urea was modeled at the B3LYP/6–31G*
level. The optimized structure (Table 4) presents a half-
chair ring conformation with the carbonyl group oriented
along the C2 symmetry axis. The calculated energy
difference between conformers I and J [Eqn (4)] is
1.27 kcal mol�1, the former being more stable.


ð4Þ


Again, in conformer I [syn-periplanar arrangement
between the C—H bond and the N—C(O) segment]
allylic A1,3 strain is minimized. Nevertheless, it can be
appreciated that �E(IÐJ)¼ 1.27 kcal mol�1 in (S,S)-3 is
significantly lower than �E(AÐB)¼ 2.35 kcal mol�1


calculated for six-membered (R,R)-1 at the same level


of theory. This difference in conformational bias can
easily be accounted for in terms of the structural differ-
ences in the five- and six-membered rings. In particular,
the interatomic distance between the carbonyl oxygen
and the C—H hydrogen of interest are estimated as
2.15 Å in (R,R)-1 and 2.39 Å in (S,S)-3. Hence, manifes-
tation of the allylic A1,3 strain effect is more evident in
the former system.


Recrystallization of (S,S)-3 afforded single crystals
suitable for x-ray analysis (Fig. 3). The structure was
solved and refined using SHELX-97,25a within WinGX
program version 1.64.05.28.25b Crystal data:
C19H22N201, molecular weight¼ 294.39, orthorhombic
P212121, a¼ 8.6014(3) Å, b¼ 12.1590(4) Å, c¼
15.8840(6) Å, �¼ 90.0 �, �¼ 90.0 �, �¼ 90.0 �, V¼
1661.22(10) Å3, crystal size 0.30� 0.37� 0.40 mm3,
R1¼ 0.0394 (wR2¼ 0.0846) (deposition number CCDC
263120). Most interesting is the propeller-like orientation


Figure 2. X-ray crystallographic structure and solid-state
conformation of N,N0-bis[(R)-1-phenylethyl]urea, (R,R)-2


Table 4. Optimized geometry of lowest energy in (R,R)-1,
(R,R)-2, (S,S)-3 and (R)-6 at the B3LYP/6–31G* level (dis-
tances in Å, angles in degrees; the phenyl ring is not
included).


(R,R)-1 (R,R)-2 (S,S)-3 (R)-6


N1—C2 1.385 1.378 1.387 1.387
C2—N3 1.385 1.391 1.387 1.381
N1—C4 1.478 1.472 1.470 1.478
C4—H5 1.091 1.092 1.094 1.092
C2—O6 1.238 1.230 1.228 1.232
N1—C2—N3 117.3 115.3 108.0 116.5
N1—C4—H5 104.0 104.4 103.5 103.6
N1—C2—O6 121.3 123.8 126.0 123.2
N3—C2—O6 121.4 120.9 126.0 120.3
H5—C4—N1—C2 7.6 �26.4 �26.6 �12.7
C4—N1—C2—O6 1.3 8.7 1.3 5.6
C4—N1—C2—N3 �179.6 �168.9 162.2 �177.3


Figure 3. X-ray crystallographic structure and solid-state
conformation of N,N0-bis[(S)-1-phenylethyl]ethyleneurea,
(S,S)-3
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of the 1-phenylethyl groups, which are expected to lead to
high enantioselectivities in reactions taking place with a
suitable substrate coordinated to the C——O oxygen atom.
Again, the solid-state structure of (S,S)-3 fulfils expecta-
tion based on the concept of allylic A1,3 strain.


N-[(R)-1-Phenylethyl]propyleneurea, (R)-6. The po-
tential energy surface (PES) presented in Fig. 4 was
obtained by constraining the H—C—N—C(O) dihedral
angle for rotation about the C—N bond and fully
optimizing (B3LYP/6–31G* level) the remaining internal
coordinates. Intervals of 10 � were used.


As seen in Fig. 2, the two lowest energy rotamers
present H—C—N—C(O) dihedral angles of 0 � and
195 �, the former being 2.04 kcal mol�1 more stable.
Once again, this observation is in agreement with ex-
pectation in terms of minimization of allylic A1,3 strain.


Support for this conclusion was acquired experimen-
tally by means of 1H NMR spectroscopy, and in particular
from observation of a significant nuclear Overhauser
effect (NOE) on one of the diastereotopic26 hydrogens
adjacent to the N-1-phenylethyl group. As illustrated in
Eqn (5), a 2.4% enhancement at HA upon irradiation of
the methyl group is congruent with a predominance of
conformer K and a dihedral angle � ¼ 0 �.


ð5Þ


Summary


Theoretical analysis by means of semiempirical (AM1
and PM3) and ab initio (HF and DFT) methods confirm
the predominance of those conformations that minimize
allylic A1,3 strain in N-(1-phenylethyl)-containing ureas
1–3 and 6. This conformational bias suggests that chiral
ureas such as 1–3 and 6 or their derivatives should be
effective promoters of stereoselective reactions,27 owing
to the substantial steric and electronic differences pre-
sented by the hydrogen, methyl and phenyl groups in the
1-phenylethyl chiral auxiliary.


EXPERIMENTAL


General methods


TLC: silica gel F254 plates; detection with UV radiation
or iodine vapor. Flash column chromatography:28 silica
gel (230–400 mesh). Melting-points: not corrected.
1H NMR spectra: 60, 270 and 400 MHz spectrometers.
13C NMR spectra: 22.5, 67.8, and 100 MHz spectro-
meters. Chemical shifts (�) in ppm downfield from
internal TMS reference; the coupling constants (J) are
given in Hz. Optical rotations were measured in a
polarimeter, using the sodium D-line (589 nm). Mass
spectra: 20 eV.


Computational methods


Geometry optimizations (with no symmetry constraints)
of all conformers were performed using semiempirical


Figure 4. Rotation around the N—C* bond in (R)-6, according to HF/3–21G* calculations (fully optimized geometries)
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(PM3 and AM1) and ab initio (HF and B3LYP) methods,
using the Gaussian 98, Revision A.7,29 series of pro-
grams. Thermodynamic corrections of energy in ab initio
calculations were carried out by zero-point energy (ZPE)
correction. The consideration of electronic correlation is
very important in conformational studies;30 thus, hybrid
functionals B3LYP at the 6–31G(d,p) or 6–31G(d) level
and also ab initio level were examined.


Topological analysis of (R,R)-1 was possible by means
of AIM200022 (atoms in molecules package), a set of
programs that defines the properties of atoms and bond-
ing patterns [charge density (�), Laplacians (r2�) and
ellipticities (") of critical points between atoms] in a
molecule.


Syntheses


N,N0-Bis[(R)-1-phenylethyl]propyleneurea, (R,R)-1. This
compound was prepared according to the procedure
developed in our laboratory.12


N,N0-Bis[(R)-1-phenylethyl]urea, (R,R)-2. The procedure
described in the literature15 was followed. The crude
product was purified by silica gel flash chromatography28


(CH2Cl2–AcOEt, 8:2) to give a white solid (79% yield),
m.p. 209–210 �C (lit.31 m.p. 207–209 �C). [�]D


25 �C¼ þ
55.6 (c¼ 0.85, EtOH) {lit.31 [�]D


25 �C¼ þ 51.7 (EtOH,
concentration not given)}. 1H NMR (400 MHz, DMSO-
d6): � 1.26 (d, J¼ 7.0 Hz, 6H), 4.69 (dq, J1¼ 8.0 Hz,
J2¼ 7.0 Hz, 2H), 6.25 (d, J¼ 8.0 Hz, 2H), 7.16–7.32 (m,
10H). 13C NMR (100 MHz, DMSO-d6): � 23.9, 40.6,
126.2, 126.9, 128.7, 146.2, 157.0.


N,N0-Bis[(S)-1-phenylethyl]ethyleneurea, (S,S)-3. In a
250 ml round-bottomed flask provided with a magnetic
stirrer was placed 5.37 g (20.0 mmol) of N,N0-bis[(S)-1-
phenylethyl]ethane-1,2-diamine16 dissolved in 100 ml of
dichloromethane. The solution was cooled to 0 �C before
the dropwise addition of 2.11 g (7.1 mmol) of triphosgene
dissolved in 50 ml of dichloromethane. The ice–water
bath was removed and stirring was continued for 24 h.
Isolation of the product involved addition of 50 ml of
1.0 M HCl. The aqueous phase was separated and washed
with 50 ml of dichloromethane and the combined organic
layers were dried and concentrated in a rotary evaporator.
The crude product was purified by flash chromatogra-
phy28 (hexane–EtOAc, 9:1) to give 2.36 g (40% yield)
of (S,S)-3 as white crystals, m.p. 73–74 �C.
[�]D


25 �C¼ � 84.4 (c¼ 2.2, CHCl3). 1H NMR
(300 MHz, CDCl3): � 1.49 (d, J¼ 7.1 Hz, 6H), 2.86 (m,
2H), 3.17 (m, 2H), 5.32 (q, J¼ 7.1 Hz, 2H), 7.24–7.35
(m, 10H). 13C NMR (75 MHz, CDCl3): � 16.3, 37.7, 50.3,
127.2, 127.3, 128.4, 140.9, 160.1. MS: m/z 294 (Mþ, 53),
280 (14), 189 (42), 175 (45), 105 (100). Anal. calcd for
C19H22N2O: C, 77.51; H, 7.53. Found: C, 77.59; H,
7.75%.


3-[(R)-1-Phenylethylamino]propionitrile, (R)-4. In a
125 ml round-bottomed flask provided with a magnetic
stirrer was placed 11.0 g (90.9 mmol) of (R)-1-pheny-
lethylamine dissolved in 60 ml of methanol. To this
solution was added 6.95 ml (100 mmol) of acrylonitrile
and the resulting mixture was heated at reflux for 18 h.
Concentration in a rotary evaporator afforded the crude
product that was distilled in a Kugelrohr at 110–113 �C/
0.1 mmHg to give 14.9 g (95% yield) of (R)-4,
[�]D


25 �C¼þ69.9 (c¼ 1.55, CHCl3). 1H NMR (CDCl3,
400 MHz): � 1.37 (d, J¼ 6.6 Hz, 3H), 1.55 (bs, 1H),
2.31–2.49 (m, 2H), 2.69–2.84 (m, 2H), 3.81 (q, J¼ 6.6,
1H), 7.24–7.37 (m, 5H). 13C NMR (CDCl3, 100 MHz): �
18.9, 24.5, 42.9, 57.8, 118.8, 126.5, 127.3, 128.6, 144.8.
MS: m/z 174 (Mþ, 1), 160 (12), 159 (100), 105 (41),
91 (10).


N-[(R)-1-Phenylethyl]propylene-1,3-diamine, (R)-5. In a
hydrogenation flask were placed 3.33 g (19.1 mmol) of
(R)-4 and 0.33 g of 5% rhodium on alumina before the
addition of 60 ml of methanol saturated with ammonia.
The flask was pressurized to 500 psi of hydrogen and
shaken at ambient temperature for 18 h. The reaction
mixture was filtered over Celite, concentrated and the
crude product was purified by distillation in a Kugelrohr,
b.p. 100–105 �C/1.0 mmHg, to afford 3.06 g (90% yield)
of (R)-5 as a colorless liquid, [�]D


25 �C¼þ53.0 �


(c¼ 1.86, CHCl3). 1H NMR (CDCl3, 300 MHz): � 1.34
(d, J¼ 6.6 Hz, 3H), 1.59 (�q, J¼ 6.8 Hz, 2H), 2.06 (br,
3H), 2.40–2.59 (m, 2H), 2.72 (� t, J¼ 6.8, 2H); 3.73 (q,
J¼ 6.6, 1H), 7.21–7.32 (m, 5H). 13C NMR (CDCl3,
75 MHz): � 24.5, 34.0, 40.6, 45.7, 58.5, 126.9, 127.2,
128.8, 145.8. MS: m/z 179 (Mþþ 1, 5), 120 (100), 105
(94), 91 (34), 73 (60). HRMS (FAB): calcd for C11H19N2


(Mþ þH): 179.1548. Found: 179.1541.


N-[(R)-1-Phenylethyl]propyleneurea, (R)-6. In a 150 ml
round-bottomed flask provided with a magnetic stirrer
were placed 2.3 g (12.8 mmol) of (R)-5, 3.6 ml
(26.1 mmol) of triethylamine and 8.0 ml of dichloro-
methane. The resulting solution was cooled to 0 �C before
the dropwise addition of 1.3 g (4.5 mmol) of triphosgene
dissolved in 30 ml of dichloromethane. Stirring was
continued for 30 min at 0 �C and for 2 days at ambient
temperature. The reaction mixture was treated with 50 ml
of 1.0 M HCl and the organic phase was separated,
washed with brine solution, dried and concentrated to
give the crude product, which was purified by flash
cromatography28 with EtOAc as eluent. (R)-6 was ob-
tained (2.05 g, 78% yield) as white crystals, m.p. 94–
96 �C [�]D


25 �C¼þ99.2 � (c¼ 1, CHCl3). 1H NMR
(CDCl3, 400 MHz): � 1.50 (d, J¼ 7.0 Hz, 3H), 1.78 (m,
2H), 2.79 (m, 1H), 3.08 (m, 1H), 3.27 (m, 2H), 5.28 (bs,
1H), 5.89 (q, J¼ 7.0 Hz, 1H), 7.21–7.36 (m, 5H). 13C
NMR (CDCl3, 100 MHz): � 15.8, 22.3, 39.3, 40.5, 50.6,
127.0, 127.4, 128.4, 141.5, 156.5. MS: m/z 205 (Mþþ 1,
17), 204 (Mþ, 100), 189 (87), 161 (24), 127 (16), 105
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(21). Anal. Calcd for C12H16N2O: C, 70.56; H, 7.90; N,
13.70. Found: C, 70.45; H, 8.11; N, 13.78%


Acknowledgements


We are grateful to Professor Maria de Jesús Rosales for
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ABSTRACT: The restricted rotation about the conjoining bond in a series of 400-substituted bi-imidazole nucleosides
{5-amino-4-[400-R-imidazol-200-yl]-1-(�-D-ribofuranosyl)-1H-imidazole; where R¼H, methyl, hydroxymethyl, ox-
alo, formyl} due to intramolecular hydrogen bonding between N-300 and the N-6 protons concomitant with prototropic
tautomerism has been examined using multinuclear (1H, 13C and 15N) experimental NMR. Substitution at the 400


position causes the interconversion, whilst still an intramolecular process, to yield complex spectra as the dynamic
process consists of a two-site exchange between non-degenerate tautomeric forms (asymmetric sites). The preferred
tautomers were identified experimentally in each case and compared with theoretically determined structures
geometry optimized using density functional theory (DFT) at the B3LYP/6–31G(d,p) level of theory on which
gauge-independent atomic orbital-DFT (GIAO-DFT) computations at the B3LYP/cc-pVTZ level of theory were
applied to calculate the chemical shifts of the 1H, 13C and 15N nuclei. Both the site and the extent of protonation of the
bi-imidazole nucleosides were also similarly ascertained using the same methodology. Protonation at the pyridine-
type nitrogen (N-300) of the outer imidazole ring, the principle site of protonation, effectively eliminated the barrier to
rotation about the conjoining bond yielding time-averaged spectra experimentally. Copyright # 2004 John Wiley &
Sons, Ltd.
Supplementary electronic material for this paper is available in Wiley Interscience at http://www.interscience.
wiley.com/jpages/0894-3230/suppmat/


KEYWORDS: NMR spectroscopy; molecular modeling; DFT calculations; etheno adducts; tautomeric equilibrium;


hindered rotation


INTRODUCTION


The study of DNA structural modifications (lesions) and
their repair mechanisms continues to receive consider-
able attention1 due to their prominent role in mutations,
aging and in degenerative diseases associated with aging,
e.g. cancer.2 Some of the most commonly encountered
DNA lesions are the exocyclic DNA adducts and, in
particular, etheno adducts with an additional five-mem-
bered ring fused to the base moiety are of considerable
interest3 since they can result from reaction with a variety
of chemicals,4 can exhibit miscoding properties5 and can
persist in some tissues.6 For example, the 1,N6-ethenoa-
denosine adducts depicted in Scheme 1 have been re-
ported4,7 as a result of the reaction of genotoxic agents
with adenosine. The etheno adducts are not necessarily
stable and can react further; for example, in basic aqu-
eous solution 1,N6-ethenoadenosine and its substituted


derivatives form the bi-imidazole nucleosides 1 and 3–5
by ring-opening and subsequent deformylation.8,9


Despite the present level of spectroscopic analysis,
confusion can still exist for structural motifs of fairly
basic simplicity, such as represented by these imidazole
moieties, and even recently workers have highlighted a
number of inconsistencies in the NMR signal assign-
ments of imidazoles.9,10 However, there are several
factors that can account for these anomalies, viz. the state
of protonation, the existence of tautomeric equilibrium,
and the peculiarities of the scalar coupling constants that
can occur either wholly within or incorporating a five-
membered ring (e.g. 3,4JH,H,


2,3JH,C,
11 2–4JH,N,


12). Of the
many methods available for determining the state of
protonation, only a few can definitively indicate the
actual site of protonation within the molecule. Despite
its limited sensitivity, 15N NMR is one of the preferred
methods13,14 for such studies and therefore also for the
study of valence and prototropic tautomerism.14,15 The
concept of protonation site and the determination of it by
NMR has been well reviewed.16
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In a previous study in which the restricted rotation
and concomitant prototropic tautomerism of 1 were
reported,14 the basis for the restricted rotation about the
C4—C20 0 bond adjoining the two imidazole rings was
the intramolecular hydrogen bonding that was in effect
between the N-6 protons and N-300 resulting in two
degenerate forms, 1a and 1d (see Scheme 2). Protonation
of 1 at N-300 (1H), as indicated by the large chemical shift
change of N-300, resulted in the reduction of the intramo-
lecular hydrogen bonding and essentially free rotation
about the C4—C20 0 bond. Upon substitution, the situation
is rendered more complex and the study is now extended
to encompass the results of such substitution and include


the newly synthesized, methyl-substituted 2 as well as the
previously reported9 compounds 3–5 together with their
protonated forms 1H–5H. As before,14 the results of this
study rely principally on 15N NMR but the experimental
results are now supported by theoretical calculations of
the chemical shifts of the 1H, 13C and 15N nuclei using
gauge-independent atomic orbital17-density functional
theory18 (GIAO-DFT) methods on theoretically deter-
mined structures geometry optimized using DFT at the
B3LYP/6–31G(d,p) level of theory.


RESULTS AND DISCUSSION


The assignment of the resonances and the structures
themselves of compounds 1–5 were based mostly on
the standard application of COSY and HMQC together
with a heavy reliance on 1H{13C} and 1H{15N} HMBC
experiments, but in some instances on comparison with
previous assignments, chemical shifts, or ultimately, by
default. For both 13C and 15N NMR, despite ample quan-
tities of sample, detection difficulties were occasionally
encountered in the cases of extreme exchange broadening
and as a consequence, spectra were also acquired at
higher temperatures. For 1H{15N} HMBC correlations,
the 2JH,N couplings were assumed to be larger, and there-
fore the correlations expected to be more pronounced, in
comparison to the 3JH,N couplings within the imidazole
rings.12 Although both 13C and 1H are also potential
indicators of the site of protonation, both nuclei are
sensitive to structural changes and, additionally for 1H,
also subject to general environment changes. In this
work, the chemical shifts of the 1H nuclei were, on occa-
sion, concentration dependent but, surprisingly, not that
temperature dependent. 13C and 15N spectra (both only
measured for concentrated samples) were also found to be
fairly insensitive to temperature. Overall, the 1H chemical
shifts were not particularly indicative, despite the fact
that the chemical shifts of the protons neighbouring the
protonation site (i.e. H-2, H-50) can move to lower field by
as much as 1 ppm.19 Of the carbons, the most indicative
was C-4 which moves noticeably upfield upon protona-
tion of N-30, N-3, or both.
For calculation of the chemical shifts, refinement of


the geometries was first performed by a hybrid DFT18


method at the B3LYP/6–31G(d,p) level of theory in
order to define the structures at a sufficiently high level
of theory appropriate20 for the calculation of reliable
NMR shielding constants. For the various calculated
conformations, the input geometries predetermined the
structures with respect to rotation about the C4—C20 0


bond. Systematic conformational searching of the ribose
unit was not performed as the chemical shifts of the
bi-imidazole moiety are not substantially affected by
changes in the sugar ring and the same ribose conforma-
tion was thus maintained throughout. The energy of each
geometry-optimized structure was also calculated at the


Scheme 1. The ring opening of the 1,N6-ethenoadenosine
adducts to yield the bi-imidazole nucleosides 1–5. The atom
labelling in use for compounds 1–5 is indicated


Scheme 2. The interconversion by prototropic tautomerism
and/or rotation between various structures for the non-
protonated species 1–5 showing, where applicable, the
hydrogen bonding that is in effect and responsible for the
restricted rotation about the C4——C20 0 bond. The number-
ing of the nitrogens defined in the outer bi-imidazole
moiety, for the sake of clarity, remains invariant in ensuing
tautomeric conversions, i.e. the number of the nitrogens are
spatially fixed and the nitrogen farthest from N-6 is always
labelled N-100 even though this results in an unconventional
numbering for structures b and c
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same level of theory. The nuclear shieldings were calcu-
lated using the GIAO method17 at the B3LYP/cc-pVTZ
level of theory. For scaling of the calculated chemical
shifts (15N, 13C and 1H), a broad range of different
compounds were used for calibration (ca 25 in total,
see Experimental). Although the calibration for each
of the three nuclei (see Figs 1–3 for 15N, 13C and 1H
nuclei, respectively) using these compounds all resulted
in very good correlations (R2¼ 0.992, 0.999 and 0.997
for 15N, 13C and 1H nuclei, respectively), significant
deviations for the chemical shifts in terms of chemical
interpretation were often encountered, but nevertheless
trends were still in evidence and are discussed on a case-
by-case basis.


5-Amino-4-imidazol-200-yl-1-(b-D-ribofuranosyl)-
1H-imidazole (1)


As reported previously14 for the unsubstituted compound
1 (see Table S1 for the 15N and 13C chemical shifts and
Table S2 for the 1H chemical shifts of the imidazole rings
and attendant R substituent in EPOC), of the four possible
identifiable species related by either prototropic shifts or
rotation about the C4—C20 0 bond, restricted rotation about
the C4—C20 0 bond was observed but concomitant with
rotation was prototropic tautomerism. Thus, species 1b
and 1c resulting only from rotation or tautomerism were
not detected as discrete entities and only the two, spin-
indistinguishable species 1a and 1d were in evidence by
NMR, i.e. the interconversion amounts to an intramole-
cular dynamic process consisting of symmetrical two-site
exchange. Given the dual nature of the interconversion
between 1a and 1d, the term ‘roto-tautomers’ is applied
to the two species 1a and 1d (and similarly, 1b and 1c).
The basis for the restricted rotation, and the reason why
structure 1a (1d) is preferred over 1b (1c), is the favour-
able intramolecular hydrogen bonding that occurs be-
tween the N-6 protons and N-300 in 1a. Consistent with
this, the two planes of the imidazole rings were calculated
to be effectively coplanar in 1a (see Table S2), i.e. facile
delocalization of the � electrons between the two rings
can be assumed to be in effect. For 1b, two energy mini-
mum structures were located, 1b0 and 1b00. In the former
case, the N-6 protons are orientated towards H-300 and
the steric hindrance that results is only alleviated by the
twisting of the imidazole rings, i.e. rotation about the
C4—C20 0 bond (a torsion angle of 34.25


� was calculated),
with the consequent loss of the facile delocalization. The
cost is effectively seen in the raised energy of the system,
58 kJmol�1 higher relative to 1a (Table S2). The other
structure, 1b00, has the N-6 protons orientated away from
H-300 and this not only eliminates the steric repulsion, but
permits hydrogen bonding to be in effect between H-300
and N-6, i.e. in the reverse order to that in operation in 1a.
But the removal of an unfavourable interaction and the
introduction of a favourable interaction does not translate


into an energetically preferred species as these benefits
appear to be offset by a detrimental change in the electron
distribution of the imidazole rings (as indicated by the
chemical shifts of N-1, N-3 and C-4) brought about by
the reverse order of the hydrogen bonding. Thus a high
energy species results as well, coincidentally also
58 kJmol�1 higher relative to 1a. These changes do,
nonetheless, permit the return of near co-planarity of
the two imidazole rings in 1b00 (calculated torsion angle
of 5.69�). The differences in the calculated chemical
shifts (also included in Tables S1 and S2) between 1b0
and 1b00 bear out these structural changes, e.g. the
chemical shift of the H-6s were calculated to be
1.8 ppm more downfield in 1b0, which can be ascribed
to both steric compression and hydrogen bonding effects,
similarly the calculated downfield shift of H-300 in 1b00
(þ2.6 ppm) can be attributed solely to the hydrogen
bonding that this proton is engaged in. On the 13C and
15N side, there are many changes due to electronic
redistribution with the most significant noted above, but
in addition the relative upfield position of N-300 in 1b0
(�3.5 ppm) can be ascribed to steric compression effects
and the downfield position of N-6 in 1b0 (þ12.4 ppm) due
to loss of hydrogen bonding in this structure. With an
energy difference of 58 kJmol�1, the concentration of
species 1b is thus inferred to be negligible under the
experimental conditions.
The calculated 1H chemical shifts for structures 1a and


1b provided little assistance in assessing the preferred
roto-tautomer, but the 13C and 15N chemical shifts on the
whole saw fair agreement between the experimental
values and those calculated for structure 1a in compar-
ison with those of structure 1b. The most dramatic
example was N-3 where the calculated values differed
by almost 20 ppm and the experimental value was within
2.66 ppm of the value calculated for structure 1a. In some
cases even structure 1b was favourably implicated by the
chemical shifts, notably by the chemical shift of N-6, but
on the whole, confidence in the agreement between the
calculated values for the known structure 1a and the ex-
perimental values was high and preferential to the alter-
nate structure 1b.
Previously it was ascertained that protonation of 1


occurred principally at N-300, although minor contribu-
tions from other prototropic tautomers could not be
discounted (see Scheme 3). As a consequence of proto-
nation at N-300, the intramolecular hydrogen bonding is
no longer in effect and the rotation is essentially unin-
hibited, comparatively. For the calculations, computa-
tions on three species were performed, protonation on N-
300 (1He), protonation on N-6 (1Hg) and diprotonation on
both N-300 and N-3 (1H2i). The calculated energies
indicated 1Hg to be 36 kJmol�1 less stable than 1He
and therefore negligible in concentration. As expected,
the torsion angle between the imidazole planes in 1Hg
was quite low, and for both 1H2i and 1He, conformers
were calculated where the torsion angle remained low.
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5-Amino-4-[400-methylimidazol-200-yl]-1-
(b-D-ribofuranosyl)-1H-imidazole (2)


Substitution of the outer imidazole ring changes the
dynamics with respect to the restricted rotation and the
two roto-tautomers a and d are no longer equivalent and
the exchange process thus amounts to an intramolecular
dynamic process consisting of asymmetrical two-site
exchange. Compound 2 was found to be particularly
well suited and amenable to analysis as the rate of inter-
conversion of the roto-tautomers was slow and both roto-
tautomers, 2a and 2d, were present in appreciable con-
centrations. For almost all of the signals of the bi-
imidazole moiety of 2, distinct signals were observed
for each of the two roto-tautomers including H-2 and
dynamic broadening was even evident on occasion for H-
10 (vide infra). The relatively sharp signals observed for


the H-400/H-500 signals readily facilitated their identifica-
tion and, although the situation was complicated by spin
exchange, NOE enhancements inferred that the NH
signal at � 11.560 (the major roto-tautomer) was adjacent
to a methine proton (no NOE was observed from the NH
protons to the methyls) and that neither the � 11.560 nor
the � 11.680 signal was adjacent to NH2, thereby ruling
out structures 2b and 2c and providing structure 2a for the
major roto-tautomer and structure 2d for the minor roto-
tautomer by default. The calculated chemical shifts for
structures 2a and 2d were also a better match for the
experimental values in comparison to structures 2b and
2c, in particular the C-400 and C-500 signals readily pro-
vided distinction between 2a and 2d thus confirming the
structural assignments. Roto-tautomer 2a was calculat-
ed to be �0.51 kJmol�1 more stable (�E) than roto-
tautomer 2d, which is in excellent agreement with


Scheme 3. The various contributing resonance forms of the primary monoprotonated species (1He–3He and 5He) and other
contributing minor tautomeric forms (f–h) to the dynamic equilibrium together with the diprotonated species (i) observed for
the hydroxymethyl (3H2i) and oxalo (4H2i) substituted derivatives. Rotation about the C4——C20 0 bond is essentially unrestricted
and preferred roto-tautomers are not inferred for structures incorporating protonation on N-300 (structures e, i, etc.)


Bi-IMIDAZOLE NUCLEOSIDES 243


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2005; 18: 240–249







experimental observations (predicted ratio, 55.0 : 45.0;
found, 53.5 : 46.5). Similarly, the roto-tautomers 2b and
2c were also calculated to be too high in energy to be
observable, with similar results being obtained for the
pairs of conformers 2b0 and 2b00 and 2c0 and 2c00 with
respect to energies, torsion angles, and chemical shifts as
was found for the 1b0 and 1b00 conformers.
For 2H, only one roto-tautomer, 2He, with a torsion


angle of 3.71� was calculated {the differences between
the two roto-tautomers is expected to be negligible, as
confirmed by the calculation of both the 3He and 3He0
roto-tautomers (vide infra)} and although the agreement
between the experimental and calculated chemical shifts
was only moderate, it was nonetheless clear that proto-
nation had occurred only at N-300.


5-Amino-4-[400-(hydroxymethyl)imidazol-200-yl]-1-
(b-D-ribofuranosyl)-1H-imidazole (3)


In the 13C spectra of 3, only one set of signals was present
but a fast exchange process was clearly in evidence as the
signals for both C-400 and C-500 were severely broadened
(and to a lesser extent the CH2OH carbon), even at
120 �C. In the 15N spectra, neither N-100 nor N-300 were
observable. To assess whether one of the two likely,
intramolecularly hydrogen-bonded forms 3a and 3d re-
presents a predominant species for the time-averaged
spectra in the absence of both the N-100 and N-300 reso-
nances, reliance was placed on the 13C chemical shifts
calculated for both 3a and 3d. The high-field signal for C-
500 (� 111.6) implies a proximal disposition to a pyrrole-
type nitrogen (N-100) whilst the low-field signal for C-400
(� 139.0) implies that it is adjacent to a pyridine-type
nitrogen (N-300) and based on this the conclusion is drawn
that 3a represents the predominant species in a biased
equilibrium. It is not apparent why 3a is the preferred
roto-tautomer in comparison with the methyl derivative 2
where an electron-donating group appears to render little
preference for either roto-tautomer. Nothing, though, can
be inferred regarding the relative exchange rates as
population differences as well as the rate per se affect
the appearance of the spectra. The calculations were in
full accord with the experimental observations though,
as 3a was predicted to be more stable than 3d by
ca 5.6 kJmol�1 which equates to a predominance of
ca 90% at 303K.
Compound 3Hwas isolated from acidic aqueous media


(pH 3) and protonation of the pyridine-type nitrogen (N-
300) in the outer imidazole ring was clearly indicated by
the chemical shifts of both N-100 (�� 219.78) and N-300
(�� 218.62). In the 13C spectra, very slight line broad-
ening provided evidence of dynamic effects. Compared
with the values for 3a, the downfield shifts of H-500
(þ0.5 ppm) and C-500 (þ3.4 ppm) and the upfield shifts
of, C-200 (�5.6 ppm) and C-400 (�6 ppm) all indicated
protonation of the outer imidazole ring. In 1H, both N-1


and N-3 were excluded as the sites of protonation based
on the constancy of their chemical shifts in both the
unprotonated (1a) and protonated (1H) forms. For the
sample of 3H, the chemical shift for N-3 (�� 149.53) is
notably upfield by 16.2 ppm in comparison to the value
for the unprotonated form 3a (�� 133.33). This upfield
shift is a clear indication of a degree of protonation at N-
3, but for the complete protonation of N-3 the chemical
shift would be expected to be at much higher field.
Therefore, N-3 is only partially protonated (50% max-
imum, estimated on the chemical shift of N-3) and the
sample thus consists of a mixture of monoprotonated
(dominated by 3He) and diprotonated forms (dominated
by 3H2i). As was postulated for 1,14 the protonation of
the outer imidazole ring also perturbs the chemical shifts
of the inner ring atoms by effecting a flow of electrons
from the inner ring towards the outer ring. Interestingly,
the partial protonation of N-3 in 3H2 resulted in more
pronounced effects only in the chemical shifts of C-4 and
C-200, shown by the upfield shifts of �9.4 and �5.6 ppm,
in comparison with �7.2 and �4.1 for 1, respectively.
Previously,9 no experimental distinction was made


between 3 and 3H and the 1H and 13C chemical shifts
for 3 reported in that study are similar to those for 3H
reported here, except for C-4 and C-200 due to diprotona-
tion. Given the similar manner in which the samples
were produced, and since no dynamic exchange broad-
ening was observed, the values obtained in the previous
study most likely represent only the mono-protonated
species 3H.
Both 3He and its rotamer 3He0 were calculated and


essentially little difference was found in the chemical
shifts for all nuclei and their relative energies. Thus,
restricted rotation would not be so easily discernable even
if the improbable scenario of a high barrier to rotation
was in effect. Thus, the decision to calculate only one
structure in the other compounds is justified and the
results support the notion of unrestricted, free rotation
in the N-300 protonated species which is adequately
represented by e alone.


5-Amino-4-[400-oxaloimidazol-200-yl]-1-
(b-D-ribofuranosyl)-1H-imidazole (4)


Given the method of synthesis, it is the sodium salt of the
oxalo acid which is the species present in solution and
this, of course, has a determinate effect on the exchange
rate. For 4, dynamic exchange effects were also apparent
by the line broadening evident for the outer ring carbon
signals (C-200, C-400 and C-500) whilst the inner ring nuclei
provided sharp signals at their expected chemical shifts
(the chemical shifts of the inner ring nuclei are all very
similar for 1–5). Due to the dynamic exchange line
broadening, only one nitrogen atom in the outer ring
was observed, with its chemical shift (�� 134) indicat-
ing it to be a pyridine-type nitrogen and hence it was
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assigned as N-300. This nitrogen also showed a correlation
to the proton resonating at � 7.679, which was thus
assigned H-400. The chemical shift for the methine carbon
C-400 (� 140.3) also points to it being adjacent to a
pyridine-type nitrogen rather than to a pyrrole-type
nitrogen. Thus, the restricted rotation about the C4—
C200 bond favors the predominant species 4d. The ob-
served chemical shifts matched fairly well with the
calculated values for species 4d� although some major
deviations were also noted. Also in agreement with the
observations, the calculated energies indicated a high
preference for 4d� over 4a�.
Although it appears that the parent compound 1 and the


hydroxymethyl derivative 3 are more basic in nature than
4 (and 5, vide infra), isolation of 4H from an aqueous
solution of pH 2 actually resulted in a diprotonated
species, 4H2i, with the sites of protonation clearly in-
dicated by the chemical shifts of the nitrogens now
bearing the protons. For the diprotonated form of 4H
(4H2i), N-3 was assigned as one of the sites of protona-
tion as it resonated 55 ppm upfield, in comparison with
the unprotonated form 4d, at �� 188.28. The chemical
shift difference between N-1 and N-3 is therefore reduced
markedly to 18 ppm in comparison with 78 ppm for 4d
and indicates a high, if not complete, degree of protona-
tion of N-3. Similarly, the upfield shift for C-4
(�8.9 ppm) and, in particular, the downfield shifts of H-
2 by ca 1.2 ppm and H-500 by ca 0.2 ppm are now of note.
It was possible to detect only one 15N NMR signal
originating from the outer imidazole ring and this nitro-
gen, resonating at �� 180.9, is shifted upfield by
�46.7 ppm in comparison with the nitrogen observed
for 4d. From the spectra it is also apparent that rotation
about the C4—C20 0 bond is almost free although some
dynamic process is still in effect. Although the system
lies below the coalescence point, the minor species was
not detected. Thus whilst protonation clearly occurs at
N-3, despite the restricted rotation still in evidence which
is complicated by prototropic tautomerism, the chemical
shift changes nonetheless imply that protonation has also
occurred at N-300. Initial protonation at N-3 may in fact be
preferred due to the electron-withdrawing capability of
the oxalyl group by mesomeric effects reducing the
basicity of both N-100 and N-300. For the most part, the
observed chemical shifts fall in between the calculated
chemical shifts for the two discrete species 4He and
4H2i. Furthermore, in comparison to 4H reported earlier,9


diprotonation is also indicated by the chemical shift
of C-4.


5-Amino-4-[400-formylimidazol-200-yl]-1-
(b-D-ribofuranosyl)-1H-imidazole (5)


For 5, the predominant species was identified as 5d, i.e.
the same roto-tautomer as observed for 4, and this can be
attributed to the electron-withdrawing capability of the


formyl group reducing the basicity of N-300 in structure 5a
and thereby destabilizing this roto-tautomer relative to
structure 5d. Only the methine carbon in the outer ring
(C-400) shows extreme broadening at room temperature
indicating a large chemical shift difference between the
two carbons of the different roto-tautomers in comparison
with the quaternary carbon C-500. The reason why this
chemical shift difference should be large, or conversely
why the chemical shift difference of the quaternary
carbon should be small, is not clear. Upon raising the
temperature (to 60, 90 �C), the methine carbon clearly
sharpens, but other resonances also show distinct shar-
pening, e.g. the carbon signal of the formyl substituent,
C-200, and to a lesser extent, C-500 and even C-2 (!). Only
one roto-tautomer was actually observed, but these dy-
namic-exchange broadening effects clearly implicate the
presence of a minor roto-tautomer. The structure of the
major roto-tautomer was based on the magnitude of the
expected 2JH,N and 3JH,N couplings in the outer ring. 2J
between the methine proton and a pyridine-type nitrogen
is expected to be large (more than several Hz), whilst the
rest should be small, notably 3J between the methine
proton and a pyridine-type nitrogen. Thus with only one
correlation present in the HMBC spectrum (based on
8Hz) between the methine proton and a pyridine-
type nitrogen (at �� 129.17), this places the proton
geminal to the pyridine-type nitrogen which is expected
to be located near the amine group for the formation of a
hydrogen bond resulting in the predominant species 5d.
Unfortunately, the attempted isolation of 5H under


acidic conditions resulted in problems being encountered
with compound solubility and/or stability on all occa-
sions. Inexplicably, the product obtained was sometimes
completely insoluble in DMSO and attempts to generate
5H or 5H2 by the addition of trifluoroacetic acid were
also unsuccessful as the compound was readily oxidized
or was hydrolysed to the free base and sugar. It was just
not a matter of titrating the basic sample and observing
spectral simplification as diprotonation also readily oc-
curred in addition to the decomposition and it was simply
not possible to obtain spectra for the monoprotonated
species only. Thus, experimental evidence cannot be
provided for this particular case despite the apparent
previous success.9 However, based on the observations
made for 4 and its protonated form it seems feasible that
protonation of N-300 should be accompanied by a high
degree or complete protonation of N-3. This seems to be
the case for 5H in the previous study9 where it was the
diprotonated species 5H2which had in fact been obtained
based on the reported 13C chemical shifts, e.g. the upfield
shift of C-4.


Final comments and observations


Given that the rate of interconversion between the roto-
tautomers is clearly pH dependent, and furthermore, it
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was found to also be concentration dependent, it was
outside the scope of this study to measure the intercon-
version rates for samples which displayed rates in the
slow-exchange region. Curiously, the interconversion
rates were also observed to be time dependent. This
phenomenon was previously overlooked due to the man-
ner in which the samples were examined (the NMR
samples were normally prepared well in advance of
observation) and a freshly made-up sample could display
an interconversion rate which increased upon standing up
to a final, terminal value. Moreover, it was demonstrated
that Naþ ions could also influence the observed inter-
conversion rate (and the presence of Naþ ions in both the
unprotonated and protonated samples of 2 was readily
validated by 23Na NMR), but the exact nature of this
interaction and whether Naþ ion adducts were being
formed, was not elucidated. Additional comments and
observations on this interesting phenomenon and spec-
ulation on the role of Naþ ions are presented as supple-
mentary material available in EPOC.
The possibility of Naþ ion adducts being present in


solution, however, did not prompt a search by MS as Naþ


ion adducts are often observed under certain MS condi-
tions (e.g. FABþ, ESIþ, APCIþ) as artifacts without
pertaining to species actually present in solution. It
should be noted though, that solution-state Naþ adduct
species pertaining to real species have been analysed21


successfully using cold-spray ionization22 (CSI) and this
represents an avenue for further investigation. Attempts
were, however, made to obtain additional evidence for the
diprotonated species (e.g. 2H2, 3H2) by MS using solu-
tions of the prepared NMR samples as well as solutions of
lower pH and by utilizing a variety of sample introduction
techniques (APCIþ, ESIþ and FABþ) in combination
with a variety of ion separation systems (sector magnets,
ion traps and quadrupoles). The results proved fruitless
as none of the conditions provided an identifiable
doubly-charged ion, even when conducting fragmenta-
tion searches (precursor ‘parent’ and product ‘daughter’
ions). But as has been amply demonstrated,23 gas-phase
ions can not only be of opposite charge to the solution-
state analytes, but multiply-charged ions can readily be
produced from singly-charged species and vice versa and
the results obtained are heavily dependent on the parti-
cular conditions of the analysis.23


CONCLUSIONS


Whilst it is not always clear why one roto-tautomer may
be preferred over the other, e.g. for 3 roto-tautomer a
dominates whilst for 2, the a and d roto-tautomers are
very close in energy, nonetheless excellent agreement
between experiment and theory has been obtained. The
factors that determine the bias of the equilibrium are the
relative electron-withdrawing or -donating capabilities of
the R substituent for the imidazole ring in the various


roto-tautomers, either by mesomeric or direct inductive
effects, and also specifically the electronic influence on
N-300 as this affects the strength of the hydrogen bond and
can thus have a marked influence on the overall energy of
the structure. The same reasoning as used earlier14 to
identify the roto-tautomers in each case was applied here,
no contraindications were found and the same conclu-
sions are drawn but are now supported by theoretical
calculations. Thus it has been successfully demonstrated
that using GIAO-DFT methodology it is possible to not
only determine the site in monoprotonation cases, but
also the extent of multiprotonation using 15N NMR
spectroscopy and despite the practical shortcomings of
15N NMR, it nevertheless represents an overall advan-
tage, particularly when supported by GIAO-DFT calcula-
tions. The same can also be stated with regards to 13C
NMR too, particularly when supplemented by calcula-
tions. Although the gas phase calculations are good for
13C and 15N whilst only poor for 1H, this is not un-
expected given the concentration-dependent behaviour of
the 1H chemical shifts and their susceptibility to general
environmental influences.


EXPERIMENTAL


NMR spectra were acquired at 30 �C or, where indicated,
at elevated temperatures in d6-DMSO {sample concen-
trations ca 2, 10, or 100mg 0.5ml�1 for 1H and 100mg
0.5ml�1 for 13C, 23Na, and 15N (at natural abundance)} at
11.75T equipped with either a 5mm normal configura-
tion tunable probe or a 5mm inverse z-axis field-gradient
probe operating at 500.16MHz for 1H, 125.78MHz for
13C, 50.69MHz for 15N, and 132.30MHz for 23Na. 1H
and 13C spectra were referenced internally to the solvent,
2.49 ppm for 1H (to d5-DMSO) and 39.50 ppm for 13C (to
d6-DMSO); 15N spectra were referenced externally to
90% nitromethane in CD3NO2 (0 ppm); 23Na spectra
were referenced externally to a saturated solution of
NaBr in D2O (0 ppm). For 13C and 15N, the chemical
shifts are reported to two decimal places when taken from
1-D spectra and to one decimal place when they are
extracted from the f1 dimension of 2-D spectra or are of
very broad resonances in the 1-D spectra. Further general
experimental details (NMR and MS), the synthetic meth-
odology9 (slightly modified) used to obtain compounds
3–5 in both their neutral and protonated forms, and the 1H
and 13C NMR data for the ribose units of compounds 1
and 3–5 are available as supplementary material in
EPOC.


Computational methods


Freehand structures were pre-optimized using a molecu-
lar mechanics MMþ method available within the Hy-
perChem program package.24 Geometry optimizations
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were performed using a DFT18 method contained within
the Gaussian 98 program;25 a B3LYP functional26 and a
6–31G(d,p) basis set27 with a tight SCF convergence
criterion was used in order to define the structures at a
sufficiently high level of theory appropriate20 for the
calculation of reliable NMR shielding constants. The
energies of the structures were calculated at the same
level of theory. For calculation of the chemical shifts
(�¼�ref.��n), nuclear shieldings were calculated using
the Gaussian 98 program25 implementation of the GIAO
method17 at the B3LYP/cc-pVTZ level28 of theory. For
calibration of the chemical shifts (15N, 13C and 1H), a
range of different compounds (ca 25 in total) were
selected encompassing various structural entities and
included several substituted pyridines and pyrimidines,
several substituted benzenes, naphthalene and other con-
densed systems, furan, N,N-dimethyl formamide, nitro-
methane, TMS, and the aliphatic heterobicyclic systems
of refs 29 and 30 amongst others. The geometries of the
selected calibration compounds were optimized and their
chemical shifts calculated using the same methodology
as for the compounds under study; their experimental
chemical shifts were either measured or taken from refs
20, 29, or 30 and plotted vs the calculated shifts (see
Figs 1–3). The resulting sum of the least squares method
fitted linear equations were then used to calibrate the
calculated chemical shifts of the studied compounds for
comparison with the experimental values.


Syntheses


The preparation of the starting ethenoadenosines and the
structural characterization of the bi-imidazole nucleo-
sides 1 and 3–5 resulting from ring-opening have been
described in detail previously9 but the methodology to
obtain the substituted bi-imidazoles 3–5 in both their
neutral and protonated forms has been slightly modified
and is described in the supplementary material available


in EPOC together with the 1H and 13C NMR data for the
ribose units of compounds 1 and 3–5.


5-Amino-4-[400-methylimidazol-200-yl]-1-
(b-D-ribofuranosyl)-1H-imidazole (2)
and its protonated form (2H)


7-Methylethenoadenosine, prepared according to the
method of Virta et al.,31 (0.85 g, 2.78mmol) was heated
for 15 h at 80 �C in 100ml of 0.1 M NaOH. After cooling
to room temperature, the mixture was divided into two
equal portions. One half of the mixture was concentrated
to a volume of ca 20ml by rotary evaporation and stored
in a refrigerator for overnight. The crystalline material
was filtered off, redissolved in 10ml of 0.05 M NaOH
and again stored overnight in a refrigerator to yield a
crystalline product. The product was collected by filtra-
tion and dried in a vacuum desiccator over dipho-
sphorus pentoxide to afford the neutral form of 2
(0.15 g, 37%) as a white powder. UV: �max(H2O)/nm


Figure 1. Plot of GIAO-DFT {B3LYP/cc-pVTZ}-calculated vs
experimentally observed 15N NMR chemical shifts for a range
of compounds and nuclear environments


Figure 2. Plot of GIAO-DFT {B3LYP/cc-pVTZ}-calculated vs
experimentally observed 13C NMR chemical shifts for a range
of compounds and nuclear environments


Figure 3. Plot of GIAO-DFT {B3LYP/cc-pVTZ}-calculated vs
experimentally observed 1H NMR chemical shifts for a range
of compounds and nuclear environments
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216, 280; �min(H2O)/nm 234. m/z (FABþ) 296 (MHþ,
100%), 164 (MHþ � ribosylþH, 100%). HRMS (FABþ)
(MHþ) 296.1331 (calcd. for C12H18N5O4: 296.1359). For
the 1H, 13C and 15N NMR of the imidazole rings, see
Tables S1 and S2. For the ribose unit of 2, the spectra of
both roto-tautomers were isochronous and only one set
of signals was observed. 1H NMR (conc soln) � ppm:
5.520 (d, JH-20 ¼ 6.2, H-10), 4.357 (t, JH-10 ¼ JH-30 ¼ 5.8,
H-20), 4.106 (dd, JH-20 ¼ 5.1, JH-40 ¼ 3.4, H-30), 3.923
(�qt, JH-30 ¼ JH-5a0 ¼ JH-5b0 ¼ 3.3, H-40), 3.638 (d(AB)d,
JH-5b0 ¼�11.9, JH-40 ¼ 3.3, H-5a0), 3.605 (d(AB)d,
JH-5a0 ¼�11.9, JH-40 ¼ 3.2, H-5b0), 5.401 and 5.260 (br s,
HO-20, HO-30, HO-50), (10mg 0.5ml�1 soln) 5.486 (d,
JH-20 ¼ 6.2, H-10), 4.323 (t, JH-10 ¼ JH-30 ¼ 5.8, H-20),
4.069 (m, H-30), 3.886 (�qt, JH-30 ¼ JH-5a0 ¼ JH-
5b0 ¼ 3.2, H-40), 3.615 (d(AB)d,JH-5b0 ¼�12.2, JH-
40 ¼ 3.0, H-5a0), 3.574 (d(AB)d, JH-5a0 ¼�12.1, JH-
40 ¼ 3.0, H-5b0), 5.358 and 5.189 (br s, HO-20, HO-30,
HO-50), and (dilute soln) 5.475 (d, JH-20 ¼ 6.2, H-10),
4.311 (�qt, JH-10 ¼ 6.2, JH-30 ¼ 4.7, JHO-20 ¼ 6.2, H-20),
4.062 (�qt, JH-20 ¼ 4.7, JH-40 ¼ 3.3, JHO-30 ¼ 4.3, H-30),
3.878 (�qt, JH-30 ¼ 3.3, JH-5a0 ¼ 3.3, JH-5b0 ¼ 3.3, H-40),
3.603 (m, JH-5b0 ¼�12.0, JH-40 ¼ 3.3, JHO-50 ¼ 4.9, H-5a0),
3.569 (m, JH-5a0 ¼�12.0, JH-40 ¼ 3.3, JHO-50 ¼ 4.6, H-5b0),
5.317 (d, JH-20 ¼ 6.2, HO-20), 5.153 (t, JH-5a0 ¼ 4.9, JH-
5b0 ¼ 4.6, HO-50), 5.116 (d, JH-30 ¼ 4.3, HO-30). 13C NMR
(conc soln) � ppm: 87.91 (sl br, C-10), 85.22 (C-40), 73.11
(sl br, C-20), 70.23 (C-30), 61.22 (C-50).
The other half of the reaction mixture from above was


acidified to pH 4 by the addition of dilute HCl. The
mixture was concentrated to a volume of ca 10ml and
acetone–diethyl ether (1 : 2 v/v) added until the mixture
became cloudy. Storage of the mixture in a refrigerator
overnight afforded a crystalline product which was fil-
tered off, redissolved in 5ml of water and the pH of the
resulting solution again adjusted to pH 4 by the addition
of dilute HCl. The product was precipitated under cold
conditions by the addition of acetone–Et2O (1 : 2 v/v),
collected by filtration, and dried in a vacuum desiccator
over diphosphorus pentoxide to afford the protonated
form of 2 (0.19 g, 47%) as a white powder. For the 1H,
13C and 15N NMR of the imidazole rings, see Tables S1
and S2. For the ribose unit of 2H, 1H NMR (conc soln) �
ppm: 5.576 (d, JH-20 ¼ 6.3, H-10), 4.291 (t, JH-10 ¼
JH-30 ¼ 5.7, H-20), 4.090 (dd, JH-20 ¼ 5.1, JH-40 ¼ 3.2, H-
30), 3.941 (�qt, JH-30 ¼ JH-5a0 ¼ JH-5b0 ¼ 3.0, H-40), 3.605
(d(AB)d, JH-5b0 ¼�12.5, JH-40 ¼ 3.0, H-5a0), 3.590
(d(AB)d, JH-5a0 ¼�12.7, JH-40 ¼ 3.0, H-5b0), (the signals
of the HO-20, HO-30 and HO-50 protons were not ob-
served), (10mg 0.5ml�1 soln) 5.556 (d, JH-20 ¼ 6.5, H-
10), 4.298 (t, JH-10 ¼ JH-30 ¼ 5.3, H-20), 4.065 (dd, JH-20


¼ 5.0, JH-40 ¼ 3.1, H-30), 3.933 (�qt, JH-30 ¼ JH-5a0 ¼
JH-5b0 ¼ 3.0, H-40), �3.60 (d(AB)d, JH-5b0 ¼�11.7,
JH-40 ¼ 2.8, H-5a0), �3.58 (d(AB)d, JH-5a0 ¼�11.5,
JH-40 ¼ 2.7, H-5b0), 5.476, 5.363, 5.219 (br s, HO-20,
HO-30 and HO-50), and (dilute soln) 5.560 (d, JH-20


¼ 6.4, H-10), 4.294 (t, JH-10 ¼ 6.4, JH-30 ¼ 5.2, H-20),


4.071 (dd, JH-20 ¼ 5.2, JH-40 ¼ 3.1, H-30), 3.936 (�qt,
JH-30 ¼ 3.1, JH-5a0 ¼ 3.1, JH-5b0 ¼ 3.0, H-40), 3.606
(d(AB)d, JH-5b0 ¼�12.0, JH-40 ¼ 3.1, H-5a0), 3.589
(d(AB)d, JH-5a0 ¼�12.0, JH-40 ¼ 3.0, H-5b0), 5.468,
5.342, 5.192 (br s, HO-20, HO-30, HO-50). 13C NMR
(conc soln) � ppm: 88.01 (C-10), 85.62 (C-40), 73.12
(C-20), 70.13 (C-30), 60.96 (C-50).
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ABSTRACT: A theoretical study of chiral recognition in the minimum and proton transfer transition state structures
of 15 pairs of chiral phosphinic acid dimers was carried out using DFT and MP2 methods, up to the MP2/6–
311þþG(3df,2p) level. The proton transfer proceeds via a concerted pathway in all cases studied. Even though these
complexes show high interaction energies, of the order of 120 kJ mol�1, and short interatomic HB distances, our
results show small energy differences between the homochiral (RR or SS) and the heterochiral dimers (RS or SR) both
in the equilibrium configuration and in the proton transfer transition state owing to the disposition of the nonoxygen
substituents of the phosphorus atom as proved with additional model complexes. Copyright # 2005 John Wiley &
Sons, Ltd.
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INTRODUCTION


The forces that determine molecular structures can be
classified into covalent, metallic and noncovalent, which,
with some overlapping, correspond to strong, medium
and weak or to organic, coordination and supramolecular
chemistry. All have the same importance for chemistry
and for life, but the weaker they are, the more difficult
they are to study and characterize.


Concerning non-covalent interactions, it is important
to consider, in addition to their strength, the fact that there
are two possibilities: either the groups that interact are
complementary (the most common case) or identical.
Identical groups that show attractive effects are found
only in van der Waals interactions (possible also for
different groups). A metallic center can bring together
two identical ligands such as two phosphines, two cyclo-
pentadienyls or two benzenes. One of the most important
of the weak interactions, the hydrogen bond (HB), always
occurs between two complementary groups (Scheme 1).


This assertion needs to be clarified. For instance, two
or more water molecules are associated through HBs.
However the two molecules are different: one acts as an
HB donor (HBD, —O) and the other as an HB acceptor
(HBA, ���, Scheme 2). The same happens to all HBs
between identical molecules.


When two neutral molecules, a charged and a neutral
molecule or two molecules of opposite charge approach


each other, a bimolecular equilibrium structure is formed.
If both molecules are chiral (this is the most common
case but it is not a necessary condition),1 two supramo-
lecular complexes that differ in energy can be formed, the
RR(SS) and the RS(SR) forms. This phenomenon is called
chiral recognition; the name becomes self-recognition if
the two molecules are identical. The recognition could
involve three, two or one interaction. From simple parity
considerations, if three centered HBs are excluded, self-
recognition using HBs is only possible in the case of two
interactions (see Scheme 3, complex 2b). One interaction
needs identical groups (‘, complex 1a) and three inter-
actions need one (complex 3b) or three identical groups
(a rather improbable situation unless metallic centers are
involved).


Bifurcated (three-centered) HBs2 destroy the 1:1 parity
and three interactions between two identical molecules
are possible (Scheme 4).


We need now to discuss the famous three-point attach-
ment (TPA) model of Easson and Stedman of 1933.3,4


This model applies clearly to the case of complementary
groups belonging to two different molecules (Scheme 5),
for instance to drug receptor interaction or to chiral
chromatography.


The rule was later restated by Pirkle and House as
‘chiral recognition requires a minimum of three simulta-
neous interactions, with at least one of these interactions
to be stereochemically dependent’.5 There has been
controversy about the minimum requirements for chiral
recognition.6–8 Further insights into TPA were provided
by the work of Copeland9 and Lebrilla and co-workers.10


However, this model does not apply to self-recognition.
As we have discussed previously, self-recognition usually
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occurs through mechanism 2b (Scheme 3) when hydro-
gen bonds (HBs) mediated the interaction. We have in
progress a research program aimed at the study and
comprehension of chiral self-recognition between enan-
tiomers mediated by HBs. We have used monomers that
have both a hydrogen-bond donor (HBD) and a hydro-
gen-bond acceptor (HBA) site, that is, in the dimer
the two monomers are linked by two HBs, e.g. hydrogen
peroxide,11 �-amino alcohols,12 sulfoxides13 and
pyrrolo[2,3-c]pyrroles.14


We have now turned our attention to phosphinic acid
(PA) derivatives, for two reasons. One is that they are
commercial chiral phosphinic acids (they become pro-
chiral in solution owing to prototropic tautomerism
involving the P——O and the P—O—H groups). The
second and most important reason is that the phosphinic


acid dimer represents one of the strongest neutral hydro-
gen-bonded dimers described in the literature. The IR
spectrum in gas phase of dimethylphosphinic acid pub-
lished by Denisov and co-workers15 showed the existence
of the characteristic ABC structure of the v(OH) band,
only compatible with the presence of two very strong
HBs within the dimer. The experimental value of the
dimerization enthalpy for the dimethylphosphinic acid
(100 kJ mol�1) has been reproduced using DFT calcula-
tions with large basis sets.16 Theoretically, the possibility
of obtaining spontaneous proton transfer (autoionization)
in some PA heterodimers has been demonstrated.17


The tetrahedral nature of the phosphorus atom in the
PA derivatives opens up the possibility of obtaining chiral
compounds as in the case of the phosphinic amides or the
PA derivatives, recently described.18 In 1977, Harger
analyzed the chiral recognition in phosphinic amides,19


and more recently Paladini et al. studied the enantiodis-
crimination of metallic complexes of �-aminophospho-
nic acids using mass spectrometric techniques.20


Several other experimental studies have addressed the
chiral recognition through HB interactions. Thus, gas-
phase complexations of 2-butanol21 and glycidol22


dimers have been carried out and the dimers, trimers
and tetramers of lactate have been characterized using
FTIR spectroscopy.23 In addition to our work cited
above,11–14 other workers have provided examples of
chiral recognition. For instance, the diastereomeric inter-
action between a chiral system with the two enantiomeric
forms of another molecule has been calculated for simple
ether derivatives of oxirane and hydrogen peroxide.24


The solvent effect on chiral discrimination has been
studied in dimers of hydrogen peroxide and its methyl
derivative.25 The interaction of 2-naphthyl-1-ethanol
with chiral and non-chiral alcohols has been studied
experimental and theoretically.26


In the present work, the chiral recognition of a chiral
PA derivative by itself (homochiral dimer, RR or SS, true
self-recognition) or by its enantiomer (heterochiral di-
mer, RS or SR, pseudo self-recognition) through an HB
complex was investigated using DFT and ab initio meth-
ods. In addition, the proton transfer processes for all the
dimers considered previously have been studied.


METHODS


The geometries and energies of the monomers and dimers
were obtained using the Gaussian 98 package.27 Initially,
the geometries were optimized using the B3LYP/6–
31þG(d,p) method.28,29 The minimum and transition
state nature of the structures was verified by frequency
calculation at the same computational level. A further
optimization was carried out at the MP2/6–311þG(d,p)
level.30,31 Finally, the MP2/6–311þþG(3df,2p) energies
were evaluated on the MP2/6–311þG(d,p) geometries
(abbreviated as MP2/G2). The energies were corrected


Scheme 1


Scheme 2


Scheme 3. Bimolecular complexes between identical
molecules


Scheme 4. Bimolecular complexes involving three-centered
hydrogen bonds


Scheme 5. Two examples of the TPA model
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from the inherent Basis Set Superposition Error (BSSE)
using the full counterpoise method32 as defined by


BSSEðABÞ ¼ EðAÞA � EðAÞAB þ EðBÞB � EðBÞAB


ð1Þ


where E(A)AB represents the energy calculated for mono-
mer A using its geometry in the complex and the
complete set of basis functions used to describe the dimer
and E(A)A is the energy for monomer A using its
geometry in the complex and its basis set.


RESULTS AND DISCUSSION


The chirality of the phosphinic acids relies on the pre-
sence of two non-identical substituents on the phosphorus
atom and the position of the hydrogen bond to one of the
two oxygens linked to the phosphorus. The gas-phase
intramolecular proton transfer (Fig. 1), which could
lead to the racemization of some of the molecules
studied here, presents very high activation barriers
(>140 kJ mol�1) as shown in Table 1. The three methods
considered here provide similar results. Systematically,
the lower barriers are those evaluated at the MP2/6–
311þþG(3df,2p)//MP2/6–311þG** level, followed by
the B3LYP/6–31þG** estimates. Larger barriers are
obtained at the MP2/6–311þG** level, but the differ-
ences observed are never greater than 11 kJ mol�1, which
represents 7% of the total value.


The height of the barrier increases with the electron-
withdrawing capacity of the substituents. If one of the
substituents is fixed, the following trend can be observed
in the activation barriers as a function of the other
substituent: tBu <Me <Br <Cl <F, CF3. Further, the
barriers are larger for the fluorine-substituted series than
for the unsubstituted compounds, the barriers for the
methylated derivatives being the smallest.


A schematic representation of the phosphinic acid
dimers is shown in Fig. 2. The proton transfer TS
structures correspond to a concerted process with a higher
symmetry than the corresponding minima. In addition,
the proton transfer produces an inversion of the chirality
of the phosphinic acids molecules; thus, an RR dimer
after the proton transfer generates an SS dimer whereas
the RS dimer is connected with the SR dimer.


The interaction energies and concerted proton transfer
barriers of the 15 pairs of dimers studied here are given in


Table 2. The values obtained show interaction energies
between �93 and �106 kJ mol�1 at the highest computa-
tional level considered here [MP2/6–311þþG(3df,2p)//
MP2/6–311þG**], that have been used as reference
values. The B3LYP/6–31þG** results systematically
underestimate those results, the average difference being
8 kJ mol�1. The interaction energies obtained at the MP2/
6–311þG** level of theory are very similar to those
calculated with the larger basis set, the largest absolute
deviation being 2 kJ mol�1, but when the BSSE correc-
tion is taken into account the difference increases to an
average of 15 kJ mol�1.


The barriers obtained (between 14 and 20 kJ mol�1)
indicate the ease of the proton transfer process (Table 2).
In addition, the inclusion of ZPE corrections obtained
using harmonic frequencies8 leads to negative TS bar-
riers, an indication that this is, in practice, an almost
barrierless process as in the case of low barrier hydrogen
bonds (LBHB).33 The comparison of the different meth-
ods provides a picture radically different to that obtained
from the energies of the minima. In this case, the B3LYP/
6–311þG** calculation yields similar values to those at
the MP2 level with the large basis set, underestimating
those by 2.2 kJ mol�1 on average. These results are in
accord with previous reports that have shown that DFT
calculations underestimate TS barriers.34 In contrast, the
MP2/6–311þG** values are systematically larger than
the reference values in the a range 4.0–7.8 kJ mol�1 and
an average of 5.7 kJ mol� for the cases studied here.


Some of the geometric parameters of the complexes
studied are given in Table 3. The strength of the interac-
tion is reflected in short H � � �O distances (1.59 Å on
average) and in elongation of the covalent O—H bond
(0.04 Å) with respect to the corresponding value in the
isolated monomers. The effect of the substituents on the
HB seems to be small owing to the narrow range of values


Figure 1. Schematic representation of the proton transfer
process in the isolated phosphinic acid monomers


Table 1. Calculated intramolecular TS barriers (kJmol�1) in
the gas phase


B3LYP/ MP2/
X Y 6–31þG** 6–311þG** MP2/G2


F H 159.64 165.60 156.05
Cl H 156.18 161.57 150.43
Br H 155.28 161.19 150.56
CH3 H 146.06 151.21 142.73
CF3 H 159.22 165.04 155.91
C(CH3)3 H 141.98 147.62 139.10
F CH3 154.47 160.71 151.02
Cl CH3 151.87 157.10 147.00
Br CH3 150.98 156.66 147.07
CF3 CH3 153.71 159.00 151.05
C(CH3)3 CH3 137.47 142.67 134.99
Cl F 163.77 168.85 159.95
Br F 161.58 166.92 158.59
CF3 F 166.53 172.94 164.25
C(CH3)3 F 150.25 157.32 147.55
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obtained for the different geometric parameters of the HB
(0.07 and 0.01 Å in the O � � �H and O—H distances,
respectively).


In the TS structures, compression of the systems is
observed, which facilitates the proton transfer, as com-
pared with the minima. Thus the interatomic O � � �O
distance changes on average from 2.58 Å in the minima
to 2.38 Å in the TS. In addition, it is observed that the
OHO angle shows a value of 177� on average for the TSs,


whereas for the minima this average is 169�, in agree-
ment with the general rule that states that shorter HBs are
in general more linear.35 As discussed previously for the
minima, distances obtained for the geometric parameters
of the HB vary in a very narrow range (0.006 Å for the
O � � �H distance).


The chiral discrimination values, obtained as the dif-
ference between the homo-and the heterochiral structures
(minima or TS), are given in Table 4. In the case of the


Figure 2. Schematic representation of the homochiral and heterochiral
dimers and proton transfer processes


Table 2. Calculated corrected interaction energies and TS barriers (kJmol�1) for the chiral phosphinic acid dimers


Minima TS


X Y Chirality B3LYP MP2 MP2/G2 B3LYP MP2 MP2/G2


F H RR �90.25 �80.78 �95.61 14.60 24.26 17.34
F H RS �90.80 �81.28 �95.44 14.51 24.10 17.01
Cl H RR �87.37 �79.07 �95.73 15.99 25.78 18.25
Cl H RS �88.44 �79.97 �95.79 15.67 24.70 17.29
Br H RR �85.29 �78.52 �95.51 16.49 26.61 19.11
Br H RS �87.45 �79.24 �95.14 15.67 25.55 17.75
CH3 H RR �94.99 �86.27 �100.62 16.70 24.84 19.73
CH3 H RS �96.48 �86.90 �100.90 15.48 23.28 17.77
CF3 H RR �88.45 �79.17 �95.24 15.30 25.75 18.59
CF3 H RS �89.27 �79.47 �95.42 14.81 23.89 18.04
C(CH3)3 H RR �95.06 �88.43 �102.65 15.19 20.22 15.80
C(CH3)3 H RS �95.95 �88.70 �102.56 13.84 20.06 16.07
F CH3 RR �93.22 �84.60 �98.60 14.08 22.03 16.50
F CH3 RS �94.13 �85.31 �98.91 13.80 21.73 16.36
Cl CH3 RR �90.41 �83.67 �99.50 15.12 22.45 17.33
Cl CH3 RS �91.99 �85.12 �99.66 14.64 21.78 16.22
Br CH3 RR �88.06 �83.79 �99.67 15.31 22.88 17.76
Br CH3 RS �90.74 �84.82 �99.53 14.34 22.11 16.51
CF3 CH3 RR �91.83 �84.44 �105.86 14.32 22.14 16.97
CF3 CH3 RS �93.68 �85.78 �106.53 13.52 20.59 16.39
C(CH3)3 CH3 RR �94.24 �89.27 �104.68 13.58 17.73 13.34
C(CH3)3 CH3 RS �95.15 �90.01 �105.28 14.18 20.45 16.30
Cl F RR �86.29 �80.16 �93.90 16.08 24.16 18.24
Cl F RS �86.31 �79.91 �93.61 16.12 24.43 18.21
Br F RR �83.87 �78.43 �93.35 17.43 25.34 18.66
Br F RS �84.98 �78.56 �93.13 16.87 25.49 18.58
CF3 F RR �86.70 �79.10 �93.23 14.78 22.61 17.83
CF3 F RS �86.87 �79.09 �93.03 14.48 22.51 17.29
C(CH3)3 F RR �94.07 �85.57 �101.47 13.58 19.37 15.01
C(CH3)3 F RS �94.84 �86.11 �101.88 12.89 19.15 14.82
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minima, the BSSE corrections were considered and it was
found to be specially important in the bromine derivatives
at the B3LYP/6–31þG** level, where this correction
accounts for a change of as much as 2.7 kJ mol�1 in the


energy gap between the homo and the heterochiral
complexes.


The comparison of the corrected relative energies of
the minima shows that in all cases the B3LYP/6–31þG**


Table 3. Geometrical parameters (Å, �) of the phosphinic acid dimers and the TS structures


Minima TS


X Y Chirality O � � �H OH O � � �O O � � �HO O � � �H O � � �O O � � �HO


F H RR 1.593 1.001 2.584 169.8 1.192 2.383 176.6
F H RS 1.596 1.001 2.586 169.2 1.192 2.383 176.4
Cl H RR 1.616 0.999 2.598 166.4 1.194 2.385 175.3
Cl H RS 1.608 1.001 2.591 166.1 1.194 2.386 175.0
Br H RR 1.620 1.000 2.601 166.1 1.195 2.387 175.1
Br H RS 1.615 1.000 2.595 165.3 1.195 2.388 174.9
CH3 H RR 1.597 1.001 2.589 169.5 1.192 2.384 177.8
CH3 H RS 1.589 1.003 2.583 169.7 1.194 2.388 176.8
CF3 H RR 1.615 1.000 2.599 167.0 1.194 2.386 176.0
CF3 H RS 1.605 1.002 2.591 167.1 1.195 2.387 175.3
C(CH3)3 H RR 1.571 1.006 2.572 172.0 1.191 2.382 178.4
C(CH3)3 H RS 1.569 1.006 2.570 172.5 1.193 2.386 178.2
F CH3 RR 1.578 1.004 2.576 171.8 1.192 2.384 177.3
F CH3 RS 1.576 1.004 2.574 171.2 1.193 2.385 177.2
Cl CH3 RR 1.586 1.004 2.580 169.5 1.194 2.387 176.5
Cl CH3 RS 1.583 1.004 2.575 168.6 1.194 2.386 176.3
Br CH3 RR 1.590 1.004 2.584 169.7 1.195 2.388 176.4
Br CH3 RS 1.588 1.004 2.579 168.4 1.195 2.388 176.3
CF3 CH3 RR 1.582 1.005 2.578 170.4 1.193 2.386 177.0
CF3 CH3 RS 1.573 1.007 2.570 170.0 1.195 2.388 176.2
C(CH3)3 CH3 RR 1.563 1.008 2.571 169.9 1.191 2.383 179.5
C(CH3)3 CH3 RS 1.569 1.006 2.570 172.5 1.194 2.387 178.2
Cl F RR 1.583 1.000 2.574 170.0 1.189 2.379 178.1
Cl F RS 1.589 1.000 2.577 168.7 1.189 2.379 175.0
Br F RR 1.604 0.999 2.590 168.4 1.190 2.380 178.3
Br F RS 1.604 0.999 2.589 168.0 1.190 2.380 178.0
CF3 F RR 1.583 1.002 2.575 170.0 1.191 2.381 177.0
CF3 F RS 1.580 1.003 2.573 170.1 1.191 2.381 177.2
C(CH3)3 F RR 1.558 1.007 2.561 173.5 1.192 2.383 177.5
C(CH3)3 F RS 1.553 1.008 2.557 173.5 1.192 2.383 178.5


Table 4. Chiral discrimination in the phosphinic acid dimers (kJmol�1)a


Minima TS


X Y B3LYP MP2 MP2/G2 B3LYP MP2 MP2/G2


F H �0.54 �0.50 0.16 �0.66 �0.99 �0.13
Cl H �1.07 �0.90 �0.07 �1.52 �1.16 �0.82
Br H �2.16 �0.72 0.37 �0.48 �1.54 �0.87
CH3 H �1.49 �0.63 �0.28 �2.78 �2.88 �2.52
CF3 H �0.82 �0.30 �0.18 �1.33 �0.99 0.22
C(CH3)3 H �0.88 �0.27 0.09 �2.15 �0.16 0.29
F CH3 �0.92 �0.71 �0.31 �1.16 �1.52 �0.58
Cl CH3 �1.58 �1.44 �0.16 �2.00 �0.81 �0.93
Br CH3 �2.67 �1.02 0.14 �0.94 �1.43 �0.99
CF3 CH3 �1.85 �1.34 �0.67 �2.61 �2.69 �1.22
C(CH3)3 CH3 �0.91 �0.75 �0.60 �0.24 1.70 1.77
Cl F �0.01 0.26 0.29 �0.13 0.03 �0.11
Br F �1.10 �0.13 0.22 �0.72 �0.42 0.00
CF3 F �0.17 0.01 0.20 �0.56 �0.32 �0.38
C(CH3)3 F �0.77 �0.54 �0.41 �1.44 �1.25 �0.88


a The homochiral dimer is used as reference in all cases.
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approach favors systematically the heterochiral com-
plexes. Similar findings, with the only exception of the
(F, Cl) and the (F, CF3) derivatives are observed when the
MP2/6–311þG** approach is used. Conversely, for al-
most half of the complexes studied (7 out of 15), the
MP2/G2 approach predicts the homochiral complexes to
be the most stable. In summary, the B3LYP calculations
correspond in all cases to a preference for the heterochiral
complexes; two homochiral complexes are preferred at
the MP2/6–311þG** level and seven at the MP2/G2
level.


The analysis of the MP2/G2 data shows that the
replacement of the hydrogen by a methyl group as a
substituent of the phosphorus atom favors the corre-
sponding heterochiral complex, with the only exception
of the bromine derivative. Fluorine substitution has a less
systematic effect and only for three out of the five
complexes are the heterochiral complexes favored. In
any case, for the complexes studied at the MP2/G2 level,
the chiral recognition in the minima is small, ranging
from �0.67 to 0.37 kJ mol�1.


In the TS (Table 4), the compression of the O � � �O
distance associated with the proton transfer increases, in
general, the chiral discrimination in the heterochiral cases
at all the computational levels. These results agree with
previous reports of chiral proton transfer.14 The largest
chiral discrimination, at the three computational levels
considered here, corresponds to the monomethylated
derivative (X¼CH3, Y¼H) with an energy value of
�2.52 kJ mol�1 at the MP2/G2 level. Only in one case is
the homochiral TS favored [X¼C(CH3)3, Y¼CH3] with
a relative energy of 1.77 kJ mol�1.


The small chiral discrimination found in the dimers
studied could be associated with the tetrahedral disposi-
tion of the phosphorus atom that keeps far apart the
non-oxygen substituents, reducing the possibility of in-
teraction between them, in both the homo- and the
heterochiral complexes and, subsequently, diminishing
the energy differences. A way to check this hypothesis is
to build a molecular scaffold that locates the substituents
in closer proximity within the dimers (Fig. 3).


Figure 3. New dimers designed to increase the interaction between
the non-oxygen substituents of the phosphorus atom


Table 5. Calculated corrected interaction energies, chiral
discrimination (kJmol�1) and HB geometric characteristics
(Å, �) for the dimers of 2 calculated at the B3LYP/6–31þG**
level


Chiral
X Y Chirality EI discrimination O � � �H OH � � �O


F H RR �87.68 1.549 175.9
F H RS �90.44 �2.76 1.545 176.3
Cl H RR �85.96 1.555 174.7
Cl H RS �87.21 �1.25 1.543 177.0
Br H RR �82.72 1.555 175.0
Br H RS �82.02 0.70 1.545 176.2
CH3 H RR �88.12 1.580 172.3
CH3 H RS �87.67 0.45 1.586 173.3
CF3 H RR �77.38 1.567 172.4
CF3 H RS �86.56 �9.19 1.533 177.0
C(CH3)3 H RR �85.41 1.593 172.1
C(CH3)3 H RS �86.67 �1.26 1.596 174.3


Figure 4. Optimized geometries of the homo- and heterochiral X/Y¼CF3/H dimers
calculated at the B3LYP/6–31þG** level
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The calculated interaction energies and the chiral
discrimination of the dimers of 2 are reported in
Table 5. Several of the characteristics of these dimers
are similar to those of the dimers of 1, such as the
interaction energy and geometric characteristic of the
HB formed. However, in the case of 2, several of
the complexes show large chiral discriminations, espe-
cially in the case of the X/Y¼CF3/H dimers, where
the heterochiral complex is 9.2 kJ mol�1 more stable
than the homochiral complex (Fig. 4).


CONCLUSIONS


The interaction energies in the dimers are very large
whereas the barriers for the proton transfer process have
very small TS, which in practice disappear when ZPE
corrections using harmonic frequencies are included.


Even though these complexes show large interaction
energies and short interatomic HB distances, the chiral
discrimination values are very dependent on the position
of the non-oxygen substituents. Hence only scaffolds that
orient the substituent in the same region of the space
within the dimer are able to provide significant chiral
discrimination.


To have a clear self-recognition between molecules
through HBs, two conditions are necessary: strong HBs
and proximity of the substituents (i.e. weak forces
between substituents, such as steric hindrance, dipole–
dipole, hydrophobic, electrostatic and dispersive interac-
tions). However, the relative weight of these two
conditions cannot be easily established a priori. Our
study shows that phosphinic acids amply satisfy the first
condition but not the second. These results together with
those reported in our previous work11–14 lead to the
inescapable conclusion that proximity is more important
than strength.


The HB distance contraction characteristic of the TSs14


increases the discrimination. This is related to the fact
that kinetic resolutions have more chances of succeeding
than equilibrium-based procedures.


It has been proved again that chiral self-recognition
does not need three points; two, and maybe one, are
sufficient. The interaction between two chiral entities is
diastereomeric independently of the number, 1–3, of the
attachments. It is hoped that this proposal will initiate an
extensive re-examination of chiral recognition.
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24. Portmann S, Inauen A, Lüthi HP, Leutwyler S. J. Chem. Phys.


2000; 113: 9577–9585.
25. Du DM, Fu AP, Zhou ZY. Chem. Phys. Lett. 2004; 392: 162–167.
26. Al Rabaa A, Le Barbu K, Lahmani F, Zehnacker-Rentien A. J.


Phys. Chem. A 1997; 101: 3273–3278; Le Barbu K, Brenner V,
Millie P, Lahmani F, Zehnacker-Rentien A. J. Phys. Chem. A
1998; 102: 128–137; Le Barbu K, Lahmani F, Zehnacker-Rentien
A. J. Phys. Chem. A 2002; 106: 6271–6278.


27. Frisch MJ, Trucks GW, Schlegel HB, Scuseria GE, Robb MA,
Cheeseman JR, Zakrzewski VG, Montgomery JA, Stratmann RE,
Burant JC, Dapprich S, Millam JM, Daniels AD, Kudin KN,
Strain MC, Farkas O, Tomasi J, Barone V, Cossi M, Cammi R,
Mennucci B, Pomelli C, Adamo C, Clifford S, Ochterski J,
Petersson GA, Ayala PY, Cui Q, Morokuma K, Malick DK,
Rabuck AD, Raghavachari K, Foresman JB, Cioslowski J, Ortiz
JV, Stefanov BB, Liu G, Liashenko A, Piskorz P, Komaromi I,
Gomperts R, Martin RL, Fox DJ, Keith T, Al-Laham MA, Peng
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ABSTRACT: It is shown that the 13C NMR chemical shifts of the �-, �- and �-carbon atoms in various subtituted
polycycloalkanes yield correlations of very good quality with the sets of substituent X increments common for all of
them. For the �-carbon atoms the slope of the correlation line depends on the angle between the X—C� and C�—C�
bonds, whereas for the �-carbon atoms it depends on the dihedral angle of the X—C� and C�—C� bonds. The
differences between the slopes of correlation lines provide satisfactory explanation for differences in the values of
increments for the same sets of substituent in individual types of polycycloalkanes. Copyright # 2005 John Wiley &
Sons, Ltd.
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INTRODUCTION


In semiempirical methods, the chemical shifts of carbon
atoms in a compound containing given substituent are
calculated by addition of certain constant values (addi-
tivity parameters, increments) to the chemical shifts of
the carbon atoms in the parent unsubstituted compound
or to that containing a methyl group at this site. These
methods are still widely applied2–6 and are considered
very useful in the interpretation of 13C NMR spectra.7


These parameters are characteristic for the substituent,
for the type of compound and its position with respect to
the carbon atom in question.


The chemical shifts of carbon atoms in monosubsti-
tuted benzene derivatives are calculated4,8 from the
equation


�CðkÞ ¼ 128:5 þ �AlðRÞ ð1Þ


where 128.5 is the chemical shift of all carbon atoms in
the unsubstituted benzene ring and AlðRÞ are additivity
parameters of substituents R in the position l, i.e. ipso,
ortho, meta or para with respect to the carbon atom C(k),
which tells how much the chemical shift of carbon atom k
is changed as a result of substitution of the carbon atom l
by the group R.


A similar relation is applied for other kinds of com-
pounds. This approach, however, implies that for each
type of heterocyclic ring and, moreover, for each site of
substitution a separate set of parameters has to be used.
The chemical shifts of carbon atoms in pyridine deriva-
tives are calculated4,8 from the equation


�CðkÞ ¼ Ck þ �AikðRiÞ ð2Þ


where �C(k) is the chemical shift of the carbon atom k in
the pyridine ring containing substituents Ri, Ck is the
chemical shift of the same atom in an unsubstituted
pyridine, and Aik is the corresponding additivity
parameter.


For pyridine derivatives there are three sets of para-
meters, for �-, �- and �-substituted compounds, and
moreover each set contains separate additivity parameters
for each carbon atom.8 Other six-membered heterocycles
require larger amounts of the sets. The values of these
parameters for a given substituent, even for an analogous
substitution site (e.g. for a carbon atom bonded to a
substituent), are considerably different. Additivity para-
meters for six-membered heteroaromatic rings differ
considerably from those for corresponding carbon atoms
in benzene derivatives. For example, for the atom C-2 in
2-substituted pyridine derivatives their values are equal to
about 0.5 of these for benzene.


It is obvious that the changes of chemical shifts of
carbon atoms in a substituted compound with respect to
an unsubstituted compound depends mainly on the po-
larity of the substituent (which is constant), on the
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distance (in bonds) from the substituent to the carbon
atom in question and on the kind of the parent compound.
Any substituent, however, has definite electron-donating
or electron-withdrawing properties. Hence it seemed
reasonable to assume that the polar effects (electron-
donating or electron-withdrawing) exerted by a given
substituent are always the same. Other values of the
changes in chemical shifts of carbon atoms in analogous
positions with respect to the substituent involved by the
same group in various structural systems are due to
differences in transmission of these effects through the
bonds in the ring and to differences in the susceptibility of
a certain carbon atom to the polar effects of a substituent.
The result of the same polar effects on a certain site of a
molecule depends on the site of substitution and the
geometry of that site.


Some support for this assumption was provided by
studies of the relations between basicity and substitu-
tion,9–13 where it was shown that the polar effects of a
substituent in a conjugated system can be considerably
altered by changes in the electron density in the system,
influencing transmission of these effects through the
bonds.


Stronger support for this hypothesis was provided by
the work of Gronowitz and co-workers,14,15 where it was
shown that there is a good correlation between the 13C
NMR chemical shifts of corresponding carbon atoms in
monosubstituted derivatives of furan, selenophene and
tellurophene with those in thiophene, and that it can be
used for the assignments of the chemical shifts of carbon
atoms in these series of compounds.


The above hypothesis was confirmed in Part I,1 where
it was shown that the 13C NMR chemical shifts of carbon
atoms in substituted six-membered heteroaromatic com-
pounds such as pyridines, pyrazines or pyrimidines
correlate with the corresponding ‘additivity parameters’
for substituted benzene derivatives, and that for precal-
culation of the chemical shifts in such compounds just
one common set of parameters can be used, but instead of
the additivity principle, the general correlation Eqn (3)
should be applied for this purpose:


�CðkÞ ¼ ��CðkÞ þ ags AgðXÞ ð3Þ


where ��C(k) is the chemical shift of carbon atom k in an
unsubstituted six-membered ring, Ag(X) is a so-called
additivity parameter of a substituent X derived from the
chemical shift in the corresponding monosubstituted
phenyl derivative and ags is a coefficient specific for the
substitution s and its geometric position g, corresponding
to the position i- (ipso), o- (ortho), m- (meta) or p- (para)
with respect to the substituent X in a certain aromatic or
heteroaromatic ring.


The values of the term ags are considerably different
from unity provided a satisfactory explanation for
variety of so-called ‘additivity parameters’ for pyridine
derivatives reported in the literature.2,8 As a conse-


quence, the chemical shifts of carbon atoms in all
aromatic and heteroaromatic rings should correlate
with just one common set of parameters, but these
parameters will be multiplied by a certain factor de-
pending on the nature of the ring and the position of the
substituent.


Moreover, it was shown that the analysis of the
differences between experimental chemical shifts and
those calculated from Eqn (3) with a common set of
parameters may be a convenient tool for the detection of
effects not reported earlier in the literature occurring in
various derivatives and involving intermolecular interac-
tions, such as association, hydrogen bonds or solvation
effects. The occurrence of separate correlations for cer-
tain groups of substituents, e.g. for iodine or bromine and
alkyl groups (bulky substituents), may indicate that in
these cases a change in the geometry of a molecule
occurs, causing changes in the transmission of polar
effects.


All these findings led to the assumption that a similar
approach should be used also for saturated hydrocarbons,
and in such a case also just one common set of parameters
can be applied for precalculation of their 13C NMR
chemical shifts. According to this assumption, the
changes in the 13C NMR chemical shifts in saturated
hydrocarbons caused by polar effects of a substituent can
be described by the general equation


�CðkÞ ¼ ��CðkÞ þ asAgðXÞ ð4Þ


where Ag is an additivity parameter characteristic for the
substituent X and its position g (�, � or �) with respect to
carbon atom in question, and as is a coefficient specific
for the substitution site s in a given structure.


Each open-chain or cyclic saturated hydrocarbon exists
as a mixture of all possible conformations, hence the
chemical shifts observed under standard conditions are
usually averaged. Therefore, to check the above hypoth-
esis we considered polycycloalkanes as the best suited for
the purpose, because their rigid skeletons do not allow
any conformational changes causing averaging of the
chemical shifts.


In this work, to check this hypothesis, we collected
from the literature4,16 the 13C NMR chemical shifts of
carbon atoms in monosubstituted polycycloalkane deri-
vatives of norbornane (1–4), trimethylnortricyclane (5),
camphene (6), fenchone (7), bicyclononane (8), bicy-
clooctane (9), twistane (10) and adamantane (11 and 12).
Each series contained compounds with substituents X of
the same set, i.e. F, Cl, Br, OH, NH2 and COOH. To find
out whether for prediction of the changes in all these
compounds just one common set of parameters is needed,
and whether certain deviations (if any) may serve as an
indication of phenomena not yet reported, we attempted
to correlate these chemical shifts with one common set of
parameters.
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STUDIED SERIES OF COMPOUNDS


The compounds studied are shown in Scheme 1: 1, 1-
substituted bicyclo[2.2.1]heptane (norbornane); 2, 2-
endo-substituted bicyclo[2.2.1]heptane (norbornane); 3,
2-exo-substituted bicyclo[2.2.1]heptane (norbornane); 4,
7-substituted bicyclo[2.2.1]heptane (norbornane); 5, 4-
substituted 1,7,7-trimethyltricyclo[2.2.1.02,6]heptane (tri-
methylnortricyclane); 6, 1-substituted camphene; 7, 1-
substituted fenchone; 8, 1-substituted bicyclo[3.3.1]no-
nane; 9, 1-substituted bicyclo[2.2.2]octane; 10, 1-substi-
tuted tricyclo[4.4.0.03.8]decane (twistane); 11, 2-
substituted tricyclo[3.3.1.13.7]decane (adamantane); 12,
1-substituted tricyclo[3.3.1.13.7]decane (adamantane).


RESULTS AND DISCUSSION


On the assumption that the polar effects exerted by a
substituent in any aliphatic or alicyclic molecule on the
chemical shift is the same, the chemical shifts of carbon
atoms bonded to a substituent, according to Eqn (4), can
be correlated with the A� parameters, those of all carbon
atoms two bonds away from a substituent, i.e. in a �-
position, with the A� parameters, whereas for all carbon
atoms three bonds away the A� parameters should be
applied.


As the most appropriate we considered additivity
parameters derived either from the 1-substituted adaman-
tane or from 1-substituted bicyclooctane because of their
high symmetry, but the number of derivatives of bicy-
clooctane for which the 13C NMR chemical shifts are
reported in the literature is much smaller. The first
attempts at correlations, however, revealed that experi-
mental points for bulky halogens, namely Cl, Br and I, in
the case of norbornane and related compounds (1–8)


would form a line separate from other points and of
different slope (as). For example, in the case of the C-2
atoms in 2-exo-substituted norbornane (Fig. 1), the value
of as for these halogen derivatives is 1.63, whereas for
remaining substituents it is 1.04. For the C-7 atoms in 7-
substituted norbornane (Fig. 2) they are 1.55 and 0.99,
respectively, for the C-2 atoms in 1-substituted norbor-
nane (Fig. 3) 1.64 and 1.18 and for the C-2 atoms in 2-
substituted adamantane (Fig. 4) 1.44 and 0.91. This
means that in each case the slope of the correlation line
of the chemical shifts of the �-carbon atoms in the
halogen derivatives is about 50% higher than that for
the others. In the case of other series of norbornane-
related compounds, where only one or two of these
halogens are reported, it was impossible to estimate
reliable values of as, but the patterns of the experimental
points were very similar (Fig. 5).


This similarity indicated that in the case of compounds
with a strained ring, a second set of parameters should be
used. As the most appropriate we considered those
obtained from derivatives of compounds containing a
strained norbornane moiety. Among them only the series
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Figure 1. Correlation of the chemical shifts of the C-2
atoms in 2-exo-substituted norbornane (2) with the A�


parameters derived from 1-substituted adamantane
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Figure 2. Correlation of the chemical shifts of the C-7
atoms in 7-substituted norbornane (4) with the A� para-
meters derived from 1-substituted adamantane
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of 2-exo-substituted norbornanes contained the whole set
of derivatives considered, therefore it was used for the
calculation of the second set of substituent parameters.
This appeared to be a good choice, because one very good
common correlation was obtained in all cases where the
experimental points corresponding to the halogen deri-


vatives deviated considerably from the correlation line
for other derivatives, as can be seen from comparison of
Figs 2 and 6, illustrating correlations of the C-7 carbon
atom in 7-substituted derivatives of norbornane with the
two sets of parameters.


The parameters of the Eqn (4) found by the least-
squares method for the �-, �- and �-carbon atoms in the
studied compounds are summarized in Tables 1, 2 and 3,
respectively.


We found that, as in the previously studied case of
correlations of the chemical shifts in six-membered
heterocyclic compounds with one common set of para-
meters,15 in this case also correlations with the same sets
of parameters for various compounds enable us to find
relations not accessible by any other methods.


Carbon atoms bonded to the substituent
(in the a-position)


Very large ranges of both the chemical shifts of the �-
carbon atoms in the studied compounds and the A�


parameters (�50 ppm) enable us to draw the most reli-
able conclusions based on the correlation parameters.


All obtained correlations of chemical shifts of carbon
atoms bonded to a substituent with the corresponding A�


parameters are of excellent quality, as indicated by the
correlation coefficients r (�0.99), thus justifying our
hypothesis that the 13C NMR chemical shifts in all
polycycloalkanes correlate with common sets of para-
meters (cf. Table 1). The large range of the values of the
as parameters, from 0.78 for 1-substituted fenchones (7)
to 1.12 for 1-substituted bicyclooctanes (9), provides a
good explanation for the diversity of the values of the
increments for the same substituent in various com-
pounds. This diversity of the as values shows that for
each substituent in a certain series its increment for a
given site will be as times higher (or lower) than the
increment for the corresponding site in the 1-substituted
adamantane or in 2-exo-substituted norbornane.
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Figure 3. Correlation of the chemical shifts of the C-2
atoms in 1-substituted norbornane (1) with the A� para-
meters derived from 1-substituted adamantane
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Figure 4. Correlation of the chemical shifts of the C-2
atoms in 2-substituted adamantane (11) with the A� para-
meters derived from 1-substituted adamantane
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Figure 5. Correlation of the chemical shifts of the C-1
atoms in 1-substituted fenchone (7) with the A� parameters
derived from 2-exo-substituted norbornane
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Figure 6. Correlation of the chemical shifts of the C-7
atoms in 7-substituted norbornane (4) with the A� para-
meters derived from 2-exo-substituted norbornane
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The 13C NMR chemical shifts of the �-carbon atoms in
1-substituted bicyclononane (8), 1-substituted bicyclooc-
tane (9) and 1-substituted twistane (10) were correlated
with the A� parameters derived from adamantane. In


8–10 and also in adamantane the substituent was bonded
to tertiary carbon atom and all their rings are free of any
strain. Therefore, the values of as are very similar and
close to unity. In the 2-substituted adamantane there is no


Table 1. Parameters of linear regressions [Eqn (4)] of the chemical shifts of carbon atoms bonded to the substituent with the A�


parameters derived from 1-substituted adamantane or 2-exo-substituted norbornane


Series Atom as � �C(k) r na


1-Substituted norbornane (1)b C-1 1.027 36.49 0.999 6
2-endo-Substituted norbornane (2)b C-2 0.956 29.77 0.999 6
7-Substituted norbornane (3)b C-7 0.944 36.41 0.999 6
4-Substituted trimethylnorbicyclane (5)b C-4 0.989 35.99 0.997 4
1-Substituted camphene (6)b C-1 0.911 43.63 0.999 4
1-Substituted fenchone (7)b C-1 0.780 49.17 0.995 6
1-Substituted bicyclononane (8)c C-1 1.090 29.46 0.990 7
1-Substituted bicyclooctane (9)c C-1 1.120 24.52 1.000 6
1-Substituted twistane (10)c C-1 1.110 28.38 1.000 4
2-Substituted adamantane (11)b C-2 0.802 39.75 0.985 8


a Number of experimental points.
b Correlated with parameters derived from norbornane.
c Correlated with parameters derived from adamantane.


Table 2. Parameters of linear regressions [Eqn (4)] of the chemical shifts of carbon atoms two bonds away from the substituent
(�-position) with the A� parameters derived from 1-substituted adamantane or 2-exo-substituted norbornane


Series Atom as ��C(k) r na


1-Substituted norbornane (1)b C-2/6 0.933d 29.37 0.999 5
1-Substituted norbornane (1)b C-7 0.875d 38.18 0.999 5
2-endo-Substituted norbornane (2)b C-1 0.358 40.45 0.995 5
2-endo-Substituted norbornane (2)c C-3 1.327 28.08 0.971 6
2-exo-Substituted norbornane (3)b C-3 1.411 29.63 0.970 5
7-Substituted norbornane (4)b C-1/4 0.557 36.25 0.988 6
1-Substituted camphene (6)b C-7 0.602 40.05 0.977 4
1-Substituted fenchone (7)b C-6 0.913d 24.18 0.993 5
1-Substituted fenchone (7)b C-7 0.902 34.68 0.990 5
1-Substituted bicyclononane (8)b C-2/8 1.014 32.29 0.999 7
1-Substituted bicyclononane (8)b C-9 1.032 35.72 0.996 7
1-Substituted bicyclooctane (9)b C-2/5/7 1.000 26.17 0.997 6
1-Substituted twistane (10)b C-2 1.172 29.09 0.996 4
1-Substituted twistane (10)b C-6 1.104 29.82 0.990 4
1-Substituted twistane (10)b C-10 1.120 24.84 0.990 4
2-Substituted adamantane (11)b C-2/7 0.624 29.64 0.981 8


a Number of experimental points.
b Correlated with parameters derived from adamantane.
c Correlated with parameters derived from norbornane.
d Calculated without the COOH derivative.


Table 3. Parameters of linear regressions [Eqn (4)] of the chemical shifts of carbon atoms four bonds away (�-position) from
substituent with the A� parameters derived from 1-substituted adamantane


Series Atom as ��C(k) r na


1-Substituted norbornane (1) C-3/5 0.45 29.73 0.941 6
1-Substituted fenchone (7) C-5 0.44 23.86 0.903 5
1-Substituted bicyclononane (8) C-3/7 0.67b 22.31 0.898 7
1-Substituted bicyclooctane (9) C-3/6 0.78 25.60 0.948 6
1-Substituted twistane (10) C-7 0.57 28.79 0.989 4
1-Substituted twistane (10) C-9 0.91 24.56 0.987 4
2-exo-Substituted norbornane (3) C-4 0.98 36.32 0.986 8


a Number of experimental points.
b Calculated without the COOH derivative.
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strain in any ring, but the substituent is bonded to a
secondary carbon atom and most probably this is the
reason for the different susceptibility to the polar effects
of a substituent and, as a consequence, that a good
correlation is obtained only if the parameters from 2-
substituted norbornane (derived also from the chemical
shifts of secondary carbon atoms) are applied.


The chemical shifts of the �-carbon atoms in the
remaining compounds were correlated with the A� para-
meters derived from norbornane. The lowest values of as
(0.91 and 0.78) are observed for the �-carbon atoms in 1-
substituted camphene (6) and fenchone (7), where these
atoms are in a vicinal position with respect to the C——C
or C——O double bond. It should be noted that there is a
discernible difference between the polar effect of a
substituent in the axial and equatorial orientation. The
second set of substituent parameters A� was derived from
the 2-exo-substituted norbornanes (3), where the substi-
tuent is equatorial. For the derivatives with an
axial substituent (2-exo-substituted), the value of as is
slightly smaller (0.956). The smaller slope of the correla-
tion line means that the decrease in the value of the incre-
ment for a substituent in an axial position is about 0.96
times lower than that for a substituent in an equatorial
position.


Carbon atoms in the b-position
with respect to the substituent


The values of both the chemical shifts of the �-carbon
atoms in studied compounds and the A� parameters vary
in much smaller range (�20 ppm), but still enabling one
to draw reliable conclusions based on the correlation
parameters. The 13C NMR chemical shifts of the �-carbon
atoms of C-3 in 2-endo-substituted norbornane (2) and C-
3 in 2-exo-substituted norbornane (3) were correlated with
the A� parameters derived from norbornane. In this case
also the value of as for derivatives with an axial substi-
tuent (2) is slightly smaller than that for derivatives
containing the substituent in an equatorial position (3).


The 13C NMR chemical shifts of the �-carbon atoms in
remaining compounds were correlated with the A� para-
meters derived from adamantane. In most cases the
correlations obtained are excellent, as indicated by the
correlation coefficient r> 0.99. For C-1 and C-3 in 2-
endo-substituted norbornane (2), C-3 in 2-exo-substituted
norbornane (3) C-1/4 in 7-substituted norbornane (4), C-7
in 1-substituted camphene (6) and C-1/3 in 2-substituted
adamantane (11) the correlations are of good quality
(r> 0.95).


The high quality of the correlations obtained and the
range of values of as, ranging from 0.36 for C-1 in 2-
endo-substituted norbornane (2) to 1.17 for C-2 in 1-
substituted twistane (10), which is about four times
larger than that for the �-carbon atoms, provide further
and stronger support for our hypothesis and a further


explanation for the diversity of the increment values in
various compounds.


For compounds without strained rings, i.e. bicyclono-
nane (8), bicyclooctane (9) and twistane (10), the as
values are very close to unity. For those with strained
rings (norbornane and related compounds), they are
smaller than unity. In the case of 1-substituted fenchone
(7), the experimental value of the 13C NMR chemical
shift for C-6 is about 4 ppm higher than that resulting
from the correlation line. This can be rationalized by the
changes in distribution of electron density in the carboxyl
group caused by hydrogen bonding with the carbonyl
group. However, similar deviations for C-2 and C-7 in 1-
substituted norbornane for carboxyl derivatives still re-
quire some explanation.


The results obtained show that the transmission of
polar effects of a substituent X through the bonds (the
slope as of the correlation line) depends markedly on the
angle between the X—C� and C�—C� bonds. The best
example is provided (Table 2) by the as values for C-2/6
and C-7 in the 1-substituted norbornane (1) and C-2,5,7
in the 1-substituted bicyclooctane (9). In bicyclooctane
the X—C-1—C-2, X—C-1—C-5 and X—C-1—C-7
angles are the same as the X—C-1—C-2, X—C-1—C-
8 and X—C-1—C-9 angles in adamantane taken as the
standard for calculation of the A� parameters, hence the
as value for C-2/5/7 is equal to unity. In 1-substituted
norbornane, however, the X—C-1—C-7 angle is larger
and this is the most probably the reason for the lower as
value.


Carbon atoms in the c-position
with respect to the substituent


In all series of compounds studied, the changes in
chemical shifts of carbon atoms three bonds away from
substituent, i.e. in the �-position, are much smaller. The
mean value of these changes is about 3.5 ppm, and in
some instances even below 2.5 ppm, which is of the same
order as often encountered differences between the 13C
NMR chemical shifts for the same carbon atom reported
in various sources. Moreover, the values of the substituent
parameters A� vary in a very narrow range of 7.2 ppm for
the increments derived from adamantane and 3.5 ppm for
the increments derived from norbornane. Therefore, the
relations between chemical shifts of the �-carbon atoms
and the A� parameters are less evident; however, in some
instances, the tendency is still noticeable (cf. Table 3).


For the 13C NMR chemical shifts of C-4 in 2-exo-
substituted norbornane (3), and also for C-7 and C-9 in 1-
substituted twistane (10), the correlations are of excellent
quality (r¼ 0.99), for C-3/6/8 in 1-substituted bicyclooc-
tane (9) of good quality (r� 0.95), but for C-3/5 in 1-
substituted norbornane (1), C-3,5 in 1-substituted fench-
one (7) and C-3/7 in 1-substituted bicyclononane (8)
the correlations are hardly satisfactory. However, the


SUBSTITUENT EFFECTS IN ALICYCLIC RIGID SYSTEMS 823


Copyright # 2005 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2005; 18: 818–824







differences in the as values for various series are
again large, ranging from 0.44 for C-5 in 1-substituted
fenchone (7) to 0.91 for C-10 in 1-substituted
twistane (10).


CONCLUSIONS


On the basis of the presented results, the following
general conclusions can be drawn.


The differences between increments of the same sub-
stituent in various polycycloalkanes is due to the suscept-
ibility of a certain carbon atom in the ring to polar effects
of a substituent and to the difference in transmission of
these effects through the bonds in the rings.


The 13C NMR chemical shifts of the �-, �- and �-
carbon atoms in various subtituted polycycloalkanes
rings yield correlations of very good quality with the
sets of the substituent X increments common for all of
them. For the �-carbon atoms the slope of the correlation
line depends on the angle between the bonds X—C� and
C�—C� whereas for the �-carbon atoms it depends on
the dihedral angle between the X—C� and C�—C�
bonds. The differences in the slopes of correlation lines
provide a satisfactory explanation for differences in the
values of increments for the same sets of substituent in
individual types of polycycloalkanes.


Analysis of the parameters of the chemical shifts in a
series of related compounds with a common set of para-
meters may serve as a convenient tool for the detection of


specific effects inaccessible by other methods consider-
ing the influence of single substituent on the chemical
shifts in a given kind of compound.
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ABSTRACT: Vinyl or isopropenyl substituents can be used to indicate anisotropy effects in the surroundings of
benzenoid hydrocarbons by experiments together with APUDI model and ab initio GIAO MO calculations from the
difference in geminal proton splittings of the olefinic substituents. Geometry optimizations as a function of the
torsional angle between substituents and aromatic planes were performed in two polarized basis sets for the HF,
B3LYP and MP2 methods. Calculated splittings range between �0.70 and 0.48 ppm. Comparison with experimental
1H NMR shifts does not lead precisely to the determination of the experimentally apparent effective torsional angle.
Copyright # 2005 John Wiley & Sons, Ltd.
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INTRODUCTION


Aromaticity1–5 is a theoretical concept of organic chem-
istry which is of immense practical importance6 and
which has lately found renewed interest.7,8 Aromaticity
is reflected in an unexpected (unusual) stability of cycli-
cally conjugated unsaturated organic compounds yield-
ing special properties in various fields. After introduction
of the cyclic benzenoid formula by Kekulé9 in 1865, the
reactivity with typical electrophilic substitution instead
of the expected addition10 to double bonds was the first
important descriptor of aromatic behaviour. However,
this depends on the energetic difference between the
ground state and the activation barrier towards the transi-
tion state of Wheland’s intermediate �-complex.11 Today
aromaticity is considered as a pure ground-state property.
Most criteria of aromaticity depend critically on the
selection of a reference state and therefore aromaticity
may be termed an excess property.


CRITERIA OF AROMATICITY


Properties of aromatic compounds may be defined by the
following criteria:


1. Electronic structure of cyclically conjugated �-sys-
tems: After formulation of the important role of the
aromatic sextet of electrons by Armit and Robinson,12


its extension by Hückel’s rule13 classified planar,
monocyclic, unsaturated conjugated organic hydrocar-
bons as aromatic if they contain (4nþ 2) �-electrons.14


2. Energetic stabilization: Aromatic molecules show
unusually high energetic stabilization15 deviating
from additive bond energy models. This was shown
experimentally by heats of formation16 or via hydro-
genation energies.17 Theoretically the term resonance
energy (RE) was defined in the first in �-electron
valence bond (VB) theory.18 In the Hückel molecular
orbital (HMO) method, delocalization energies were
converted to theoretical energy criteria: REPE (reso-
nance energy per electron) by Hess and Schad,19 the
specific �-bond energy20 in our group and Dewar’s
resonance energy21 by HMO22 and Pariser–Parr–
Pople (PPP)23 treatments. Ab initio-calculated total
energies lead via comparison with specifically defined
reference molecules to isodesmic,24 homodesmotic25


or superhomodesmotic26 energies termed aromatic
stabilization energies (ASEs).27


3. Molecular structure: Aromatic molecules show a
tendency for equalization of CC bond lengths28 inter-
mediate between single and double bonds. This led
Krygowski and co-workers to the definition of the
harmonic oscillator model of aromaticity (HOMA),29


which can be applied globally or locally for individual
rings of polycyclic and also heterocyclic systems. This
descriptor of aromaticity is derived from energy
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of Organic Chemistry, Auf der Morgenstelle 18, D-72076 Tübingen,
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(based on a harmonic approximation named the
HOSE30 model) but determined solely by variations
in distances. Other purely geometric criteria are AJ


values introduced by Julg and Francois31 and I6 values
of Bird.32


4. Magnetic properties: Owing to induction of ring
currents33 in the cyclic �-system, aromatic com-
pounds show a peculiar behaviour in magnetic fields.
This leads to strong anisotropy34 and enhancement
(exaltation)35 of diamagnetic susceptibility36 pro-
posed as criteria of aromaticity. In the 1H NMR
spectrum due to the opposite orientation of the in-
duced ring current (as shown in Fig. 1), a character-
istic low-field shift (deshielding effect) of exocyclic
ring protons is observed.37 Protons located inside or
above the ring plane are high-field shifted38 (shielding
effect). This general behaviour of aromatic com-
pounds was termed diatropicity by Elvidge and Jack-
man.39 As a purely theoretical property, Schleyer et al.
introduced nuclear independent chemical shifts
(NICSs),40 which are negative values of ab initio
GIAO MO41 calculated chemical shifts at the centre
of the considered ring or 1.0 Å above that position
[NICS(1)].


We concentrate here on the diamagnetic ring current
effect in the 1H NMR spectrum as a very important
ground-state indicator of aromaticity and want to show
how one can use a vinyl or isopropenyl substituent on
benzenoid hydrocarbons as a measure of ring current-
induced anisotropies. We present the synthesis, experi-
mental high-field 1H NMR data, ab initio MO optimiza-
tions in two basis sets and three theoretical models of the
torsional dependence of geometries and also total ener-
gies and GIAO-calculated chemical shifts of geminal
vinylic protons (see Scheme 2) in comparison with
APUDI model predictions.


QUANTITATIVE MODELS
OF RING CURRENTS42


Such models allow the calculation of the 1H NMR
chemical shifts of the ring protons of benzenoid hydro-
carbons or the influence of test protons which are geome-
trically located in the neighbourhood of a benzene ring,
as shown schematically in Fig. 1(a).


The first calculation of the ring current of benzene is
due to Pople,43 who located a point dipole in the middle
of the benzene ring and determined its geometric depen-
dence by the classical equation of McConnell,44 as shown
in Fig. 1(b). Extensions to a two-loop model [see Fig.
1(c)] were presented by Waugh and Fessenden45 and also
by Johnson and Bovey,46 providing tables of iso-shielding
lines47 by use of elliptic integrals. Similar tables based on
the London48–McWeeny49 HMO model have been pre-
sented by Haigh and Mallion.50 In an extension of Pople’s


first model, we introduced an additive atomic point dipole
model51 called the APUDI (Atomares Punkt-Dipol)
model. Similar additive models have been developed by
Barfield et al.52 and by Blustin.53 Advanced coupled HF
procedures were developed consecutively.54–57 However,
since the 1990s chemical shifts could be calculated
directly by ab initio GIAO MO calculations41 with
reasonable accuracy,58 which will be applied here for
the vinyl- and isopropenyl-substituted systems in com-
parison with results of the APUDI model.


EXPERIMENTAL DETERMINATIONS OF RING
CURRENT ANISOTROPIES


The 1H NMR signals of the protons of benzene are shifted
to low field by 1.68 ppm with respect to the olefinic
standard cyclohexene.59 Low-temperature spectra of large
monocyclic Hückel aromatic (4nþ 2) �-annulenes show


Figure 1. (a) Qualitative ring current anisotropies with
shielding and deshielding regions. The zero line cone is
oriented at the ‘magic angle’ of MAS spectroscopy of
54.7 � derived from the McConnell equation. (b) Pople’s
point dipole model. (c) Two-loop model of Waugh and
Fessenden. The loop separation is 1.28 Å
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low-field signals for exocyclic protons and high-field
shifts for endocyclic protons.38 This effect is also ob-
served in Vogel’s methylene bridged [10]- and [14]-
annulenes.60 Especially interesting is the situation in
para-bridged [n]-paracyclophanes,61 where a polymethy-
lene chain bridges the 1,4-positions of a benzene ring
which is distorted strongly from planarity for small (n¼ 4
and 5) up to nearly planar rings for n¼ 8–10.


o,p-METHYL GROUP SIGNAL SPLITTING (Dd)
OF MESITYL-SUBSTITUTED BENZENOIDS


Musso and co-workers62 introduced, at the end of the
1960s, the use of mesityl substituents on aromatic sys-
tems as an indicator for ring current anisotropies, which
was also studied in our group.63 The p-methyl group
signal serves as an internal standard (which is only
weakly influenced by the ring current) towards the signal
of the two identical o-methyl group protons which are
geometrically located in the high-field anisotropy cone of
the parent hydrocarbon, as shown in Scheme 1. The
resulting splitting of the o,p-methyl group singlet signals
is a simple and unambiguous qualitative ring current
probe which was independent of the limited reproduci-
bility of the continuous wave (CW) NMR spectrometers
of that time. The magnitude of the splitting is dependent
on the torsional angle � between the aromatic system and
the mesityl substituent. This value is 0.313 ppm for
phenylmesitylene with an experimental torsional angle
determined by electron diffraction64 of �¼ 77.5� and
0.463 ppm for bimesityl with assumed �¼ 90�. The
splitting is also dependent on the kind and position of
the studied benzenoid system. Splitting values for 2- and
1-mesitylnaphthalene are 0.33 and 0.51 ppm, respec-
tively. A maximum value of 0.744 ppm is obtained for
9-mesitylanthracene.62


An experimental disadvantage is the difficult synthesis
of mesityl-substituted compounds. For quantitative
evaluation of the splitting, the torsional angle � has to
be determined by calculation or by experiment. Another
difficulty results from the large rotational cone of the
methyl group in the ring current anisotropy field, as
shown in Fig. 2 for a 90� orientation of � inserted into
the Haigh–Mallion iso-shielding plot. The o-methyl pro-
ton shifts span a range from 0.40 to 0.05 ppm, which have
to be averaged for quantitative comparison with the
experimental splitting.


SPLITTING OF GEMINAL PROTONS
OF VINYL- OR ISOPROPENYL-SUBSTITUTED
BENZENOIDS


To avoid the disadvantages of the mesityl substituent, we
suggest here the use of a vinyl or isopropenyl substituent
as a ring current probe, looking for the size of the splitting
(��) of the geminal protons (Ha�Hb) in different aro-
matic systems as shown in Scheme 2. The geometric
position of these hydrogens is more precisely located and
mainly determined by the torsional twist angle � between
the planar vinylic substituent and the planar aromatic
system.


The synthesis of such compounds is much easier but
the resulting NMR spectra are more complicated owing
to spin–spin coupling, requiring high-field NMR spectro-
meters. Molecular geometries and torsional dependences
of such compounds can be calculated reliable by ab initio
gradient optimizations which can be extended to direct
GIAO MO calculations of corresponding chemical shifts.
These calculated shifts will be compared with APUDI
model predictions and with experimental values.


PROCEDURES OF CALCULATIONS


Ab initio MO optimizations of molecular geometries of
molecules 1a–5a, 8a and 1b shown in Scheme 2 were
performed by use of the Gaussian 03 program system65


for each torsional angle � in steps of 15� (except 8a) from
0� to 90� or 180� if necessary from symmetry. Planarity


Scheme 1. Splitting (��) of o,p-methyl group signals of
mesityl-substituted aromatic compounds


Figure 2. Mesityl group splitting and mesityl substituent
oriented perpendicular in scale to the plot of Haigh–Mallion
iso-shielding lines of benzene


802 G. HAEFELINGER ET AL.


Copyright # 2005 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2005; 18: 800–817







was imposed on the aromatic systems and the vinylic
substituents. The status of the conformers was checked
by frequency calculations. We used the single determi-
nant restricted Hartree–Fock (HF) model66 with Pople’s
6–31G* double-zeta split valence basis set,67 which has
polarization d-functions on carbon, and with the larger
correlation consistent polarized triple-zeta cc-pVTZ basis
set of Dunning,68 which has polarization functions on
carbon and hydrogen for calculations of only 1a–3a and
1b. In an extension of this, density functional theory
(DFT)69 calculations with the often applied hybrid,
semilocal gradient-corrected density functional
(B3LYP)70 were performed in both basis sets for the
same molecules. As post-HF perturbative method of
second-order Møller–Plesset (MP2)71 calculations were
applied for 1a and 1b to estimate the influence of electron
correlation with 6–31G* and 6–311G* basis sets.


SYNTHESIS


Molecular formulae and notations of the molecules
studied here are presented in Scheme 2. All of these
compounds are already known experimentally and had
been prepared partly by us for NMR measurements. They


can be easily obtained from the corresponding acetophe-
nones. From these the vinyl derivatives 1a–11a may be
obtained via LiAlH4 reduction to carbinols and consecu-
tive dehydration. Isopropenyl substances 1b–9b can be
synthesized from acetophenones via Wittig reaction with
methylenetriphenylphosphoniumylide. Experimental de-
tails can be found in the thesis of Knapp.72


RESULTS AND DISCUSSION


Experimental 1H NMR spectra


1H NMR spectra were recorded in CDCl3 at 90 or
400 MHz with Bruker WH 90 or 400 MHz FT instru-
ments and are referenced to internal TMS. Spectra of 9b
and all vinylic systems except 2a and 3a are taken from
Church and Gleicher,73 which were run in CDCl3 on
Varian HA-100 or EM-360 spectrometers.


The vinyl substituents show a spin-coupled AMX
spectrum which is resolved at 90 MHz into a quartet for
each of the three proton signals Ha, Hb and Hc with a 3Jcis
and 3Jtrans coupling of Hc to Ha and Hb and the geminal 2J
coupling between Ha and Hb.


The isopropenyl substituents show free rotation of
the three equivalent methyl group protons, which leads
to an AMX3 spin-coupling pattern. The methyl group
signal is split into two doublets via 4J coupling to Ha and
Hb and their signals occur each as separate quartets due to
4J methyl group coupling. The splitting patterns are
shown schematically in Fig. 3 with the experimental
spectrum of 3b as an example.


Experimental data are given in Table 1 for aromatic
vinyl systems and in Table 2 for isopropenyl derivatives.
Coupling constants taken from experiments directly are
less precisely determined than chemical shifts.


For vinyl groups, all three types of vinylic protons (Ha,
Hb and Hc) vary in an appreciable range up to 0.9 ppm,
which is apparently dependent on the estimated torsional
angle � between the arene nucleus and the vinyl sub-
stituent. These chemical shifts are influenced by a small
or zero torsional angle in styrene (1a) and in the 2-vinyl-
substituted systems of naphthalene (4a) or anthracene
(6a) to an intermediate value in 2a caused by the steric
effect of o-methyl substitution or in the sterically affected
1-positions in 1-naphthalene (5a), 1-anthracene (7a) and
in 9-phenanthrene (9a), 1-pyrene (10a) and 6-chrysene
(11a) where the differences should be caused by the
aromatic system for a nearly constant � 6¼ 0�. A nearly
perpendicular orientation may be assumed in the o,o0-
dimethyl-substituted styrene (3a) and in 9-anthracene (8a).


The advantage of the isopropenyl substituent in com-
parison with the vinyl group is that the parent compound
1b should be appreciably twisted and consecutively all
derivatives 2b–9b will show increased torsional angles �
towards a perpendicular orientation. The influence from
the isopropenyl methyl group should be independent of �.


a: R¼H vinyl derivatives b: R¼CH3 isopropenyl derivatives
No. Vinylarenes No. Isopropenylarenes


1a styrene 1b isopropenylbenzenea


2a 2-methylstyreneb 2b 2-methylisopropenylbenzenec


3a 2,6-dimethylstyrened 3b 2,6-dimethylisopropenylbenzenee


4a 2-vinylnaphthalenef 4b 2-isopropenylnaphthaleneg


5a 1-vinylnaphthalenef 5b 1-isopropenylnaphthaleneg


6a 2-vinylanthracenef 6b 2-isopropenylanthraceneh


7a 1-vinylanthracenef 7b 1-isopropenylanthracenei


8a 9-vinylanthracenef 8a 9-isopropenylanthracenej


9a 9-vinylphenanthrenef 9b 9-isopopenylphenanthrenef


10a 1-vinylpyrenef


11a 6-vinylchrysenef


aStaudinger H, Breusch F. Ber. Dtsch Chem. Ges. 1929; 62: 442.
bBilas W, Duschel C, Schmidt H. J. Prakt. Chem. 1973; 305: 88.
cHirschberg Y. J. Am. Chem. Soc. 1949; 71: 3241.
dSchwartzmann H, Corson BB. J. Am. Chem. Soc. 1954; 76: 781.
eSchloman WW, Morrison H. J. Am. Chem. Soc. 1977; 99: 3342.
fChurch DF, Gleicher GJ. J. Org. Chem. 1976; 41: 2327.
gDewar MJS, Sampson RJ. J. Chem. Soc. 1976; 2952.
hStola M, Yanus JF, Pearson JM. Macromolecules 1976; 9: 710.
iStola M, Yanus JF, Pearson JM. Macromolecules 1976; 9: 715.
jCoudanne J, Maréchal E. C. R. Acad. Sci., Ser. C 1978; 286: 169.


Scheme 2. Names, numbering and references to synthesis
of the considered vinyl- and isopropenyl-substituted com-
pounds
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The experimentally derived splittings of geminal pro-
tons (last columns in Tables 1 and 2) span a range from
�0.53 to þ0.62 ppm. Positive splittings of vinyl systems
in Table 1 are only observed for 3a and 8a but more often
for isopropenyl systems in Table 2. The reference signal
of Ha is not constant, but strongly dependent on �.


Any further consideration needs first the determination
of geometric details, especially the behaviour of the
potential energy curve as a function of �.


Geometry optimizations with basis set and
method dependence of total energies
in dependence on torsional angles U


Vinyl systems


Styrene (1a). Torsional angles (�min) at minimum energy
conformations of styrene (1a) and internal barriers to
rotations towards �¼ 90� have been reported several
times by ab initio HF gradient optimizations in various
basis sets (such as Pople’s basis sets: STO-3G, 4–21G,
4–31G, 6–31G and 6–31G*) with references to literature
results collected by Tsuzuki et al.74 The minimum energy
torsional angle �min was calculated as unequal to zero
only for 4–21G as �min¼ 24� and 4–31G as �min¼ 18�


(both in Ref. 75) and for 6–31G* as �min¼ 15� (Ref. 74).
A constant HF/6–31G* derived geometry decreases


the barrier height at �¼ 90� from the HF value of
2.88 kcal mol�1 for three MP calculations to
2.61 kcal mol�1 for MP2 and MP3 to 2.48 kcal mol�1


with MP4(SDQ)74 (1 kcal¼ 4.184 kJ). Five differently
derived experimental maximum barrier heights at
�¼ 90� cited in Table 4 range between 1.7876 and
3.29 kcal mol�1.77


The results of our optimizations of 1a for each tor-
sional angle are presented in Table 3. Our HF/6–31G*
optimization leads, contrary to the 15� in Ref. 74, to a
minimum torsional angle of �min¼ 21.76�. In that
study,74 1a had been optimized without any constraint,
i.e. no planarity of the phenyl ring and the vinyl sub-
stituent was imposed. This led to a total energy of
�307.58546 hartree, which is slightly lower than our
value of �307.5819 hartree presented in Table 3 (in
Tables 3 and 5–7 are minimum torsional angles and
corresponding total energies listed in the last rows in
units of hartrees¼ 627.5095 kcal mol�1 in comparison
with literature values where available). Our HF calcula-
tion with the larger cc-pVTZ basis set leads to a lower
value of �min¼ 16.37�, but both B3LYP calculations give
�min¼ 0.0�. The MP2 optimizations yield �min¼ 28.55�


Table 1. Experimental 1H NMR chemical shifts, � (ppm), and coupling constants, J (Hz), of vinyl-substituted benzenoids in
CDCl3 with internal TMS at 90 MHz


Compound �Ha �Hb �Hc Jab Jac Jbc ��(Ha�Hb)


1a 5.244 5.744 6.737 1.03 10.81 17.59 �0.500
1aa 5.16 5.66 — 1.0 10 18 �0.50
2a 5.277 5.621 6.945 1.47 11.04 17.52 �0.344
3a 5.526 5.248 6.691 2.05 11.44 17.89 0.278
4aa 5.25 5.75 6.80 1.0 10 18 �0.50
5aa 5.36 5.65 — 1.5 10 18 �0.29
6aa 5.40 5.93 6.97 1.0 11 17 �0.53
7aa 5.41 5.74 — 1.5 11 17 �0.33
8aa 6.00 5.63 — 2.0 11 17 0.37
9aa 5.35 5.69 — 2.0 11 16 �0.34
10aa 5.44 5.87 — 2.0 11 17 �0.38
11aa 5.60 6.00 — 2.0 11 17 �0.40


a Ref. 73.


Figure 3. Experimental 1H NMR spectrum of 3a at
400 MHz and splitting patterns of couplings in isopropenyl
substituents (different scale expansions)


804 G. HAEFELINGER ET AL.


Copyright # 2005 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2005; 18: 800–817







with 6–31G* and �min¼ 31.42� with the larger 6–311G*
basis set. (We could not perform an MP2/cc-pVTZ
optimization of 1a because of limitations of our computer
facilities.)


The torsional dependence of potential energies for all
three applied methods with triple zeta basis sets is shown
in Fig. 4.


Calculated maximum barrier heights at �¼ 90� are
fairly uniform for both HF optimizations, 2.71 and
2.74 kcal mol�1, larger for B3LYP, 4.22 and
3.91 kcal mol�1 for 6–31G* and cc-pVTZ basis sets,
and intermediate values from MP2 calculations, 2.61
and 2.24 kcal mol�1 for 6–31G* and 6–311G* basis sets.


The energies in Table 3 refer to a minimum path for
variation with � which is not observed experimentally.
These values are denoted by E� in Table 4 where we
present additionally zero point vibration energy correc-
tions (EZP) and thermal energy corrections (ETh) to E�


which are derived from 6–31G* frequency calculations.
These values are unequal for each rotational angle � and
for each method.


Such corrections for 1a lower in each method the 90�


barrier, in the HF method from 2.71 to 2.46 or
2.00 kcal mol�1. The B3LYP barriers are larger, 4.22 to
4.04 and 4.01 kcal mol�1, and the MP2 barriers range
from 2.61 to 2.53 and 2.07 kcal mol�1. Unfortunately,
these corrected barriers do not increase the agreement to
the five experimental values given in Table 4; they are too
low.


The predicted second rotational barrier at �¼ 0� is
small, 0.09 and 0.03 kcal mol�1 from our two HF
calculations and 0.32 or 0.46 kcal mol�1 for our MP2


Table 3. Basis set and method dependence of optimized potential energies �E (kcal mol�1) relative to Emin for styrene (1a) as a
function of the torsional angle �a


Angle �E HF/ �Ea HF/ �E HF/ �E B3LYP �E B3LYP �E MP2/6– �E MP2/6–
�( �) 6–31G* 6–31G* cc-pVTZ 6–31G* cc-pVTZ 31G* 311G*


0 0.088 0.041 0.026 0.000 0.000 0.316 0.462
15 0.023 0.000 0.001 0.064 0.053 0.154 0.253
30 0.056 0.173 0.114 0.436 0.396 0.003 0.002
45 0.549 0.713 0.656 1.363 1.250 0.394 0.274
60 1.468 1.637 1.561 2.665 2.455 1.321 1.081
75 2.352 2.522 2.404 3.787 3.499 2.240 1.901
90 2.713 2.884 2.744 4.223 3.908 2.614 2.236


�min( �) 21.76 15.02 16.37 0.00 0.00 28.55 31.42
Emin (hatree) �307.58519 �307.58546 �307.68850 �309.64796 �309.76000 �308.59325 �308.59325


a Ref. 73, HF/6–31G* �E0 � ¼ 0.04 kcal mol�1, �E90 � ¼ 2.88 kcal mol�1; Ref. 72, HF/STO-3G �min¼ 0.0�, Emin¼�303.83445, �E90 � ¼ 4.54 kcal mol�1.


Figure 4. Potential energies (kcal mol�1) of styrene (1a) as a
function of the torsional angle � from HF/cc-pVTZ, B3LYP/
cc-pVTZ and MP2/6–311G* optimizations


Table 2. Experimental 1H NMR chemical shifts, � (ppm), and coupling constants, J (Hz) of isopropenyl-substituted benzenoids
in CDCl3 with internal TMS at 400 MHz


Compound �Ha �Hb �CH3 Jab Jac Jb Me ��(Ha�Hb)


1b 5.079 5.361 2.152 1.57 1.51 0.82 �0.282
2b 5.182 4.837 2.031 2.22 1.56 0.93 0.345
3b 5.252 4.754 1.048 2.22 1.56 1.00 0.498
4b 5.188 5.525 2.263 1.47 0.77 1.50 �0.337
4ba 5.10 5.50 2.20 — — — �0.40
5b 5.401 5.056 2.205 1.57 0.96 2.24 0.345
5ba 5.35 5.00 2.16 — — — 0.35
6b 5.247 5.611 2.310 1.42 0.80 1.43 �0.364
7b 5.438 5.146 2.239 1.47 1.02 2.17 0.292
8b 5.752 5.130 2.262 1.54 1.03 2.23 0.622
9ba 5.10 5.30 2.15 — — — �0.20


a Ref. 73.
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optimizations with both basis sets. Tsuzuki et al.74 found
a corresponding HF/6–31G* value of 0.04 kcal mol�1 and
an MP2/6–31G* value of 0.141 kcal mol�1, which is
reduced to 0.109 and 0.100 kcal mol�1 from their MP3
and MP4 calculations. The barrier towards �¼ 0� is
naturally 0.0 kcal mol�1 in all cases where this is the
calculated minimum torsional angle (STO-3G,72 6–
31G78 and our B3LYP calculations). Interestingly, our
HF/6–31G* value decreases on inclusion of the ZPE
correction to 0.031 kcal mol�1, but increases with ther-
mal correction to 0.483 kcal mol�1.


The total energies in Tables 3–6 show clearly that for
B3LYP calculations the quantum chemical variation
principle which considers the total energy as an indicator
of the quality of the applied basis set/method combina-
tion is not valid.


2-Methylstyrene (2a). The potential energy curve of 2a as
a function of � is shown graphically in Fig. 5 for HF and
B3LYP 6–31G* optimizations. In this asymmetrically
substituted molecule the periodicity is extended to
180�. This angle represents a trans orientation of the
vinyl substituent to the o-methyl group. The peculiarities
of the torsional behaviour are shown more clearly in the
DFT plot. The global minimum is found for 154.4�


(corresponding to 25.6� in 1a) for B3LYP and 142.1�


(37.9�) in the HF calculation (STO-3G yields 152.7�). A
second mimimum is found for �¼ 0.0� in both calcula-
tions, which is fairly high in energy with 3.22 kcal mol�1


for B3LYP and 4.82 kcal mol�1 for HF calculations. A
third minimum is seen at �¼ 60� in the B3LYP curve
where the HF plot shows only a shoulder. The torsional
maximum is found with 3.87 kcal mol�1 around �¼ 30�


and 4.89 kcal mol�1 around �¼ 15� from B3LYP and
HF, respectively. A lower maximum is observed at
�¼ 180� of 0.19 kcal mol�1 for B3LYP and


0.77 kcal mol�1 for HF optimization, comparable to the
lower energy barrier of 1a. Numerical data are presented
in Table 5 with the other vinyl-substituted systems 3a–5a.


2,6-Dimethylstyrene (3a). Figure 6 shows the plot of the
potential energy curves of 3a for HF and B3LYP 6–31G*
optimizations. Now both graphs indicate different
behaviour in the periodicity of 90�. The HF calculation
gives a broad mimimum around �¼ 90� (with an opti-
mized value of 87.9�) and a single maximum of
3.70 kcal mol�1 at �¼ 0�. In contrast, the B3LYP calcu-
lation shows two minima, a global one at �¼ 64.0�


(STO-3G yields 56.4�) and a shallow one at �¼ 0� of
1.01 kcal mol�1. Maxima are found of 0.18 kcal mol�1 at
�¼ 90� and 1.06 kcal mol�1 around �¼ 20�.


Table 4. 6–31G* energies (E �) of 1a with zero point vibration (ZPV) and thermal energy (ThE) corrections (hartree) for �min,
�¼ 0.0 � and �¼ 90 � and relative energies (kcal mol�1) based on �min in comparison with experimental determinations


Method �( �) E � E � E � �E � �E �E Exp. Method Year
þZPV þThE ZPV ThE (90 �)


HF 21.76 �307.58519 �307.44210 �307.43577 — — — 2.2 Thermodynamic 1946a


HF 0.0 �307.58505 �307.44205 �307.43654 0.088 0.031 �0.483 1.78 Raman 1975b


spectroscopy
HF 90.0 �307.58087 �307.43818 �307.43258 2.713 2.460 2.002 3.27 Fluorescence 1980c


B3LYP 0.0 �309.64796 �309.51437 �309.50844 — — — 3.06 Fluorescenceþ 1982d


Raman
B3LYP 90.0 �309.64123 �309.50794 �309.50191 4.223 4.037 4.010 3.29 Microwave 1988e


MP2 28.55 �308.59324 �308.45938 �308.45246 — — —
MP2 0.0 �308.59274 �308.45931 �308.45311 0.316 0.044 �0.408
MP2 90.0 �308.58908 �308.45535 �308.44916 2.614 2.529 2.071


a Pitzer KS, Guttman L, Westrum EE Jr. J. Am. Chem, Soc. 1946; 68: 2209.
b Carreira LA, Towns TG. J. Chem. Phys. 1975; 63: 5283.
c Hollas JM, Ridley T. Chem. Phys. Lett. 1980; 75: 94.
d Hollas JM, Musa H, Ridley T, Turner PH, Weisenberger KH, Fawcett V. J. Mol. Spectrosc. 1982; 94: 437.
e Camiati W, Vogelsanger B, Bauder A. J. Mol. Spectrosc. 1988; 128: 484.


Figure 5. Potential energies (kcal mol�1) of 2-methylstyrene
(2a) as a function of the torsional angle � from HF/6–31G*
and B3LYP/6–31G* optimizations for each �


806 G. HAEFELINGER ET AL.


Copyright # 2005 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2005; 18: 800–817







2-Vinylnaphthalene (4a) and 1-vinylnaphthalene (5a).
For these systems only HF/6–31G* optimizations were
performed with the numerical data shown in Table 5.
Both potential energy curves are presented in Fig. 7.


The periodicity of both asymmetrical systems is again
180�. For �¼ 0� the vinyl substituent points towards the
ring proton H-3 in 4a and towards H-2 in 5a. For 4a two
minima are observed, a global one at �¼ 0� and a higher
one at �¼ 150� of 0.90 kcal mol�1. Maxima are located
at �¼ 90� of 3.39 kcal mol�1 and at �¼ 180� of
1.36 kcal mol�1.


The 1-vinyl substituent in 5a has a global mini-
mum at �¼ 47.0� and a small maximum at �¼ 0� of
2.08 kcal mol�1. A larger maximum is found for �¼


180� of 8.93 kcal mol�1 which is due to steric interfer-
ence with the peri-hydrogen H-8 of naphthalene in the
planar orientation of the vinyl substituent pointing to-
wards this H-8. A shoulder is seen at �¼ 120�.


Isopropenylbenzene (1b)
The numbering of 1b is shown in Scheme 3. Optimiza-
tions are performed with imposed planarity of the phenyl
ring with its hydrogens and for the substituent carbons
C-15, C-16 with H-17 (¼Ha) and H-18 (¼Hb) and C-17
for each torsion � in steps of 15�. The rotational angle
� of the methyl group was optimized with the other
parameters for each angle �.


Table 5. HF/6–31G* and B3LYP/6–31G* optimized potential energies �E (kcal mol�1) of vinyl-substituted benzenoids 2a–5a
as a function of the torsional angle �


2-Methylstyrene (2a) 2,6-Dimethylstyrene (3a) 2- 1-
Vinylnaphthalene Vinylnaphthalene


(4a) (5a)
Angle �( �) �E HF/6–31G* �E B3LYP/6–31G* �E HF/6–31G* �E B3LYP/6–31G* �E HF/6–31G* �E HF/6–31G*


0 4.822 3.219 3.698 1.014 0.000 2.075
15 4.887 3.462 3.558 1.064 0.068 1.562
30 4.742 3.870 2.896 1.004 0.432 0.556
45 3.922 3.799 1.508 0.442 1.273 0.008
60 3.158 3.675 0.384 0.020 2.372 0.299
75 2.803 3.729 0.032 0.081 3.216 1.091
90 2.360 3.479 0.000 0.183 3.392 1.830
105 1.581 2.686 0.032 0.081 2.836 2.216
120 0.676 1.541 1.882 2.445
135 0.075 0.508 1.098 3.305
150 0.084 0.023 0.904 5.428
165 0.514 0.073 1.171 7.833
180 0.769 0.189 1.359 8.930


�min( �) 142.11 154.39 87.90 64.02 0.00 47.00
Emin �349.62009 �348.96365 �385.65175 �388.27514 �460.23816 �460.23388
(hatree)


Figure 6. Potential energies (kcal mol�1) of 2,6-dimethyl-
styrene (3a) as a function of the torsional angle � from HF/
6–31G* and B3LYP/6–31G* optimizations for each �


Figure 7. Potential energies (kcal mol�1) of 2-vinylnaphtha-
lene (4a) and 1-vinylnaphthalene (5a) as a function of the
torsional angle � from HF/6–31G* optimizations for each �
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The potential energy plot for the three methods with
triple zeta basis sets in Fig. 8 shows a periodicity of 90�.
All six calculations listed in Table 6 show a similar
behaviour. As expected, the torsional �min angles are
larger than in 1a. �min is around 44� from HF calcula-
tions, around 29� for the two B3LYP optimizations and
41.9 and 44.9� for the two MP2 calculations. Maxima of


total energy are found at �¼ 0 and 90�. The HF calcula-
tion yields a larger barrier at �¼ 0� of 5.20 kcal mol�1


for 6–31G* and 4.99 kcal mol�1 for cc-pVTZ. The MP2
optimizations lead for the same angle to 5.25 kcal mol�1


with 6–31G* and 5.38 kcal mol�1 for 6–311G*. The 90�


barrier is smaller, 3.56 or 3.50 kcal mol�1 for HF and 3.77
and 3.20 kcal mol�1 for MP2 calculations.


The two B3LYP optimizations indicate an opposite
behaviour. The 0� barrier is the smaller one at around
3.8 kcal mol�1 and the 90� barrier is now the larger one at
4.59 and 4.10 kcal mol�1, respectively.


The optimizations in Table 6 yielded different methyl
group orientations for each angle �. To eliminate this
effect, we performed separate rotations (�) of the methyl
group from one CH bond projected on to the C——CH2


plane in steps of � ¼ 15� starting from � ¼ 0�. This
periodicity is 60�. For � ¼ 60� the two CH bonds bisect
the vinylic plane, which is the most favourable methyl
group conformation with a relative energy of 0.0 kcal
mol�1. The resulting energetic effect in the case of �¼ 0�


and � ¼ 0� is surprisingly large at 4.13 kcal mol�1. For
�¼ 45� the maximum effect of 2.07 kcal mol�1 is
smaller and shows a periodicity of 120�. The maximum
effect for �¼ 90� is 2.55 kcal mol�1. Numerical values
are presented in Table 7.


Calculations of chemical shifts of vinyl protons


Our GIAO MO-calculated 1H NMR chemical shifts for
the vinylic protons (Ha, Hb and Hc) for three representa-
tive torsional angles (�min, �¼ 0� and �¼ 90�) in the
applied methods for the optimized geometries in Tables
3, 5 and 6 are presented in Table 8. The originally
obtained shielding values (which refer to a naked proton
as zero point) were converted to the listed �-values by
means of calculated TMS shielding values (which are
included in the heading of Table 8) for each method–basis
set combination based on TMS geometries optimized
within the same procedure.


Figure 8. Potential energies (kcal mol�1) of isopropenylben-
zene (1b) as a function of the torsional angle � from HF/cc-
pVTZ, B3LYP/cc-pVTZ and MP2/6–311G* optimizations


Table 6. Basis set and method dependence of optimized potential energies �E (kcal mol�1) for isopropenylbenzene (1b) as a
function of the torsional angle �a


Angle �E HF/ �E HF/ �E B3LYP/ �E B3LYP/ �E MP2/ �E MP2/
�( �) 6–31G* cc-pVTZ 6–31G* cc-pVTZ 6–31G* 6–311G*


0 5.195 4.990 3.820 3.622 5.248 5.381
15 0.770 0.610 0.135 0.168 0.939 1.106
30 0.212 0.164 0.002 0.001 0.217 0.308
45 0.001 0.001 0.279 0.187 0.014 0.0001
60 0.242 0.217 0.982 0.757 0.421 0.260
75 0.729 0.644 1.771 1.412 1.050 0.764
90 3.561 3.598 4.592 4.101 3.767 3.299


�min ( �) 44.29 43.87 28.45 30.82 41.87 44.89
Emin �346.62137 �346.73725 �348.96424 �349.08947 �347.76418 �347.88050
(hatree)


a Ref. 72: HF/STO-3G, �min¼ 34.1 �, Emin¼�342.41635 hartree, �E0 � ¼ 0.81 kcal mol�1, �E90 � ¼ 1.74 kcal mol�1.


Scheme 3. Indication of torsional angle � and CH3 rotation
angle � in isopropenyl benzene (1b)
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The chemical shifts in Table 8 vary over a considerable
range depending on the method and basis set, especially
for �min, which delivers in each case a different minimum
torsional angle. For Ha and Hb of 1a the calculated shifts
span a range from 0.8 to 1.1 ppm depending on � and the
method–basis set combination (see Fig. 9). For Hc, which
is not considered explicitly, this range is even larger.
However, for the splitting of calculated geminal proton
signals the variation with basis sets is only 0.15 ppm at
�¼ 0� and 0.06 ppm at �¼ 90�, i.e. this splitting can be
predicted with similar precision in each of the applied
procedures. The largest chemical shifts and splittings
result from B3LYP/cc-pVTZ calculations.


Estimation of effective torsional angles �eff


All presented calculations of chemical shifts and split-
tings are based on a frozen geometry and E� energies of
isolated molecules. However, the experimental chemical
shifts in Tables 1 and 2 refer to flexible dynamic mole-
cular systems in CDCl3 solutions at a measuring tem-
perature of about 300 K. Therefore, the question remains:
are the potential energy curve and �min sufficient for
comparison?


This can be tackled empirically by use of the splitting
curves which we have at hand separately for each
calculation. Starting from the experimental splitting va-
lue on the y-axis, we take from the splitting curve the
corresponding apparent effective �eff value with results


presented in Table 8 in comparison with �min values. The
largest deviations are found for DFT calculations of 1a
where �eff values of 16 and 24� are in contrast to the
calculated �min angle of 0�. The derived �eff angles are
nearly independent of the methods and basis sets. For 1a
this range is from 16� to 25� in comparison with opti-
mized �min values between 0 and 31�.


Chemical shifts calculated for isopropenylbenzene
(1b) are given in Table 9. These also vary considerably
by more than 1 ppm. Derived �eff angles for 1b between
25 and 30� are all smaller than the calculated �min angles,
between 28.5� and 44.9�.


Examples of the angular dependence of calculated
shieldings of 1b are shown in Fig. 10.


Calculated splitting of geminal proton signals


Vinyl systems
The influence of basis sets and methods on the calculated
splitting of 1a is shown numerically in Table 10 and
graphically for three examples in Fig. 11.


We will concentrate in the following discussions
on the HF/6–31G* calculations because these calcula-
tions are available for all molecules 1a–5a and 1b.
The strong dependence of splittings of 1a on rotation
angle � is clearly seen in Table 10. Up to an angle � of
about 50� the splittings are negative from �0.60 ppm up
to a maximum positive splitting of 0.21 ppm for
�¼ 90�.


Table 7. HF/6–31G* calculated torsional potentials �E (kcal mol�1) for isopropenylbenzene (1b) with the methyl group fixed in
the alkene plane and five selected rotations � of the methyl group relative to this plane


Angle � ( �) �E �¼ variable �E �¼ 0 �fixed �E �¼ 45 � fixed �E �¼ 90 � fixed Rotation angle � ( �)


0 3.098 4.126 0
3.559 15
2.144 30
0.649 45
0.000 60


15 2.251
30 0.703
45 0.000 2.072 0


1.926 15
1.278 30
0.482 45
0.000 60
0.141 75
0.828 90
1.628 105
2.072 120


60 0.401
75 1.133
90 1.464 2.553 0


2.186 15
1.289 30
0.380 45
0.000 60


�min ( �) 44.29
Emin (hatree) �346.62137
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The torsional dependence of calculated splittings of
molecules 2a–5a are presented in Table 11. Asymmetri-
cally substituted 2a shows a periodicity in 180�. Its
largest negative splitting is �0.53 ppm at 180� for the
sterically unfavourable orientation of the vinyl group
towards the o-methyl substituent. The second energetic
maximum at �¼ 0� shows a splitting of �0.272 ppm and
the maximum positive splitting of 0.29 ppm occurs at
�¼ 75�. Surprisingly, the splitting at �¼ 90� is lower,
0.27 ppm.


For the symmetrically substituted 3a the lowest split-
ting is �0.19 ppm for the sterically unfavourable zero
angle and the maximum value at �¼ 90� of 0.33 ppm is


larger than the maximum 1a value. This indicates an
influence of the two o-methyl substituents.


Asymmetric vinylnaphthalenes 4a and 5a again have a
periodicity of 180�. The largest negative splitting is
�0.57 ppm for unfavourable �¼ 0� and a lower splitting
of �0.27 ppm at �¼ 180�. The maximum positive value
of 0.21 ppm occurs at �¼ 75�, not at 90�.


In 5a, both planar orientations at �¼ 0 and 180� lead to
similar large splittings of �0.59 and �0.69 ppm. The
largest positive splitting is calculated as 0.32 ppm
for �¼ 90�. This shows a larger influence of both
benzene units of naphthalene in the 1-position relative
to the 2-position in 4a. This effect is much larger for the


Table 8. GIAO MO 6–31G* calculated 1H chemical shifts (ppm) of vinyl derivatives which are converted from shielding
values by use of the following geometry optimized TMS values: HF/6–31G*¼ 32.9033 ppm; B3LYP/6–31G*¼ 32.9035 ppm;
MP2/6–31G*¼ 32.0281 ppm; HF/cc-pVTZ¼32.2531 ppm; B3LYP/cc-pVTZ¼ 32.0320 ppm; MP2/6–311G*¼32.6068 ppm


Compound Method � ( �) �Ha �Hb �Hc ��(Ha�Hb) �eff ( �)


1a Experiment ? 5.16 5.66 — �0.50
min HF/6–31G* 21.76 5.441 5.749 6.863 �0.437 17
min B3LYP/6–31G* 0.0 5.154 5.748 6.351 �0.594 16
min MP2/6–31G* 28.55 4.896 5.290 6.358 �0.394 23
min HF/cc-pVTZ 16.37 5.433 6.031 6.931 �0.598 23
min B3LYP/cc-pVTZ 0.0 5.678 6.422 7.167 �0.744 24
min MP2/6–311G* 31.42 5.609 5.994 7.200 �0.384 25
1a HF/6–31G* 0.0 5.386 5.986 6.604 �0.600


B3LYP/6–31G* 0.0 5.159 5.752 6.347 �0.593
MP2/6–31G* 0.0 4.833 5.523 6.095 �0.690
HF/cc-pVTZ 0.0 5.426 6.031 6.842 �0.696
B3LYP/cc-pVTZ 0.0 5.678 6.422 7.167 �0.744
MP2/6–311G* 0.0 5.554 6.280 6.881 �0.726


1a HF/6–31G* 90.0 5.592 5.385 5.385 0.207
B3LYP/6–31G* 90.0 5.386 5.158 7.117 0.228
MP2/6–31G* 90.0 5.073 4.872 6.665 0.200
HF/cc-pVTZ 90.0 5.646 5.424 7.339 0.221
B3LYP/cc-pVTZ 90.0 5.917 5.655 7.801 0.262
MP2/6–311G* 90.0 5.805 5.592 7.491 0.213


2a Experiment ? 5.277 5.621 6.945 �0.344
min HF/6–31G* 142.11 5.495 5.664 6.980 �0.170 154
min B3LYP/6–31G* 154.39 5.220 5.558 6.828 �0.338 147


HF/6–31G* 0.0 5.426 5.697 6.672 �0.272
B3LYP/6–31G* 0.0 5.245 5.491 6.546 �0.246
HF/6–31G* 90.0 5.609 5.339 7.028 0.270
B3LYP/6–31G* 90.0 5.415 5.121 7.026 0.291
HF/6–31G* 180.0 5.478 5.960 6.960 �0.534
B3LYP/6–31G* 180.0 5.193 5.709 6.766 �0.515


3a Experiment ? 5.526 5.248 6.691 0.278
min HF/6–31G* 87.90 5.616 5.291 6.919 0.324 69
min B3LYP/6–31G* 64.01 5.468 5.247 6.833 0.221 70


HF/6–31G* 0.0 5.462 5.654 7.025 �0.192
B3LYP/6–31G* 0.0 5.278 5.436 6.964 �0.158
HF/6–31G* 90.0 5.616 5.290 6.920 0.326
B3LYP/6–31G* 90.0 5.420 5.073 6.952 0.348


4a Experiment ? 5.25 5.75 6.80 �0.50
min HF/6–31G* 0.0 5.465 6.039 6.836 �0.574 150; 14


HF/6–31G* 90.0 5.688 5.494 7.298 0.194
HF/6–31G* 180.0 5.501 6.232 6.701 �0.717


5a Experiment ? 5.36 5.65 — �0.29
min HF/6–31G* 47.00 5.671 5.780 7.507 �0.109 151; 37


HF/6–31G* 0.0 5.643 6.234 7.529 �0.592
HF/6–31G* 90.0 5.858 5.534 7.308 0.323
HF/6–31G* 180.0 5.506 6.194 6.781 �0.688
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calculated splitting of 9-vinylanthracene (8a) of 0.48 ppm
at �¼ 90�. The experimental value of 0.34 ppm indicates
a smaller torsional angle.


Isopropenyl benzene (1b)
The results for the angular dependence of all six calcula-
tions of splitting for 1b are presented in Table 12. An
accidental perfect agreement of splitting with the experi-
ment for 1b shows a B3LYP/cc-pVTZ value of


�0.282 ppm. The maximum splitting is calculated as
0.354 ppm for �¼ 75� and not as expected for �¼ 90�.
The numerical values, which range between �0.77 and
0.14 ppm for �¼ 0 and 90� are all smaller than the
corresponding values of 1a.


Now we may study quantitatively how much the
methyl substituent in 1b affects the geminal splitting in
relation to that of 1a for each angle � just by taking
differences of the corresponding values in Tables 10 and
12. The differences vary irregularly in the range 0.17–
0.064 ppm.


The graphical representation of splitting in Fig. 12
shows an irregular behaviour which is due to the com-
bined variation of both the torsion � and the methyl
group rotation � . Therefore, we fixed one CH orientation
in the olefinic plane for all torsions �, which now leads to
a smooth curve for splittings, as shown in Fig. 13. The
effect of the additional methyl group rotation � at �¼ 0�


is shown in Fig. 14.
The resulting numerical values for different � and �


values are given in Table 13.
The difference in the respective splittings in Tables 10


and 13 yield for fixed CH bonds at unfavourable � ¼ 0� a
smooth decrease from 0.164 ppm at �¼ 0� to 0.064 ppm
at �¼ 90�. For the favourable methyl orientation with
� ¼ 60� this is order reversed: 0.065 ppm at �¼ 0� and
0.176 ppm at �¼ 90�. It is interesting that the alkyl group
increments for the influence on cis and trans vinyl
hydrogens in the tabulation of Pretsch et al.79 yield a
difference of 0.06 ppm.


APUDI model calculations


The principle of our APUDI model51 is shown in
Scheme 4. Perpendicular above and below each benze-
noid carbon atom is placed a dimagnetic point dipole at a
distance p¼ 0.7 Å and the distances from these points to
the considered proton Hj are summed for 2n atomic


Figure 9. Shieldings (ppm) of Ha and Hb protons of styrene
(1a) from HF/cc-pVTZ and MP2/6–311G* GIAO calculations
(in Figs 9, 10, 13 and 14 Ha is denoted as H17 and Hb as H18)


Table 9. GIAO MO calculated chemical shifts (ppm) of 1b
from shielding with TMS values presented in the heading of
Table 8


Method/basis set � ( �) �Ha �Ha �� �eff


(Ha�Hb) ( �)


Experiment ? 5.079 5.361 �0.282
HF/6–31G* 44.29 5.281 5.226 0.035 25
B3LYP/6–31G* 28.45 5.048 5.302 �0.254 27
MP2/6–31G* 41.87 4.741 4.759 �0.018
HF/cc-pVTZ 43.87 5.284 5.282 0.002 30
B3LYP/cc-pVTZ 30.82 5.568 5.650 �0.282 30
MP2/6–311G* 44.89 5.459 5.426 0.034
HF/6–31G* 0.0 5.312 6.081 �0.769
B3LYP/6–31G* 0.0 5.097 5.875 �0.778
MP2/6–31G* 0.0 4.779 5.620 �0.841
HF/cc-pVTZ 0.0 5.312 6.081 �0.769
B3LYP/6–31G* 0.0 5.097 5.875 �0.778
MP2/6–31G* 0.0 4.779 5.620 �0.841
HF/6–31G* 90.0 5.359 5.216 0.143
B3LYP/6–31G* 90.0 5.167 5.015 0.152
MP2/6–31G* 90.0 4.843 4.694 0.149
HF/cc-pVTZ 90.0 5.395 5.198 0.197
B3LYP/cc-pVTZ 90.0 5.694 5.469 0.225
MP2/6–311G* 90.0 5.600 5.396 0.204
HF/6–31G* 75.0 5.296 4.942 0.354
B3LYP/6–31G* 75.0 5.098 4.737 0.361
MP2/6–31G* 75.0 4.763 4.413 0.350
HF/cc-pVTZ 75.0 5.325 4.959 0.366
B3LYP/cc-pVTZ 75.0 5.616 5.333 0.394
MP2/6–311G* 75.0 5.489 5.118 0.370


Figure 10. Shieldings (ppm) of Ha and Hb protons of
isopropenylbenzene (1b) from HF/6–31G* and MP2/6–
311G* GIAO calculations
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magnetic dipoles via equivalent Eqn (1) or (2), leading to
a purely geometric factor denoted GFj in Eqn (3):


��j½ppm� ¼ EAS �
X2n


i¼1


1 � 3cos2�ij


3R3
ij


ð1Þ


��j½ppm� ¼ EAS �
X2n


i¼1


d2
ij � 2p2


3 d2
ij þ p2


� �5=2
ð2Þ


��j½ppm� ¼ EAS � GFj ð3Þ


The ring current contribution to the chemical shift of
an aromatic proton (��j) is obtained via Eqn (3) by
multiplication of GFj with a constant effective atomic
susceptibility (EAS) which was determined empirically


Table 10. Basis set, method and angular dependence of GIAO MO calculated splitting �� (Ha�Hb) (ppm) of geminal vinyl
group protons of styrene (1a)


Angle � ( �) HF/6–31G* HF/cc-pVTZ B3LYP/6–31G* B3LYP/cc-pVTZ MP2/6–31G* MP2/6–311G*


0 �0.600 �0.696 �0.593 �0.744 �0.690 �0.726
15 �0.520 �0.614 �0.515 �0.650 �0.603 �0.642
30 �0.308 �0.393 �0.297 �0.393 �0.366 �0.410
45 �0.064 �0.125 �0.031 �0.085 �0.092 0.133
60 0.102 0.077 0.137 0.125 0.094 0.071
75 0.185 0.188 0.211 0.231 0.179 0.180
90 0.207 0.221 0.228 0.262 0.200 0.213


�min ( �) 21.76 16.37 0.00 0.00 28.855 31.42
��min �0.437 �0.598 �0.594 �0.744 �0.394 �0.384


Figure 11. Splittings (ppm) of geminal protons
(��¼ �Ha� �Hb) of styrene (1a) from HF/6–31G*, B3LYP/
cc-pVTZ and MP2/6–311G* GIAO calculations


Table 11. Angular dependence HF/6–31G* and B3LYP/6–31G* GIAO MO calculated splittings �� (Ha�Hb) (ppm) of geminal
vinyl group protons of vinyl-substituted benzenoidsa


2-Methylstyrene (2a) 2,6-Dimethylstyrene (3a) 2-Vinylnaphthalene 1-Vinylnaphthalene
(4a) (5a)


Angle � ( �) HF/6–31G* B3LYP/6–31G* HF/6–31G* B3LYP/6–31G* HF/6–31G* HF/6–31G*


0 �0.272 �0.246 �0.192 �0.158 �0.574 �0.592
15 �0.220 �0.199 �0.155 �0.128 �0.489 �0.529
30 �0.097 �0.094 �0.065 �0.072 �0.265 �0.355
45 0.063 0.020 0.058 0.007 �0.015 �0.137
60 0.221 0.193 0.212 0.180 0.150 0.055
75 0.286 0.291 0.302 0.306 0.208 0.202
90 0.270 0.294 0.326 0.348 0.194 0.323
105 0.206 0.232 0.129 0.412
120 0.096 0.129 0.009 0.390
135 �0.071 �0.044 �0.188 0.135
150 �0.282 �0.276 �0.559 �0.283
165 �0.465 �0.453 �0.348 �0.583
180 �0.534 �0.515 �0.268 �0.688


�min ( �) 142.11 154.39 87.90 64.02 0.00 47.00
��min �0.1696 �0.3384 0.3243 0.2211 �0.5740 �0.1086


a HF/6–31G* optimization for 8a with fixed �¼ 90 � leads to ��¼ 0.476 ppm at E¼�612.87235 hartree.
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as a function p from the slope of linear regression
between the experimental chemical shifts of ring protons
of 14 benzenoids with corresponding GFj values
calculated for standard geometries, which lead to
EAS(0.7)¼�14.50� 10�6 Å�3 for p¼ 0.7 Å. The statis-
tics surprisingly yielded the smallest standard error and
largest correlation coefficient for p¼ 0.0 Å with
EAS(0.0)¼�10.67� 10�6 Å�3 if two point dipoles are
placed at the position of carbon nucleus Ci. For applica-
tions of APUDI calculations shown in Table 14 we used
both selections.


Symmetry reduces the number of atomic point dipole
positions which have to be evaluated: for benzene only
four points are necessary, leading for p¼ 0.7 Å to a GF of
0.1586 Å�3, which yields a ring current contribution of
1.983 ppm and a chemical shift of 7.143 ppm.


In Fig. 15 is shown the torsional dependence of ring
current contributions for Ha and Hb protons for the �-
electron models of Johnson-Bovey46,47 (a) and of Haigh-
Mallion50 (b) compared with APUDI GF values (c). The
numerical values of both �-models are too small.


Table 12. Basis set, method and angular dependence of GIAO MO calculated splitting �� (Ha�Hb) (ppm) of geminal vinyl
group protons of isopropenylbenzenea (1b)


Angle � ( �) HF/6–31G* HF/cc-pVTZ B3LYP/6–31G* B3LYP/cc-pVTZ MP2/6–31G* MP2/6–311G*


0 �0.769 �0.858 �0.778 �0.964 �0.841 �0.807
15 �0.451 �0.541 �0.480 �0.629 �0.525 �0.529
30 �0.212 �0.280 �0.222 �0.302 �0.266 �0.270
45 0.067 0.021 0.082 0.051 0.042 0.035
60 0.280 0.245 0.275 0.287 0.252 0.251
75 0.354 0.366 0.361 0.394 0.350 0.370
90 0.143 0.197 0.152 0.225 0.149 0.204


�min ( �) 44.29 43.87 28.45 30.82 41.87 44.89
��min 0.055 0.002 �0.254 �0.282 �0.0181 0.0335


a Ref. 72: HF/STO-3G �min¼ 34.1 �.


Figure 12. Splittings (ppm) of geminal protons
(��¼ �Ha� �Hb) of 1b from HF/6–31G*, B3LYP/cc-pVTZ
and MP2/6–311G* GIAO calculations


Figure 13. � dependence of shieldings and splittings (��)
of Ha and Hb protons (ppm) of 1b with the CH3 group fixed
at � ¼ 0 � from HF/6–31G* calculations


Figure 14. Influence of CH3 group rotation of 1b of
shieldings and splittings (��) of Ha and Hb protons (ppm)
for � from 0 � to 60 � at �¼ 0 � from HF/6–31G* calculations
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The APUDI model simulates, owing to its empirically
derived EAS values, a combination of �- and �-electron
contributions. (This is shown by the better modelling of
shielding of crowded hydrogens such as the 4,5-proton
signals of phenanthrene.51)


The angular dependence of APUDI-predicted split-
tings for 1a and 1b are shown in Table 14 for the two
p values and graphically in Fig. 16. The in-plane values
for �¼ 0� are similar to those of the GIAO calculations
in Tables 10 and 12 but the values for �¼ 90� are
definitely too large.


Relevance of ring current effects


In 1965, Musher80 questioned the Pauling–Pople ring
current model of �-electrons in benzene, indicating the
importance of neglected �-electrons by arguing about the
additivity of magnetic contributions, which led to con-
troversial discussions.81 As a consequence, the impor-
tance of local �-contributions in addition to delocalized
�-electron contributions was treated in the models of


Barfield et al.52 and Blustin53 and also in advanced
calculations by Agarwal et al.82 and Vogler.57


The relation of both contributions has been debated
quantitatively by coupled Hartree–Fock (CHF) all-elec-
tron ab initio calculations by Lazzeretti et al.,83 who
obtained magnetic shielding contributions close to the HF
limit for core, �- and �-electrons to shieldings of benzene
hydrogens in nearly similar ratios.


Recently, Wannere and Schleyer,84 by application of
IGLO B3LYP/6–311þG** calculations, completely re-
jected the occurrence of �-electron ring currents as a
reason for the low-field shift of benzenoid proton signals.
However, this conclusion was refuted as being concep-
tually wrong by Viglione et al.,85 stressing the impor-
tance of the interpretative value of the ring current model
as being valid and still alive.


Our empirical APUDI model simulates both �- and �-
effects and the GIAO calculations are completely inde-
pendent of �- and �-separations. However, both applica-
tions model the experimentally observed trends
convincingly.


CONCLUSION


We showed by use of experimental 1H NMR data in
comparison with GIAO calculations of chemical shifts
for optimized geometries and APUDI predictions that the
splitting of the geminal proton signals of vinyl or iso-
propenyl substituents on aromatic systems may be used
as an indicator of magnetic anisotropies similar as the
previously used mesityl substituents. These values indi-
cate a probing of differences of iso-shielding lines. The


Table 13. HF/6–31G* GIAO MO calculated splitting ��(Ha�Hb) (ppm) of geminal vinyl group protons of isopropenylbenzene
(1b) with fixed methyl group and five selected methyl group rotations �


Angle � ( �) �� (ppm) �¼ 0 � fixed �¼ 45 � fixed �¼ 90 � fixed Rotation angle � ( �)


0 �0.764 �0.766 0
�0.734 15
�0.654 30
�0.570 45
�0.535 60


15 �0.661
30 �0.408
45 �0.150 �0.149 0


�0.100 15
�0.013 30
0.059 45
0.075 60


60 0.024
75 0.115
90 0.143 0.144 0


0.179 15
0.264 30
0.349 45
0.383 60


�min ( �) 44.29
��min 0.055


Scheme 4. Definition of parameters used in the APUDI
model with Eqns (1)–(3)
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numerical values depend critically on the rotational
orientation of the considered groups. For nearly perpen-
dicular arrangements for 8a and 8b values in the range up
to 0.62 ppm are observed.


Advantages of the vinyl substituent splitting against the
mesityl group splitting are the simpler synthesis, the more
precise localization of the geometric positions and the
dependence solely on the rotational angle �. A disadvan-
tage is that in unaffected positions the vinyl groups are in
the low-field range and negative splitting occurs.
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9. Kekulé FA. Bull. Soc. Chim. Fr. 1865; 3: 98–110; Ann. Chem.
Pharm. 1866; 137: 129–196.


10. (a) March J. Advanced Organic Chemistry: Reactions, Mechan-
ism, and Structure (3rd edn). Wiley: New York, 1985; chapt. 11;
(b) Ingold CK. Structure and Mechanism in Organic Chemistry
(2nd edn). Cornell University Press: Ithaca, NY, 1969; chapt. VI;
(c) Koerner W. Gazz. Chim. Ital. 1874; 4: 437–445.


11. (a) Wheland GW. J. Am. Chem. Soc. 1942; 64: 900–908.
(b) Pfeiffer P, Wizinger R. Liebigs Ann. Chem. 1928; 461:
132–154.


12. Armit JW, Robinson R. J. Chem. Soc. 1925; 127: 1604–1618.
13. (a) Hückel E. Z. Elektrochem. 1937; 43: 752–788; (b) Hückel E. Z.


Phys. 1931; 70: 204–286; (c) Hückel E. Z. Phys. 1931; 72: 310–
337; (d) Hückel E. Z. Phys. 1932; 76: 628–648.


14. Streitwieser A Jr. Molecular Orbital Theory for Organic Che-
mists. Wiley: New York, 1961.
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ABSTRACT: The aromaticity of heterocyclic pyran rings in selected hydroxypyrones and their anions and cations
was studied using three aromaticity indices, HOMA, I6 and NICS. These values were determined for theoretical
geometries obtained at the HF, SVWN, B3LYP and B1LYP levels of calculations with the 6–311þ þG(d,p) basis set.
The data obtained show that the aromaticity for the hydroxypyrones under investigation increases in the order:
anion< neutral molecule< cation. Copyright # 2004 John Wiley & Sons, Ltd.


KEYWORDS: hydroxypyrones; aromaticity; HOMA; NICS; I6


INTRODUCTION


Aromaticity is a basic concept in explaining the structure
and reactivity of many chemical compounds, and experi-
mental and theoretical studies on this phenomenon con-
stitute one of the most popular topics in chemistry.1 Its
precise definition is still under heated dispute but there
are certain criteria of aromaticity.2 According to these
criteria, aromatic compounds are more stable than their
analogues with localized double and single bonds (en-
ergetic criterion of aromaticity), their bond lengths are
between those typical for the single and double bonds
(geometric criterion), they possess a �-electron ring
current induced in the magnetic field (magnetic criterion)
and they prefer substitution over addition reactions (re-
activity criterion). Aromaticity is not restricted to carbo-
cyclic and heterocyclic compounds only. It can be also
considered in systems with intramolecular hydrogen
bonding (quasi-aromaticity)3 and in metal complexes,
where metal ion is part of the ring (metalloaromaticity).4


The hydroxypyrones studied here are made up of two
different rings (Fig. 1): a six-membered heterocyclic pyran
ring and a five-membered quasi-ring with an intramolecu-
lar hydrogen bond. The aim of this work was to study the
aromaticity of the heterocyclic ring. The ligands investi-
gated were pyromeconic acid (3-hydroxy-4H-pyran-4-
one), maltol (3-hydroxy-2-methyl-4H-pyran-4-one) and
ethylmaltol (3-hydroxy-2-ethyl-4H-pyran-4-one). These


compounds are of interest owing to their potentially strong
biological activity while forming complexes with metal
ions.5 Some of them have been tested as new drugs. The
most promising ones are maltol complexes with vanadiu-
m(III, IV) (insulin mimetic properties6,7) and iron(III) (iron
deficiency anaemia8) ions.
In a solution, the hydroxypyrones under investigation


form cations and anions by protonation or deprotonation,
respectively.9 The pKa


1
and pKa


2
values for maltol are


2.28 and 8.62, respectively. The changes in aromaticity
on proton release or acceptance were also studied in this
work. Owing to their chemical structures, tautomeric
equilibria are expected in neutral and positively charged
hydroxypyrones. We have shown previously that only
enolic tautomers of the studied compounds exist as
neutral molecules and protonation occurs on the oxygen
atom of the keto group.10 The ligands studied here consist
of a flat pyran ring with keto and hydroxyl substituents
(see Fig. 1). Owing to the presence of the conjugated
�-electron system, they may be considered in terms of
varying aromaticity.
It is expected that the aromaticity of the hydroxypyr-


one metal complexes will strongly influence their
molecular properties. It has been suggested that metal-
loaromaticity is responsible for increasing the stability of
chelate compounds (energetic criterion of aromaticity).11


The aromaticity of heterocyclic and metallocyclic rings
in complexes of hydroxypyrones may also give informa-
tion about the reactivity of these compounds (reactivity
criterion of aromaticity). Hence we believe that aromati-
city studies of hydroxypyrones have not only a theoretical
but also a strong practical meaning. Studies on the
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properties of ligands usually constitute the first step in
research on their metal complexes. Therefore, in this
work, we determined the aromaticity of various forms of
three biologically active hydroxypyrones. These data will
be used as a starting point to the discuss aromaticity of
their complexes with various metal ions.


COMPUTATIONAL DETAILS


Three aromaticity indexes are used, among which the
HOMA (Harmonic Oscillator Model of Aromaticity)
index12,13 is the most popular in aromaticity studies.
Its concept is based on the optimal interatomic distance
for an aromatic molecule with full �-electron delocali-
zation. The HOMA index is calculated according to the
equation:


HOMA ¼ 1� �


n


X
Ropt � Ri


� �2h i
ð1Þ


where � is an empirical factor that determines
HOMA¼ 0 for the Kekulé structure of benzene and
HOMA¼ 1 for benzene with optimal ‘aromatic’ bond
lengths, Ropt and Ri are optimal bond lengths and bond
lengths in the real system, respectively, and n is the
number of bonds taken into the summation. A few years
ago the HOMA index was divided into two parts:14,15


HOMA ¼ 1� � Ropt � Rave


� �2��


n


X
Rave � Rið Þ2


¼ 1� EN� GEO


ð2Þ


where Rave is the average bond length in the system
studied. Two effects that can decrease the aromaticity of
the molecules are incorporated into this equation, namely
bond length alternation (GEO) and bond elongation (EN).
I6 is another geometry-based index of aromaticity.16


Bond orders N are estimated from bond lengths according
to the Gordy rule;17 thus, I6 values are obtained from the
equations


V ¼ 100


N


ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
N � N
� �2


6


s
ð3Þ


I6 ¼ 100 1� V


33:3


� �
ð4Þ


where N is the arithmetic mean of the calculated bond
orders. The constant value of 33.3 is set based on the
assumption that the aromaticity of benzene is equal to 100.
The last probe of aromaticity used in this study is the


NICS (Nucleus Independent Chemical Shift) index. It is a
magnetic index defined as the negative absolute magnetic
shielding computed in the center of the ring.18 The NICS
value depends on the quantum chemical method and the
basis set used in computation. It is also sensitive to the
method used in the NMR shielding tensor calculation. In
this work, we use the GIAO (Gauge-Independent Atomic
Orbital)19 method combined with all the methods
employed in geometry calculations. The NICS value for
the aromatic reference molecule, benzene, is about �10,
and for the antiaromatic reference system, cyclobuta-
diene, it is about 28.18 The NICS index has been the
most common method used in aromaticity studies during
the last few years.20


For precise aromaticity determination, good-quality
geometric parameters are required. Generally, there are
two sources of these, namely experimental values and
theoretical calculations. In the case of the hydroxypyr-
ones studied, not all experimental data needed are avail-
able. Geometries of the neutral molecules of
pyromeconic acid,21 maltol22 and ethylmaltol23 are avail-
able. So far, however, diffraction experiments have been
done only for the maltol cation chloride.24 No such data
for hydroxypyrone anions have been found in the litera-
ture. Therefore, in this work we decided to use the
theoretically optimized structures of the studied com-
pounds. Some structural quantum chemical calculations
on various forms of pyromeconic acid, maltol and ethyl-
maltol were performed. In these calculations, the HF
method25 and some DFT functionals with the 6–311
þþG(d,p) basis set were employed. Within the DFT
methods, local (SVWN26) and two hybrid (B3LYP27


and B1LYP28) functionals were used. The determinations
of the most stable structures of maltol, ethylmaltol and
pyromeconic acid and their anions and cations were
published previously.10 Here we use these geometries to
evaluate the aromaticity indices for various forms of the
compounds under investigation.


RESULTS AND DISCUSSION


Comparisons of the experimental and theoretical bond
lengths of pyromeconic acid are given in Table 1. In order
to test the influence of the theoretical methods on the
bond length calculations, we include the results obtained
from four methods: HF, SVWN, B3LYP and B1LYP. As
can be seen, by comparison with the experimental results,
all of the theoretical methods calculate the geometry of
the studied ligand with acceptable quality. The best


Figure 1. Structures and atom numbering scheme for the
investigated forms of hydroxypyrones
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agreement is found for the B3LYP and B1LYP methods,
and the worst for the HF method. The latter is under-
standable, as the HF treatment does not take into account
electron correlation. We think that the observed discre-
pancies between the theoretical and calculated geome-
tries are due to the fact that the comparison is made
between the experimental data obtained for single crys-
tals (where intermolecular hydrogen bonds are created)
and those calculated for free molecules in the gas phase.
In Table 2, the experimental and theoretical (B1LYP)


bond lengths for cationic, anionic and neutral maltol
molecules are compared. Again, the agreement between
the theoretical and experimental values is satisfactory. In
addition, the theoretical methods describe fairly well the
structural changes among the various maltol forms. Good
examples are the elongation of the O(1)—C(1) bond after
protonation of the keto oxygen atom in the cation and the
shortening of the O(2)—C(2) bond after deprotonation of
the O(2) atom in the anion.
Aromaticity data for the pyran ring in the pyromeconic


acid molecule are given in Table 3 and are also shown in
Fig. 2. The data obtained for the HOMA index strongly
suggest that relative aromaticity decreases from cation to
neutral molecule to anion. The same is true for the NICS
data obtained. In the case of the I6 index, the results


Table 1. Comparison between experimental and calculated
[6–311þþG(d,p) basis set] bond lengths for pyromeconic
acid


Bond Experimental21 HF SVWN B3LYP B1LYP


O(1)—C(1) 1.248 1.201 1.241 1.234 1.232
C(1)—C(2) 1.448 1.471 1.455 1.469 1.469
C(2)—O(2) 1.350 1.338 1.319 1.345 1.346
C(2)—C(3) 1.343 1.327 1.351 1.350 1.348
C(3)—O(3) 1.354 1.349 1.349 1.364 1.363
O(3)—C(4) 1.341 1.324 1.329 1.344 1.343
C(4)—C(5) 1.328 1.332 1.353 1.351 1.350
C(5)—C(1) 1.427 1.454 1.422 1.446 1.447


Table 2. Comparison between experimental and calculated
(B1LYP method) [6–311þþG(d,p) basis set] bond lengths for
various forms of maltol


Cation Neutral
Anion


Bond Exp.22 B1LYP Exp.24 B1LYP B1LYP


O(1)—C(1) 1.307 1.310 1.245 1.234 1.236
C(1)—C(2) 1.408 1.418 1.444 1.465 1.513
C(2)—O(2) 1.346 1.350 1.353 1.352 1.263
C(2)—C(3) 1.368 1.375 1.358 1.353 1.406
C(3)—O(3) 1.337 1.344 1.363 1.372 1.392
O(3)—C(4) 1.329 1.334 1.342 1.344 1.330
C(4)—C(5) 1.345 1.359 1.344 1.348 1.345
C(5)—C(1) 1.404 1.406 1.440 1.447 1.456


Table 3. Aromaticity data for pyromeconic acid [all calcula-
tions with the 6–311þþG(d,p) basis set]


Aromaticity
Species index HF SVWN B3LYP B1LYP


Neutral molecule
HOMA �0.04 0.36 0.04 0.04
GEO 0.90 0.49 0.67 0.68
EN 0.14 0.15 0.29 0.28
I6 37.87 49.71 41.73 41.33


NICS �2.62 �2.75 �2.75 �2.75
Cation


HOMA 0.67 0.72 0.64 0.55
GEO 0.31 0.24 0.26 0.40
EN 0.01 0.04 0.10 0.05
I6 60.04 61.43 58.46 51.83


NICS �7.71 �6.81 �7.30 �7.36
Anion


HOMA �0.55 �0.05 �0.49 �0.48
GEO 1.04 0.53 0.71 0.72
EN 0.51 0.52 0.78 0.76
I6 34.20 50.34 42.04 41.41


NICS �1.42 �1.02 �1.45 �1.49


Figure 2. Changes in aromaticity indexes for various forms of the pyromeconic acid molecule. Calculations with the
6–311þþG(d,p) basis set
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obtained are slightly different. This method, except for
the Hartree–Fock data, predicts only small differences
between the aromaticity of the anion and neutral mole-
cule. Other than for the other indexes, the aromaticity of
the anion is here even slightly stronger than that of neutral
molecules. These data clearly indicate that one has to be
cautious when interpreting aromaticity results calculated
with the I6 index. This index, like the GEO part of the
HOMA index, depends only on bond alternation in the
molecule. As seen from Table 3, the values of the GEO
part for the anion and the neutral pyromeconic acid
molecule are similar. However, additional dearomatiza-
tion of the anions occurs and is associated with the EN
part. The EN values are much greater for anions than for
neutral molecules. This effect cannot be observed in the
I6 index. This is the main source of erroneous data
obtained while using the I6 index in such calculations.
According to the data presented in Table 3, the GEO term
is much greater than the EN term for cations and neutral
molecules. In the case of the pyromeconic acid anion, this
is found only with the HF method. The GEO and EN
values obtained for anion geometries calculated with the
DFT methods are very close. The GEO values are shown
to be somewhat smaller than the EN values when calcu-
lated using the B3LYP and B1LYP functionals.
Similar results obtained for maltol and ethylmaltol are


presented in Tables 4 and 5. From these data one can
conclude that the decreasing order of relative aromati-
city, mentioned above, is the same for all of the hydro-
xypyrones studied. In the case of the DFT methods and
the I6 index, this order differs from that for the other data.
This behaviour has been explained above. Similarly to
the pyromeconic acid, the GEO term plays a major role
for cations and neutral molecules, while its values are
close to the EN values for anions (except for the HF
method).


It was observed for RNA and DNA bases29 that
aromaticity decreases with increase in the number of
the C——X (X¼O, N) groups attached to the ring. The
same effect is observed with hydroxypyrones. There are
two single-bonded exocyclic CO groups in the cation,
one single- and one double-bonded CO group in the
neutral molecule and one double- and one partially
double-bonded CO group in the anions. Hence our
calculations support the expected changes in the aroma-
ticity of the pyran ring, which decreases with increasing
number of exocyclic C——O groups.
From the results obtained, it is easy to compare the


aromaticities for the same (cation, anion or neutral) forms
of pyromeconic acid, maltol and ethylmaltol calculated at
a particular level of theory. Generally, our calculations
show that the differences among neutral molecules and
anions are negligible. For example, the HOMA indexes
obtained from the HF geometries are �0.04, �0.04 and
�0.03 for neutral molecules of pyromeconic acid, maltol
and ethylmaltol, respectively. Hovewer, small differences
are found for cations, especially when the NICS method
is applied.
It should be emphasized that the same basis set [6–


311þþG(d,p)] was used for all computations. Never-
theless, some disagreement in the results obtained for
different theoretical geometries is observed, as shown in
Fig. 2. Both hybrid DFT functionals (B3LYP and B1LYP)
give nearly the same results. Usually the HF calculations
show the same level of aromaticity. Some discrepancies
are obtained for the SVWN method and geometric
aromaticity indexes (HOMA and I6). Thus, the SVWN
method shows greater aromaticity for HOMA and I6. In
contrast, the aromaticities estimated with the NICS index
are generally smaller than those obtained for the other
methods (HF, B3LYP and B1LYP). In our opinion,


Table 4. Aromaticity data for maltol [all calculations with
the 6–311þþG(d,p) basis set]


Species Aromaticity index HF SVWN B3LYP B1LYP


Neutral molecule
HOMA �0.04 0.36 0.08 0.02
GEO 0.88 0.48 0.63 0.68
EN 0.16 0.15 0.28 0.30
I6 37.56 48.91 41.51 40.53


NICS �2.43 �2.70 �2.63 �2.63
Cation


HOMA 0.76 0.75 0.67 0.55
GEO 0.23 0.20 0.22 0.40
EN 0.01 0.05 0.11 0.06
I6 63.48 62.68 59.80 57.22


NICS �6.73 �6.60 �7.09 �7.15
Anion


HOMA �0.53 �0.01 �0.47 �0.46
GEO 1.03 0.49 0.68 0.70
EN 0.50 0.51 0.79 0.76
I6 33.61 50.68 41.78 41.35


NICS �1.36 �0.84 �1.32 �1.38


Table 5. Aromaticity data for ethylmaltol [all calculations
with the 6–311þþG(d,p) basis set]


Aromaticity
Species index HF SVWN B3LYP B1LYP


Neutral molecule
HOMA �0.03 0.36 0.03 0.03
GEO 0.88 0.48 0.66 0.67
EN 0.15 0.16 0.31 0.30
I6 37.67 48.85 40.98 40.62


NICS �2.58 �2.86 �2.82 �2.82
Cation


HOMA 0.69 0.71 0.61 0.62
GEO 0.30 0.25 0.28 0.28
EN 0.01 0.04 0.11 0.10
I6 59.56 59.76 56.76 56.96


NICS �6.86 �6.35 �6.98 �7.04
Anion


HOMA �0.53 �0.02 �0.47 �0.47
GEO 1.03 0.50 0.68 0.70
EN 0.50 0.52 0.79 0.77
I6 33.47 50.63 41.78 41.21


NICS �1.44 �0.80 �1.40 �1.44
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supported by the data obtained, the HF method, despite
its weak point (lack of electron correlation), can still be
useful for aromaticity calculations.


CONCLUSIONS


The geometry of the compounds studied here predicted
by theoretical methods is in good agreement with the
available experimental data. These methods have been
shown to be suitable for describing of structural changes
during cation and anion formation. The best geometric
parameters were obtained using the B3LYP and B1LYP
methods.
We have shown that the relative aromaticity in the


heterocyclic rings of the three hydroxypyrones studied
decreases in the order cation> neutral molecule> anion.
We have also demonstrated that different theoretical
methods lead to different values of aromaticity indexes,
as is clearly shown for the SVWNmethod. In some cases,
aromaticities determined from the SVWN geometries
differ from other data, but the relative behaviour of this
method is similar to that of the other theoretical methods
used in this work. The data obtained here show that there
is no influence of the aliphatic substituents on the
aromaticity of the heterocyclic pyran ring. The aromati-
city order of hydroxypyrones evaluated in this work is
consistent with the published HOSE data for these
compounds.30


Our work strongly supports the view that the HOMA
and NICS indices should be preferred in aromaticity
calculations, as the I6 index sometimes differs signifi-
cantly. For the HOMA and NICS computations, the
B3LYP or B1LYP geometries seem to be the most reliable.
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19. Woliński K, Hilton JF, Pulay P. J. Am. Chem. Soc. 1990; 112:


8251–8260.
20. Schleyer PvR. Chem. Rev. 2001; 101: 1115–1118.
21. Heekyung Tak, Fronczek FR, Fischer NH. Spectrosc. Lett. 1994;


27: 1431–1436.
22. Burgess J, Fawcett J, Russell DR, Hider RC, Bilayet Hossain M,


Stoner CR, van der Helm D. Acta Crystallogr., Sect. C 1996; 52:
2917–2920.


23. Brown SD, Burgess J, Fawcett J, Parsons SA, Russell DR,
Waltham E. Acta Crystallogr., Sect. C 1995; 51: 1335–1338.


24. Bilodeau D, Beauchamp AL. Acta Crystallogr., Sect. C 1996; 52:
2633–2636.


25. Roothan CCJ. Rev. Mod. Phys. 1951; 23: 69–89.
26. Vosko SH, Wilk L, Nusair M. Can. J. Phys. 1980; 58: 1200–1210.
27. Becke AD. J. Chem. Phys. 1993; 98: 5648–5652.
28. Adamo C, Barone V. Chem. Phys. Lett. 1997; 274: 242–250.
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ABSTRACT: Trans-to-cis photoisomerization of unsymmetrical 4,40-disubstituted trans-1,3-diphenyltriazenes ren-
ders a non-equilibrium mixture of two isomeric cis pairs which, as in the case of symmetrical 1,3-diphenyltriazenes,
undergo thermal cis-to-trans isomerization by means of 1,3-prototropic rearrangements catalyzed by general acids
and general bases. A quantitative analysis, by means of a multiple-substituent Hammett equation, of the rate constants
for restricted rotation around the N-2—N-3 bond in cis-1,3-diphenyltriazenes renders � values of �1.93� 0.08 and
0.82� 0.08 for N-1 and N-3, respectively. Copyright # 2005 John Wiley & Sons, Ltd.
Supplementary electronic material for this paper is available in Wiley Interscience at http://www.interscience.
wiley.com/jpages/0894-3230/suppmat/


KEYWORDS: triazenes; geometrical isomerism; restricted rotation; substituent effects; Hammett equation


INTRODUCTION


Unsaturated compounds able to undergo light-induced
reversible changes in double-bond configuration are sub-
jects of interest for potential applications, among others,
in information storage systems and in (supra)molecular
switching devices.1,2 In contrast to the case of azo
compounds, ones of the most thoroughly studied photo-
chromic materials with nitrogen-containing �-systems2


(the detailed literature on photoisomerization mechan-
istic studies of azo compounds is beyond the scope of this
paper; only a few representative and recent articles are
listed here3), very limited information is available regard-
ing the geometrical isomerization mechanism for tria-
zenes,4–7 compounds characterized by having a
diazoamino group (i.e.—N1¼N2—N3<) and of poten-
tial use as optical memory materials for photo-mode
recording.8 In an effort to provide a framework for the
understanding of the factors that govern the geometrical
isomerization of triazenes, and that ultimately determine
the usefulness of these compounds as photochromic
materials, recent investigations in our laboratory have
focused on the cis-to-trans isomerization mechanism of
symmetrical 4,40-disubstituted 1,3-diphenyltriazenes
(DPT).6,7 It has been indicated that photoinduced trans-
to-cis isomerization, via laser-flash excitation of trans-
DPT in aqueous media, renders a non-equilibrium


mixture of s-cis and s-trans conformers of the corre-
sponding cis-DPT;6,7 the cis-s-trans conformers subse-
quently revert to the thermodynamically more stable
trans forms via an acid/base-catalyzed 1,3-prototropic
rearrangement (Scheme 1).6,7 Acid catalysis (attributed
to rate-limiting proton transfer to N-1) becomes predo-
minant as the electron-donating character of the aryl
groups increases, whereas base catalysis (attributed to
rate-limiting base promoted ionization of N-3) becomes
dominant as the electron-withdrawing character of the
aryl groups increases.7 Interestingly, the process ascribed
to cis-s-cis to cis-s-trans conversion (i.e. restricted rota-
tion around the N-2—N-3 bond) becomes rate control-
ling when working in aqueous NaOH solutions.6,7


Furthermore, the rate constants ascribed to restricted
rotation have been shown to increase as the ability of
the aryl groups to withdraw electrons also increases,
which implies the intramolecular process to be more
susceptible to the electronic character of the aryl group
attached to N-1 than of that bonded to N-3.7


Evidently, an additional aspect arises when unsymme-
trical disubstituted trans-1,3-diphenyltriazenes are con-
sidered, since in essence they exist as a pair of
distinguishable tautomeric isomers [Eqn (1)].9–11 Hence
one would anticipate that trans-to-cis photoisomerization
of unsymmetrical trans-DPT would render a non-equili-
brium mixture of two pairs of cis isomers, i.e. one pair of
cis-conformers per tautomeric trans form.


ð1Þ
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In this paper, we report the results of a study on the
thermal cis-to-trans isomerization of a set of unsymme-
trical 4,40-disubstituted-1,3-diphenyltriazenes (Scheme 2)
(for convenience of notation, unsymmetrical 4,40-disub-
stituted-1,3-diphenyltriazenes are referred by a single
name, although, as shown in Eqn (1) and discussed later,
these substances exist as a mixture of tautomeric isomers)
to probe the implications of tautomeric isomerism on the
geometrical isomerization mechanism illustrated in
Scheme 1, and, in particular, to characterize further the
influence of aryl substitution on the N-2—N-3 rotational
barrier.


RESULTS AND DISCUSSION


In agreement with previous studies on symmetrical 4,40-
disubstituted-1,3-diphenyltriazenes, laser excitation (at
�¼ 355 nm) of aqueous solutions of the trans forms of
any of the compounds shown in Scheme 2 leads to an
instantaneous decrease in the absorbance of the solution
(bleaching), owing to photoinduced trans-to-cis isomer-
ization (Fig. 1 is representative). In all cases, this instan-
taneous bleaching is followed by complete recovery of the
initial absorbance of the solution, owing to thermal cis-to-
trans isomerization (Fig. 1, inset). Recovery traces were
collected for each of the compounds shown in Scheme 2
as a function of pH and buffer concentration. In most
cases, recovery traces are very well reproduced by a
biexponential function (Tables S1–S20, available as Sup-
plementary Material at Wiley Interscience). The fact that
two kinetic processes are being observed indicates the
presence of (at least) two absorbing species of different
reactivity. These two kinetic processes can be attributed to
the presence of two pairs of cis isomers (i.e. one pair of


cis-conformers per tautomeric trans form) that isomerize
at different rates. This assumption requires the cis-s-cis
isomers to be linked through a ‘slow’ tautomeric equili-
brium (Scheme 3), i.e. the cis-s-cis interconversion step is
assumed to act as an insulator between the two (rapid)
cis-to-trans isomerization reactions, thereby making them
independent of each other. This seems reasonable con-
sidering that, unlike tautomerization between cis-s-cis
isomers, restricted rotation around the N-2—N-3 bond
and 1,3-prototropy of cis-s-trans isomers significantly
decrease the steric hindrance between phenyl rings.


Consistent with previous observations for symmetrical
1,3-diaryltriazenes, it is found that the observed rate
constants determined in acetate, phosphate, carbonate
and piperidine buffers vary with pH and buffer concen-
tration (Tables S1–S3, S5–S13 and S15–S19, available as
Supplementary Material at Wiley Interscience). The
buffer dependence plots (Fig. 2 is representative) are
fairly linear, hence data are interpreted in terms of


Scheme 1


Scheme 2


Figure 1. Transient absorption spectra for FHDPT (in NaOH
solution) obtained 14 (*), 128 (*), 260 (~) and 372ms (~)
after laser pulse at pH 13.53. Inset: kinetic trace recorded at
390 nm (pH 13.99)


Scheme 3
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Eqn (2), where k0 represents the rate constant for reaction
through solvent-related species and kB represents the
buffer rate constant.


kobs ¼ k0 þ kB½buffer� ð2Þ


The resulting k0 values, together with the kobs values
obtained in NaOH solutions (Tables S4, S14 and S20,
available as Supplementary Material at Wiley Inter-
science), are used to build the pH–rate profiles shown in
Fig. 3. Based on the mechanism presented in Scheme 3, if
the cis-s-cis interconversion step acts as an insulator
between the two (rapid) cis-to-trans isomerization reac-
tions, one would expect the pH–rate profile of each
substrate to be characterized by two curves, each curve
representing the isomerization of one of the two pairs of
cis-conformers. According to Scheme 3, and the pH–rate
profiles reported for symmetrical triazenes,6,7 each of
these curves should be characterized by a V-shaped profile
(corresponding to rate-limiting acid/base-catalyzed 1,3-
prototropy) that levels off at both high and low pHs as a
result of a change in rate-controlling step (i.e. rate-limit-
ing restricted rotation). The empirical rate law for the V-
shaped profile is k0¼ c1[Hþ]þ c2þ c3[HO�], where c1,
c2 and c3 represent the rate coefficients for 1,3-prototropy
assisted by protons, water molecules and hydroxide
anions, respectively. A theoretical fit of the data to this
equation has not been done because in no case could the
rates of cis-to-trans isomerization for the corresponding
two pairs of cis-conformers be experimentally distin-
guished in the range 6< pH< 10. It should be pointed
out that such a fitting has been reported for 1,3-diphenyl-
triazene, demonstrating that the resulting rate coefficients
c1 and c3 are consistent with diffusion-controlled proto-
nation rate constants.6 Two V-shaped curves are clearly
seen in the case of FHDPT [Fig. 3(B)]. [Triazenes are
very sensitive to acids, decomposing in aqueous media to
nitrogen, amines and alcohols. Among the three target


substrates, FHDPT is the most stable (kdecomposition¼
0.30� 0.02, 1.78� 0.05, and 131� 2 M


�1 s�1 forFHDPT,
MFDPT and MHDPT, respectively), which allows us to
carry out experiments in a wider range of pH than in the
case of the other two substrates.] For MHDPT [Fig. 3(A)],
a single kinetic process is observed under the experimental
conditions where the 1,3-prototropic rearrangements are


Figure 2. Buffer concentration dependence of the observed
rate constants for FHDPT cis-to-trans isomerization in acet-
ate buffer at pH¼4.96 (ks and kf refer to the rate constants
for the slower and faster processes, respectively)


Figure 3. Plots of rate constants (extrapolated to zero
buffer concentration) vs pH for cis-to-trans isomerization
of MHDPT (A), FHDPT (B) and MFDPT (C), obtained from
mono- (*) and biexponential (~, *) kinetic traces. Arrows
indicate direction of possible movement of points, which are
maximum values (the slowest rate constant that can be
determined with our laser-flash photolysis system is
�2000 s�1)
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rate-controlling, in agreement with the expectation that the
rates of cis-to-trans isomerization for the two isomeric cis-
s-trans MHDPT forms are similar [as inferred from the
rate constants previously obtained for 1,3-bis(4-methox-
yphenyl)triazene and 1,3-diphenyltriazene],7 and therefore
too close to be distinguished kinetically. In the case of
MFDPT [Fig. 3(C)], the resulting pH–rate profile clearly
indicates that the rate of isomerization attributed to one of
the cis pairs is pH independent, which would indicate that
for this cis pair restricted rotation around the N-2—N-3
bond is the rate-limiting step under all the experimental
conditions of this study. It should also be noted that these
values are fairly close to the detection limit of our
equipment (the slowest rate constant that can be deter-
mined with our laser-flash photolysis system is
�2000 s�1) and should therefore be used with caution.


The main question for all three pH–rate profiles is
which cis pair corresponds to each curve. As shown in
Fig. 3, two pH-independent processes are observed in
NaOH solutions with all three substrates. These pH-
independent processes are attributed to rate-limiting re-
stricted rotation around the N-2—N-3 bond of cis-s-cis
tautomers that clearly undergo rotation at different rates.
Restricted rotation around the N-2—N-3 bond of tria-
zenes can be explained in terms of a 1,3-dipolar reso-
nance model, as shown in Eqn (3).


ð3Þ


Based on this model, the more stable the charges on the
1,3-dipolar resonance form are, the lower the correspond-
ing rate constant for restricted rotation is. Hence the
resulting rate constants values for restricted rotation for
each substrate are assigned to the corresponding tauto-
meric forms as indicated in Table 1.


As mentioned earlier, the observed rate constants
determined in acetate, phosphate and carbonate buffers
(i.e. conditions under which the 1,3-prototropic rearran-
gement is rate controlling) vary with pH and buffer
concentration. The kB values obtained according to
Eqn (2), if at all significant, are summarized in Table 2.
Values for acetate and phosphate buffers are found to
increase with decreasing pH (indicative of general acid
catalysis), whereas those for carbonate buffer increase
with increasing pH (indicative of general base catalysis).
Based on the assignments given in Table 1, the kB values
listed for FHDPT and MFDPT in Table 2 would corre-
spond to 1,3-prototropy of the cis-s-trans isomers of type
(a) [i.e. Y¼CF3 in Eqn (3)]. Although the number of data
points per class of buffer is limited for a quantitative
analysis, it is interesting that the pH dependence of the kB


values obtained for acetate buffer indicates that the


Table 1. Rate constants for restricted rotation


Triazene Xa Ya krot (s�1)


MHDPT (a) CH3O H (2.4� 0.2)� 105


(b) H CH3O (2.33� 0.08)� 104


FHDPT (a) H CF3 (1.4� 0.1)� 105


(b) CF3 H (5.4� 0.2)� 103


MFDPT (a) CH3O CF3 (4� 3)� 105


(b) CF3 CH3O (2.6� 0.3)� 103


a The positions of X and Y are given in Eqn (3).


Table 2. Buffer rate constants (kB) for cis-to-trans isomerization of unsymmetrical 4,40-disubstituted-1,3-diphenyltriazenes in
buffered aqueous solutiona


MHDPTb FHDPTc MFDPTc


pH kB
d (104


M
�1 s�1) pH kB


d (105
M
�1 s�1) pH kB


d (105
M
�1 s�1)


5.82e 7.0� 0.8 4.08f 4� 2 4.44f 5.7� 0.7
6.14e 5.1� 0.8 4.57f 3.1� 0.9g 4.94f 3.8� 0.3
6.54e 3.3� 0.3 4.96f 2.5� 0.2h 5.28f 3.0� 0.1
7.20e 0.9� 0.3 5.76e 0.24� 0.07 5.30f 3.0� 0.2
9.40i 0.9� 0.4 6.15e 0.07� 0.05c 5.80e 0.27� 0.02
10.40i 1.5� 0.6 9.67i 0.21� 0.07c 6.26e 0.18� 0.01c


11.02i 3� 1 9.80i 0.29� 0.03c 10.01i 0.31� 0.05
10.14i 0.7� 0.2 10.33i 1.0� 0.2
10.24i 1.2� 0.2 10.91i 1.1� 0.6
10.64i 1.5� 0.4
10.98f 1.8� 0.4


a Solvent contains 30% THF, �¼ 0.5 M (NaCl), T¼ 21 �C.
b Values correspond to the single kinetic process experimentally detected under these conditions.
c Values listed correspond to the faster process, unless indicated otherwise, since values for the slower process do not show any significant buffer dependence.
d Errors given correspond to the standard deviation.
e Phosphate buffer.
f Acetate buffer.
g Buffer rate constant for slower process¼ (0.18� 0.04)� 105


M
�1 s�1.


h Buffer rate constant for slower process¼ (0.17� 0.03)� 105
M
�1 s�1.


i Carbonate buffer.
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catalytic rate constant for acetic acid increases in the
order FHDPT(a)<MFDPT(a), whereas data for car-
bonate buffer indicate that the catalytic rate constant
for carbonate ion increases in the order MFDPT(a)<
FHDPT(a). These trends can be easily rationalized in
each case in terms of an increase in N-1 basicity and H—
N-3 acidity, respectively, due to the electronic effects of
X (i.e. H or CH3O). Moreover, these trends fully agree
with the general trend previously observed for symme-
trical 1,3-diaryltriazenes, i.e. acid catalysis becomes
dominant as the electron-donating character of the aryl
groups increases, whereas base catalysis becomes pre-
dominant as the electron-withdrawing character of the
aryl groups increases.7


Since the substituents of the substrates of this study are
in different rings, a quantitative structure-reactivity ana-
lysis of the data for restricted rotation requires a multiple-
substituent Hammett equation as given by Eqn (4):12


logkXY
rot ¼ logkHH


rot þ �Im�Im þ �Am�Am ð4Þ


where kHH
rot represents the rate constant for s-cis to s-trans


conversion of cis-1,3-diphenyltriazene (i.e. X¼Y¼H),
�Im and �Am are the � values for substituents at the phenyl
rings bonded to the diazo (N-1) and amino (N-3) sites,
respectively, and �Im and �Am are the � values for N-1 and
N-3, respectively. In Fig. 4, the six rate constants for
restricted rotation obtained in this study (closed circles)
are plotted together with the six values obtained pre-
viously with symmetrical triazenes (open circles,
X¼Y¼CH3O, CH3, H, Cl, CF3 or CN).7 The quality
of the two-variable fitting is very good (R¼ 0.992).
Equation (4) implies that the presence of a substituent
in one ring does not disturb the sensitivity of the reaction
to the substituent in the other ring, i.e. the cross-interac-
tion is negligible, as one would expect for a reaction with
minimal change in the distance between substituent sites
at the rate-controlling step.13 Furthermore, a negligible
cross-interaction is in agreement with the fact that a good
linear correlation is obtained with data for symmetrical
triazenes (as clearly represented by the set of open circles
lined up on a diagonal line). A double-variable curve


fitting leads to values of 4.68� 0.03, � 1.93� 0.08 and
0.82� 0.08 for logkHH


rot , �Im and �Am, respectively. The
negative sign of �Im implies the electron density on N-1
decreases on rotation, whereas the positive sign of �Am


implies the electron density on N-3 increases on rotation.
These results can easily be explained in terms of the 1,3-
dipolar resonance model [Eqn (3)]. Rotation around the
N-2—N-3 bond reduces electron delocalization along the
nitrogen chain by precluding conjugation. Consequently,
the electron density at N-1 decreases and that of N-3
increases on going from ground state to transition state.
The absolute value of �Am is clearly lower than that of
�Im, which indicates that the restricted rotation is more
sensitive to the electronic character of the aryl group
attached to N-1 than to that of the aryl group bonded to
N-3, as initially inferred from studies on symmetrical 1,3-
diaryltriazenes.7 Although no reaction constant for re-
stricted rotation in cis-triazenes was available prior to our
investigations, it is interesting that the �Im value deter-
mined in this study is comparable to the � values obtained
for restricted rotation in trans-1-aryl-3,3-dialkyltriazenes
in organic solvents (i.e. � 1.95 for 1-aryl-3,3-diethyltria-
zenes14 and � 2.0115a/� 2.115b for 1-aryl-3,3-dimethyl-
triazenes).


In summary, we have investigated substituent effects
on the isomerization of unsymmetrical disubstituted
cis-1,3-diphenyltriazenes. The thermal cis-to-trans iso-
merization, as in the case of symmetrical disubstituted
1,3-diphenyltriazenes, involves a 1,3-prototropy cata-
lyzed by general acids and general bases; the catalysis
increases as the difference in the strength of the Brønsted
catalyst and the substrate increases. Moreover, a compre-
hensive treatment of rate constants for rotation around the
N-2—N-3 bond allows us to provide the first documented
�Im and �Am values for restricted rotation in cis-triazenes.


EXPERIMENTAL


Unsymmetrical trans-1,3-diphenyltriazenes were synthe-
sized by coupling anilines/diazonium salts via the classi-
cal diazotization method with NaNO2, as described in the
literature.16 All three substrates were purified by column
chromatography and recrystallization; melting-points
and 1H NMR data for MHDPT and FHDPT are in
excellent agreement with reported values.16 Analytical
data for all three substrates are available as Supplemen-
tary Material at Wiley Interscience.


Kinetic studies were carried out using 30:70 (v/v)
THF–water as solvent. Aqueous buffers were prepared
using analytical-grade salts, water purified in a Millipore
apparatus and spectrophotometric-grade THF (EM,
Omnisolv grade). The ionic strength of the solutions
was kept constant at 0.5 M using NaCl are compensating
electrolyte. The pH of the solutions was measured using a
combination electrode that had been calibrated with
standard aqueous buffers.


Figure 4. Double-variable fitting of the rate constants for
restricted rotation in unsymmetrical (*) and symmetrical
(*) cis-1,3-diphenyltriazenes to a multiple-substituent Ham-
mett equation
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Laser experiments were carried out using a Q-switched
Nd:YAG laser (Continuum, Surelite I) operated at 355 nm
(4–6 ns pulses, <30 mJ per pulse) for excitation. Further
details on this laser system have been reported else-
where.17 Solutions were kept in quartz cells constructed
of 7� 7 mm2 Suprasil tubing. Transient spectra were
collected under flow conditions in order to ensure the
irradiation of fresh portions of sample by each laser pulse.
For each solution, kinetic traces were recorded at differ-
ent time domains (typically between 0.08 and 4 ms per
point) and then combined for analysis; if necessary, traces
were previously normalized to account for slight differ-
ences in signal intensities due to laser power fluctuations.
All measurements were carried out at 21� 1 �C. Values
for the observed rate constants and for the Hammett
reaction constants were obtained by using the general
curve-fitting procedure of Kaleidagraph 3.6.2 from
Synergy Software.
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ABSTRACT: No satisfactory quantitative relationships exist between polymer swelling parameters and some distinct
physical-chemical parameters of organic solvents producing this swelling. Such relationships can only be obtained by
means of linear multiparameter equations, which take into account the energy needed for cavity formation in solvents
and also solvation effects. The advantages of such an approach are supported by examples of the generalization of
experimental data for the swelling of many polymers and coals. Copyright # 2005 John Wiley & Sons, Ltd.
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INTRODUCTION


The swelling of synthetic polymers dispersed in organic
solvents is of theoretical and practical significance. It is
important for determining their stability in various media
when used as construction materials and also for their
possible regeneration and waste utilization. In addition to
synthetic polymers, the swelling of natural polymers and
coals in organic solvents is of equal importance. How-
ever, the hitherto performed theoretical treatments have
not afforded satisfactory correlations between the experi-
mental swelling parameters (usually the increase in
weight or the volume extension of the swelling polymers)
and physical-chemical characteristics of the solvents
used. The correlations obtained have at best only quali-
tative or semi-quantitative character and, as a rule,
require the introduction of numerous empirical correcting
coefficients. We refer to the swelling process treatment,1–4


based on Hildebrand’s regular solution theory.5 Accord-
ing to this theory, the inter-solubility of the system
components is determined by the cohesion energy of
the phases involved, characterized by Hildebrand’s solu-
bility parameter, �, defined as


� ¼ ½ð�Hvap � RTÞ=VM�0:5 ð1Þ


where �Hvap is the solvent’s enthalpy of vaporisation and
VM its molar volume.


A maximum of mutual solubility is observed when the
differences in the solubility parameters of both phases are
minimal or equal to zero. Correspondingly, the interrela-
tion between the degree of polymer swelling or polymer
solubility and the � values of organic solvents is repre-
sented by a bell-like curve with a maximum for those
solvents for which �solvent ¼ �polymer. Typical examples
are given by the swelling data determined for polyethy-
lene and poly(styrene-co-divinylbenzene),6,7 and also for
‘Big Brown’ lignite8 and vulcanized natural rubber4


(Table 1). The correlations between the swelling para-
meters Wand the solubility parameter � are unsatisfactory
(Fig. 1). In the case of vulcanized rubber, the curve
obtained splits in general into two branches—an upper
branch, which includes mainly the data for ketones and
esters, and a lower branch, for aromatic hydrocarbons and
halohydrocarbons. However, in reality, for most correla-
tions severe deviations are observed, and some data do
not correspond even qualitatively to such branches. Ow-
ing to such correlations and also the uconventional shape
of the curves, the divergent curves obtained do not allow
one to calculate quantitatively the swelling parameters
for other solvents. Similar peculiarities are also observed
for the case of coal extraction.9


As a result of these uncertainties, especially in the
chemistry of coal, many authors, who used only the physi-
cal model of the swelling process, declimed to carry out
further investigations and, moreover, suggestions ap-
peared that swelling is mainly caused by chemical inter-
actions.10 However, a comparison of the experimental
swelling or extraction parameters with solvent parameters
describing the specific solvation ability of solvents, such
as the donor (DN) or acceptor numbers (AN) introduced
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by Gutmann,11 Reichardt’s12 electrophilicity parameters
ET, or Palm’s basicity B parameters also leads only to
qualitative correlations with numerous deviations. Exam-
ples of the above are the correlation of the outputs of
extracts from a bituminous coal with the solvent donor
numbers10 and the solvation of peptide resins.13


In later investigations,14,15 it was found that linear
dependences between the degree of swelling of various
polymers and different solvent parameters exist only for
separate groups of solvents, e.g. for hydrocarbons, alco-
hols, ketones, esters, etc.


These discrepancies found in the correlation are caused
by the fact that one-parameter equations applied to
swelling or extraction processes take into account only
the factors dependent on physical solute–solvent interac-
tions and do not consider the possible influence of other
more specific solute–solvent interactions. A similar situa-
tion existed until recently with the correlation analysis of
the solvent influence on rates of chemical processes or on
spectral absorptions. A solution of this problem was
found by using the linear free energy principle (LFER),
which states that the change in a solute’s free Gibbs
energy, �G, for the passage from the gas phase into
solution is determined by the summation of all possible,
mutually independent energetic effects gi, stemming from
the various non-specific and specific solvation processes
according to the equation


�G ¼ �gi ð2Þ


Such an approach was widely used first by Koppel
et al.16 and then by Kamlet et al.17 One should point out
that both schools consider in principle the same combi-


nation of solvent effects, but, described by different
numerical scales.


We have applied this approach to the correlation
analysis of solution and extraction processes of polymers.
As the passage of solute molecules from one phase to the
other requires an expenditure of energy for their penetra-
tion into the other phase, it was therefore necessary to
take into account this kind of interaction. According to
the views of Pierotti on the solubility of gases18 and of
Mayer on the solubility of solids or the ion distribution
between two phases,19 the total energetic outcome of
such processes, �Hsolution, can be estimated as the
algebraic sum of the energy expenditure necessary for
cavity formation in order to accommodate the foreign
molecules in the liquid and of the energy gain as result of
their subsequent solvation, as described by the equation


�Hsolution ¼ �Hcavity þ�Hsolvation ð3Þ


The first term is proportional to the cohesion energy of
the solvent, which is determined by the square of
Hildebrand’s solubility parameter, �2, and the second
solvation term can be determined on the basis of Koppel
et al.’s or Kamlet et al.’s approaches. The verification of
this supposition permits one to generalize satisfactorily
the influence of the solvent properties on the solubility of
gases or solids20,21 and also on the distribution of organic
or inorganic compounds between water (a standard
phase) and an organic phase.22


This approach was used by us both for the correlation
analysis of the swelling data for various polymers, inclu-
ding the swelling data for coals, determined in organic
solvents of different chemical character23 and for data on
their extraction.24 For these calculations we used the
following equation:


logK ¼ a0 þ
a1ðn2 � 1Þ
n2 þ 2


þ a2ð"r � 1Þ
2"r þ 1


þ a3�
2 þ a4Bþ a5ET ð4Þ


where K is the conventional equilibrium constant of the
thermodynamic equilibrium process:


polymer þ solvent Ð
K


swollen polymer


equal to the ratio of weight or volume of the swollen
polymer to that of the initial polymer and n, �r, B, ET and
�2 are the refractive index, relative electric permittivity,
Palm’s basicity, Reichardt’s electrophilicity and Hilde-
brand’s solubility parameters, respectively, of the organic
solvents used. The regression coefficients ai are calcu-
lated by means of the least-squares method. According to
IUPAC recommendations,25 the validity of these calcula-
tions was controlled by the Fisher criterion (at �¼ 0.95)
and the multiple correlation coefficient R (R> 0.95).


Figure 1. Interrelation between the swelling degree, W, of
vulcanized natural rubber (‘smoked ship’) (volume part of
polymer in the swollen sample) and the solvent’s solubility
parameter �. The solvent numbering corresponds to that in
Table 1


826 R. MAKITRA ET AL.


Copyright # 2005 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2005; 18: 825–832







RESULTS AND DISCUSSION


The multiparameter approach described was useful for
the correlation analysis of many series of swelling data
for polymers and solid coals, dispersed in various organic
solvents, taken from our own experiments and from the
literature. As an example, we present here the results of
the treatment of swelling data for ‘smoked ship’ rubber,
expressed by its swelling equilibrium constant K¼W/
(1�W), where W is the weight [% (mg g�1)] of absorbed
solvent (Table 1).4 As mentioned previously, these swel-
ling data exhibit no correlation with singular solvent
characteristics, but for most of the solvents they can be
satisfactorily correlated by means of a five-parameter
equation with R¼ 0.958. From the initial data available
for 29 solvents, seven strongly deviating ones were
excluded (n¼ 22) and satisfactory results were obtained
with the following simplified four-parameter equation:


logK ¼ 2:262 � ð12:9 � 1:8Þf ðn2Þ � ð3:57 � 0:69Þf ð"rÞ
þ ð4:00 � 0:56Þ � 10�3B


þ ð4:32 � 1:00Þ � 10�3�2 ð5Þ


ðR ¼ 0:952; s ¼ �0:115Þ


More detailed results are presented in elsewhere.26


Analogously, previously27 we tried to correlate the
data taken from Ref. 4, dealing with the swelling of
butadiene-styrene, butadiene-acrylonitrile and other
synthetic rubbers, measured in 15–17 solvents. In all
cases, after exclusion of strongly deviating data for
some solvents, we obtained correlation equations con-
necting the equilibrium constant of the swelling process,
K, with the physical-chemical properties of solvents
with satisfactory precision. Thus, for butadiene-styrene
rubber with a butadiene content of 96% by weight, the
correlation equation obtained indicates that the value of
K increases with increasing solvation characteristics. In
contrarsty, the value of K decreases with increasing
cohesion (self-association) process, since some expense
of energy to break the structure of the liquid phase is
necessary. Similar regularities were found for Buna
rubber samples with a greater content of styrene, namely
12.5 and 28.5% by weight. The solvent’s ability for non-
specific solvation also has a decisive influence on the
extent of the swelling process for these rubbers. The
solvents polarizability and the specific solute–solvent
interactions are of little importance. Therefore, one can
accept a uniform mechanism of the swelling process in
these cases.


Table 1. Experimental (according to Ref. 4) and calculated values [according to Eqn (5)] of volume part of polymer in the
swollen sample W, and the logarithms of the equilibrium constants of the swelling process, logK¼ log [W/(1�W)], for
‘smoked ship’ vulcanized rubber


No. Solvent Wexp LogKexp LogKcalc �logK Wcalc


1 Isopentane 0.3390 �0.2900 �0.3620 �0.0729 0.3024
2 n-Pentane 0.3165 �0.3344 �0.2952 0.0392 0.3363
3 n-Hexane 0.2506 �0.4757 �0.3633 0.1124 0.3023
4 n-Heptane 0.2326 �0.5184 �0.4409 0.0775 0.2660
5 n-Octane 0.2710 �0.4298 �0.4638 �0.0341 0.2558
6 n-Decane 0.2725 �0.4265 �0.5516 �0.1252 0.2192
7 Methylcyclohexane 0.1901 �0.6295 �0.6077 0.0218 0.1979
8 n–Dodecane 0.2874 �0.3944 �0.5988 �0.2044 0.2012
9 Cyclohexane 0.1866 �0.6394 �0.5169 0.1255 0.2332


10 1,1,1-Trichloroethane 0.1799 �0.6588 �0.7142 �0.0554 0.1619
11 Tetrachloromethane 0.1508 �0.7506 �0.7309 0.0197 0.1567
12 Toluene 0.1837 �0.6477 �0.6646 �0.0169 0.1779
13 Ethyl methyl ketone 0.5799 0.1391 0.1270 �0.0122 0.5726
14 Ethyl acetate 0.5282 0.0490 0.2260 0.1770 0.6272
15 1,1-Dichloroethane 0.2155 �0.5612 �0.4581 0.1031 0.2583
16 Bromoethane 0.1984 �0.6064 �0.4848 0.1216 0.2467
17 Benzene 0.1931 �0.6210 �0.5983 0.0227 0.2014
18 Trichloromethane 0.1558 �0.7339 �0.7906 �0.0567 0.1394
19 Acetone 0.8307 0.6908 0.4636 �0.2272 0.7441
20 Dichloromethane 0.2347 �0.5133 �0.5941 �0.0807 0.2030
21 Methyl pentyl ketone 0.3559 �0.2576 �0.2033 0.0543 0.3050
22 Diethyl ketone 0.4098 �0.1584 �0.1448 0.0137 0.4174
23 Isooctanea 0.3003 �0.3674 �0.6123 �0.2450 0.1963
24 n-Butyl acetatea 0.3236 �0.3202 �0.1174 0.2028 0.4329
25 Ethyl propionate 0.3676 �0.2356 0.0573 0.2929 0.5329
26 n-Hexadecanea 0.3226 �0.3222 �0.6496 �0.3275 0.1830
27 1,2-Dichloroethanea 0.3401 �0.2879 �0.7599 �0.4720 0.1481
28 Diethyl ethera 0.2899 �0.3891 0.4433 0.8327 0.7351
29 Tetrahydrofurana 0.1923 �0.6233 0.4249 1.0481 0.7268


a These solvents were not used for the calculations using Eqn (5).
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As expected, the swelling behaviour of butadiene-
acrylonitrile rubbers, containing a strongly dipolar
nitrile group, is clearly opposite that of butadiene-styrene
rubbers.


However, in spite of the generally acceptable results,
the methods of calculation offered by Eqn (4) require
exclusion of some experimental data from the calcula-
tions in order to obtain satisfactory results for a suffi-
ciently large number of solvents. Taking into account that
a larger size of a solvent molecule hinders its penetration
into the polymer network, the correlation analysis can be
improved by including a sixth term in Eqn (4) that takes
into account the solvent’s molar volume, VM, according
to Ref. 15:


log S ¼ a0 þ
a1ðn2 � 1Þ
n2 þ 2


þ a2ð"r � 1Þ
2"r þ 1


þ a3Bþ a4ET þ a5�
2 þ a6VM ð6Þ


where S is the moles of solvent absorbed by the polymer
sample.


The quantity of solvent absorbed by standard quantity
of a polymer to a first approximation is proportional to
the constant of an equilibrium process, and in accordance
with the principles of chemical thermodynamics logK of
the equilibrium is a linear dependence on the free energy


change. That is why in Eqns (4)–(6) and here after we do
not introduce in to the calculations the actual quantity
absorbed but its logrithmic value.


It was found that Eqn (6) describes the experimental
data sets for the degrees of swelling of different polymers
much better than Eqn (5).


The VM term is of great significance and permits one to
exclude some less important terms of Eqn (6). As
expected, in all correlation equations it was found that
VM is negative, that is, increasing the solvent’s molar
volume reduces the extent of its penetration into the
polymer. The swelling degree SM of a polymer is usually
given as the moles of solvent absorbed by a unit mass or
unit volume of the polymer. The results obtained by using
these units of SM are noticeably better than those obtained
by using the values of S given in mass or volume percent,
or as equilibrium constants, K¼ S/(1� S), used by us in
our earlier work.


As an example, we present here the results of the
correlation analysis of the data given in Ref. 15 for the
swelling of synthetic poly-cis-isoprene.28


Table 2 gives the SM data from Ref. 15 for the swelling
of natural rubber membranes at 25, 44, and 60 �C,
measured in 27 solvents.


Attempts at correlating these data obtained at 25 �C
for all 27 solvents by means of Eqn (6) led to an
equation with an unsatisfactorily low multiple correlation


Table 2. Amounts of solvents, SM (mol), absorbed by poly-cis-isoprene at 25 �C (according to Ref. 15), and the corresponding
values of log SM, based on experimental and calculated values [according to Eqn (8)]


SM Log SM(25 �C)


No. Solvent 25 �C 44 �C 60 �C Exp. Calc.


1 n-Hexane 0.807 0.797 0.784 �0.093 �0.109
2 n-Heptane 0.718 0.718 0.708 �0.144 �0.140
3 n-Octane 0.648 0.661 0.667 �0.188 �0.201
4 Isooctane 0.562 0.555 0.548 �0.250 �0.179
5 n-Nonane 0.607 0.607 0.616 �0.216 �0.218
6 n-Decane 0.526 0.532 0.553 �0.279 �0.267
7 n-Dodecane 0.408 0.422 0.452 �0.389 �0.363
8 n-Tetradecane 0.339 0.348 0.361 �0.470 �0.446
9 n-Hexadecane 0.282 0.295 0.336 �0.550 �0.574


10 Cyclohexane 1.495 1.517 1.534 0.175 �0.082
11 Tetralin 1.306 1.330 1.348 0.115 0.198
12 Benzene 1.890 1.880 1.880 0.276 0.247
13 Toluene 1.670 1.650 1.670 0.223 0.173
14 p-Xylene 1.500 1.480 1.450 0.176 0.100
15 1,3,5-Trimethylbenzene 1.170 1.190 1.190 0.068 0.042
16 Chlorobenzene 1.870 1.830 1.890 0.217 0.262
17 Fluorobenzene 1.650 1.670 1.610 0.272 0.177
18 Bromobenzene 1.780 1.790 1.820 0.250 0.313
19 Nitrobenzenea 0.520 0.640 0.740 �0.284 0.285
20 Anilinea 0.080 0.110 0.150 �1.897 0.139
21 Cyclohexanone 1.094 1.182 1.325 �0.009 �0.068
22 Methyl acetatea 0.224 0.263 0.292 �0.650 �0.101
23 Ethyl acetate 0.462 0.538 0.586 �0.335 �0.138
24 n-Propyl acetate 0.612 0.678 0.719 �0.213 �0.193
25 n-Butyl acetate 0.666 0.730 0.862 �0.176 �0.212
26 Isoamyl acetate 0.610 0.644 0.778 �0.214 �0.285


a Excluded from calculations.
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coefficient R¼ 0.881. However, after excluding the data
for only three deviating solvents (aniline, nitrobenzene
and methyl acetate; n¼ 24), we obtained Eqs (7) and (8)
with satisfactory correlation coefficients R¼ 0.966 and
0.964, respectively.


log SM ¼ �0:501 þ ð4:00 � 1:29Þf ðn2Þ
þ ð0:42 � 0:90Þf ð"rÞ � ð0:59 � 0:04Þ � 10�3B


� ð1:41 � 25:6ÞET þ ð0:04 � 0:87Þ � 10�3�2


� ð3:72 � 0:36Þ � 10�3VM ð7Þ


log SM ¼ �0:503 þ ð3:91 � 0:51Þf ðn2Þ
� ð0:88 � 0:20Þ � 10�3B


� ð3:64 � 0:31Þ � 10�3VM ð8Þ


The log SM values calculated by Eqn (8) are given in
Table 2 together with their deviations from the experi-
mental values.


The swelling data for poly-cis-isoprene obtained at 44
and 60 �C can be correlated in a similar way; the signs
and significance of separate terms in the corresponding
equations are identical for all three temperatures, and the
regression coefficients are close to each other.


Excellent results are obtained in the correlation analy-
sis of the data for an ethylene–propylene–butadiene co-
polymer, the swelling of which was studied in 27
solvents.15 After the exclusion the value of only one sol-
vent (nitrobenzene; n¼ 26), the R value becomes 0.955.
It also turned out that the terms �2 and B are unimportant
and can be omitted from the correlation equation.29


Satisfactory results were also obtained in the correlation
analysis of the data given in Ref. 6 for the swelling of
polyethylene (average molecular mass 9400), studied in
30 solvents.


It was found that Eqn (6) is also adequate for the
correlation analysis of the data on the swelling of a series
of other polymers, (non-polar and polar), while taking
into account that the importance of some of the equa-
tion’s terms (solvation factors) depend on the polymer
structure and especially those containing substituent
groups. As an example, we present here the results of
the correlation analysis of the data given in Refs 15 and
30–32 on the swelling of polyurethane rubber [a copoly-
mer of poly(propylene oxide) and toluylene diisocya-
nate], determined in 38 solvents (Table 3).


The correlation analysis of the data in Table 3 by Eqn
(6) leads to a correlation equation with an unsatisfactorily
low multiple correlation coefficient R¼ 0.943, although
the equation obtained is sufficiently precise according
to Fisher’s criterion for the corresponding degrees of
freedom at a reliable degree of �¼ 0.95. Exclusion of
only two deviating solvents from the calculations


(1,1,2,2-tetrachloroethane and cyclohexanone) leads to
Eqn (9) with an acceptable value of R¼ 0.965:


log S ¼ �0:002 þ ð6:93 � 0:93Þf ðn2Þ
þ ð1:30 � 0:69Þf ð"rÞ þ ð1:00 � 0:55Þ � 10�3B


� ð3:13�17:1Þ � 10�3ET � ð1:04 � 0:57Þ�10�3�2


� ð10:8 � 1:09Þ � 10�3VM ð9Þ


ðN ¼ 36;R ¼ 0:965; s ¼ 0:128Þ


Because of the insignificance of the ET parameter
(R¼ 0.965) and the small significance of B (R¼ 0.961),
both terms can be omitted to give


log S ¼ �0:14 þ ð6:39 � 0:66Þf ðn2Þ þ ð1:97 � 0:35Þf ð"rÞ
þ ð1:06 � 0:31Þ � 10�3�2


� ð10:4 � 1:08Þ � 10�3VM ð10Þ


ðN ¼ 36;R ¼ 0:961; s ¼ 0:131Þ


The multiparameter correlation between the experi-
mental and calculated log S values for polyurethane
according to Eqn (9) is presented in Fig. 2.


An analysis of the signs of the terms of in Eqn (9)
shows that an increase in the solvent’s molecular size
(molar volume VM) lowers its capacity for penetration
into the polymer network, as shown by the negative sign
of VM. A similar negative sign is obtained for the �2 terms
describing the association of the solvent (since the
necessary expenses of energy are increased owing to
the tearing off of some molecules from the liquid struc-
ture), and for the electrophilic solvation term ET. This is
possible owing to the large ET values, which are typical
of solvents capable of self-association, such as alcohols.


The terms f(n2) and f("r) in Eqn (9) have positive signs,
suggesting the presence of non-specific solvation of
polymer chains by the absorbed solvent.


The value of log S diminishes with increase in the
solvent’s molar volume. The parameter VM alone cannot
characterize the relations between the degree of swelling
of polyurethane in solvents. Sometimes linear correla-
tions can be observed only for separate groups of solvents
such as n-alkanes and primary alcohols, in accordance
with Ref. 15.


The high significance of the f(n2) term in Eqn (9) is in
agreement with the presence of many benzene rings in the
polyurethane polymer.


Table 3 contains the log S values for polyurethane
swelling at 25% calculated by Eqn (10) and their devia-
tions from the experimental values given as �log S.


The data on the swelling of polyurethane measured at
44 and 60 �C can also be adequately described by Eqn (6).


It is shown that multiparameter equations such as Eqn
(6) are also suitable for correlation analysis of the
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swelling data for polyurethane rubbers; in addition, the
same terms of the multiparameter equation are significant
as found for polymers which do not contain dipolar
groups, namely, the molar volume of the solvents and
their capacity for non-specific solvation.


Linear multiparameter equations not only permit the
correlation analysis of experimental swelling data for
polymers but also help to predict their degrees of swelling
in other yet unexplored solvents on the basis of their
physical and chemical properties, and to draw conclu-
sions about the mechanism of the swelling processes. As
an example, we present here the results of a correlation
analysis of the swelling data of Illinois coal No. 6,
measured in nine solvents (Table 4) and taken from
Ref. 33. There is no relation at all (Fig. 3) between the
quantity of absorbed liquid W and dose �2 and between
log S and VM or B. An approximate decrease or increase
with increase in the determined parameter is observed. At
the same time, the application of a six-paramer equation


Table 3. Logarithms of the degree of swelling, log S, of polyurethane, based on experimental values of S, determined at 25 �C
(see Refs. 15 and 30–32), and calculated values [according to Eqn (10)]


No. Solvent Q (mmol g�1) Log Sexp Log Scalc �log S VM (cm3 mol�1)


1 n-Hexane 0.950 �0.0223 0.0870 �0.109 131.61
2 n-Heptane 0.687 �0.1630 �0.0305 �0.133 147.46
3 n-Octane 0.542 �0.2660 �0.1576 �0.108 162.60
4 Isooctane 0.510 �0.2924 �0.1626 �0.130 165.10
5 n-Nonane 0.473 �0.3251 �0.2904 �0.0348 178.64
6 n-Decane 0.354 �0.4510 �0.4434 �0.0076 194.89
7 Cyclohexane 2.080 0.3181 0.4758 �0.158 108.09
8 Benzene 9.160 0.9619 0.8864 0.0755 89.41
9 Toluene 6.780 0.8312 0.7406 0.0906 106.85


10 p-Xylene 5.430 0.7348 0.5645 0.170 123.30
11 Mesitylene 3.530 0.5478 0.3992 0.149 139.11
12 Tetralin 4.590 0.6618 0.5828 0.0790 136.27
13 Tetrachloromethane 6.880 0.8376 0.7425 0.0951 96.50
14 1,2-Dichloroethane 12.86 1.109 1.172 �0.0633 78.74
15 1,1,2,2-Tetrachloroethane 31.06 1.492 — — 104.74
16 Trichloroethene 12.60 1.100 0.9642 0.136 89.74
17 Tetrachloroethene 5.020 0.7007 0.7662 �0.0655 102.42
18 Chlorobenzene 10.15 1.006 1.101 �0.0950 101.79
19 Tribromomethane 22.09 1.344 1.315 0.0296 87.42
20 1,2-Dibromoethane 9.870 0.9943 1.196 �0.202 86.21
21 Bromobenzene 9.950 0.9978 1.121 �0.123 105.03
22 Methanol 7.780 0.8910 0.7400 0.151 40.41
23 Ethanol 7.250 0.8603 0.8760 �0.0156 58.37
24 n-Propanol 6.320 0.8007 0.8687 �0.0680 74.70
25 2-Propanol 4.180 0.6212 0.8479 �0.227 76.54
26 n-Butanol 6.380 0.8048 0.7809 0.0239 91.53
27 Isobutanol 5.250 0.7202 0.7688 �0.0487 92.34
28 2-Butanol 4.490 0.6522 0.7797 �0.127 91.93
29 Isopentanol 4.700 0.6721 0.6609 0.0112 108.56
30 Anisole 8.030 0.9047 0.9409 �0.0362 109.31
31 Cyclohexanone 37.07 1.569 — — 103.56
32 Methyl acetate 7.790 0.8915 0.8178 0.0738 80.14
33 Ethyl acetate 5.870 0.7686 0.6935 0.0751 97.78
34 n-Propyl acetate 5.370 0.7300 0.5735 0.156 115.15
35 n-Butyl acetate 4.280 0.6314 0.4170 0.214 131.63
36 Isoamyl acetate 3.320 0.5211 0.2449 0.276 149.32
37 Methyl benzoate 8.190 0.9133 0.8478 0.0655 125.05
38 Diethyl malonate 2.200 0.3424 0.4635 �0.121 151.78


Figure 2. Correlation between the logarithms of the experi-
mental and calculated [according to Eqn (9)] values of S for
samples of polyurethane
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permits excellent correlation analysis of the data
(R¼ 0.996). A satisfactory result is obtained in the case
when only two parameters are used:34


log SM ¼ �1:96 þ ð0:665 � 0:074Þ � 10�3B


� ð4:12 � 0:58Þ � 10�3VM ð11Þ


ðN ¼ 9;R ¼ 0:984; s ¼ 0:030Þ


According to Eqn (11), high VM values (negative sign
of VM) counteract the coal swelling, whereas the second
significant term, the solvent’s basicity B (positive sign),
favors this process, obviously because of specific solva-
tion of the acid in centers in the coal macromolecules.
Their presence stems from the considerable content of
oxygen in Illinois coal. For basicity B a correlation with
SM is observed, but worse than in the case of the molar
volume VM. A comparison of these dependences confirms
the conclusion about opposite contributions of these
factors in the swelling process; however, their linear
combination is satisfactorily proportional to the values


of log SM. The third significant factor, the cohesion
energy of the solvents, is proportional to the expense of
energy needed to tear off an absorbed molecule from the
structure of the liquid phase. This also decreases the
swelling. However, its influence is insignificant, which is
proved by an insignificant K value decreasing after
exclusion of this factor (R¼ 0.991 and 0.984, respec-
tively). The non-specific and electrophilic solvations do
not really affect the values of log S.


Finally, linear multiparameter equations are useful not
only for correlation analysis of the data for polymer
swelling dispersed in organic solvents, but also for the
diffusion rates of solvents in polymers, which have been
studied for butadiene-styrene and isoprene-styrene block
copolymers.28


CONCLUSION


The application of multiparameter equations, containing
various orthogonal terms that describe separately the
different non-specific and specific solute–solvent interac-
tions, for the correlation analysis of the swelling data for
synthetic and natural polymers dispersed in organic
solvents is much more successful than the one-parameter
approaches proposed in earlier attempts to complete
swelling data with solvent parameters.
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ABSTRACT: The structural consequences of proton transfer in complexes of phenol (1), 2,6-dichlorophenol (2), 4-
nitrophenol (3) and 2,6-dichloro-4-nitrophenol (4) with pyridine were analyzed on the basis of results of B3LYP/6–
31G** calculations. Three methods of describing the progress of proton transfer are proposed: the O—H [d(OH)] and
C—O [d(CO)] bond lengths and the fraction XPT of the proton transfer form, calculated from the values of the dipole
moments. The d(OH) parameter reveals behaviour near to XPT and can be used as a universal measure of the degree of
proton transfer. The d(CO) parameter gives nearly linear dependences for various structural parameters, but
independent estimation of the specific effects of the substituents is necessary, as separate correlations for each
complex are found. A role of resonance interaction in systems containing a p-NO2 substituent is demonstrated.
Copyright # 2005 John Wiley & Sons, Ltd.
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INTRODUCTION


Molecular geometry appears to be a rich source of
chemical information;1 intra- and intermolecular interac-
tions lead to changes in geometry which, in turn, provide
information about the strength and nature of these inter-
actions. The effective use of this information requires the
establishment of reliable relationships between the geo-
metry and the properties of molecular systems. This
problem is especially interesting in systems with hydro-
gen bonding, where interactions2,3 can vary over a broad
range, from very weak to very strong. Studies on this
topic have become increasingly popular in recent
years.1,4–12 Hydrogen bonding provides catalytic me-
chanisms for many reactions, including enzyme catalysis
and the transmission of ions through biological mem-
branes.13 The extent of proton transfer (XPT) has been
shown to be one of the most important characteristics of
the hydrogen bond. Systematic studies on the geometric
implications of proton transfer have been very scarce in
the literature so far.


In previous work,14 such studies were undertaken in
our laboratory, based on experimental results. Density
functional theory (DFT) B3LYP/6–31G(d,p) calculations
were performed15 on the structure of the complex of 2,6-
dichlorophenol with pyridine as a function of the degree
of proton transfer modulated by increasing the O � � �H


distances within the range found in the experiment. The
purpose of that study was to give a theoretical description
of the observed tendencies in 15 crystal structures of 2,6-
dichlorophenols and various pyridine derivatives,14 partly
because of the wide spread of experimental points,
resulting mainly from differences in the crystal packing
forces. The calculations reproduced the tendencies in
agreement with the experiment. It was also found that
including corrections to the reaction field in the calcula-
tions, with reasonable values of Onsager sphere radius
and electric permittivity, led to a better description of the
experiment.


Generally, one can expect that the dependences ob-
tained can allow a description of the character of a
complex on the basis of various structural parameters;
the position of the proton of the OH group is not the most
precisely determined parameter by x-ray crystallography.
It appeared, however, in calculations on six different
phenols with trimethylamine16 that the structural para-
meters obtained were not only functions of XPT and that
more extensive studies were necessary on its inductive,
resonance and steric relationships. In this study, we aimed
to establish theoretical dependences between various
structural parameters and the degree of proton transfer
in complexes of phenol (1), 2,4-dichlorophenol (2), 4-
nitrophenol (3) and 2,6-dichloro-4-nitrophenol (4)
(Scheme 1) with pyridine.


In such a way, the modification of the strength of acids
and the specific interaction of particular substituents can
be analysed. It was also of interest to establish the extent
to which the substitution in the phenol ring influences the
geometric characteristics of pyridine, which is specific
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for the complexes studied here and related to the very
interesting problem of the transmission of �-electron
coupling through the hydrogen bridge.17,18


METHODS OF CALCULATION


The calculations were performed with the DFT B3LYP/
6–31G(d,p) method, which is known to be sufficient for
the description of the structure of complexes with hydro-
gen bonds19 (see also Refs 7 and 20). To understand the
influence of the surroundings, parallel calculations were
performed taking into account the reaction field effect,
with an Onsager sphere radius of 4.75 Å and a permittiv-
ity of 4.5, which is an average of experimental values
obtained for a few complexes with a low and high degree
of proton transfer (R. Jakubas and I. Majerz, unpublished
results).


The OH distances were varied in steps of 0.1 Å within
the range 0.8–2.1 Å. For each fixed O � � �H distance all
the other parameters were fully optimised. Such an
approach is valid in performing comparisons with experi-
mental structures.


The degree of proton transfer can be characterized by
the O—H distance [d(OH)] or the C—O distance
[d(CO)]. It was shown previously that the structure
parameters give more linear correlations with d(CO)
than with d(OH).15,16


The formal degree of the proton transfer (XPT) was
estimated on the basis of the dependence of the calculated
dipole moment on d(OH). This dependence was of
sigmoid shape, which allows the limiting values of the
dipole moments for pure molecular (�HB) and pure
proton transfer complexes (�PT) to be established. For a


given �i, XPT can be calculated according to the equation
resulting from the additivity of the molar polarizability:


�i
2 ¼ XPT�PT


2 þ ð1 � XPTÞ�HB
2 ð1Þ


Such an approach was first used by us in previous
work.15 In this analysis of the structural consequences of
proton transfer, we applied the results of calculations, not
experimental structures. According to Kovacs et al.,4


with such an approach one avoids some random errors
resulting from crystal packing forces. Deviations from
experiment can be considered as systematic ones and
should not strongly influence the conclusions concerning
the relative structural changes in a series of compounds or
structures. The presented figures and correlation equa-
tions were obtained with 14 calculated points in each
case. The curves were prepared by graphically connect-
ing particular points.


RESULTS AND DISCUSSION


Potential for proton transfer


Results of theoretical calculations allow the dependence
of the energies of the complexes on the degree of proton
transfer to be presented (Fig. 1).


The potentials were calculated for fixed O—H dis-
tances where all the other parameters are optimized. One
observes a strong increase in energy on O—H short-
ening, starting from the optimal geometry, and a con-
siderably weaker energy increase when the O—H
distance is extended. pKa values are 9.99, 6.90, 7.15,
and 3.68 for phenols 1–4, respectively.21


Scheme 1
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The stronger the proton donor, the lower is the energy
for complexes with proton transfer. This shape of the
potential results from the fact that when a proton nearly
reaches the optimal distance from a proton-acceptor
atom, further extension of the O � � �H distance moves


the whole pyridinium molecule away and the increase in
energy results mainly from the work of charge separation.
The increase in permittivity in the calculations with the
Onsager reaction field correction (curves 10–40) conse-
quently decreases this work and energy. There is no
source of radical energy increase as in calculations with
fixed X(H) � � �Y distance (cf. Fig. 2). The presented
picture suggests that the proton-transferred complexes
are comparatively labile in the sense that this distance can
easily be modified by interaction with the surroundings
which is not very strong. Including the electrostatic
interaction with the surroundings in the calculations leads
to the formation of a second minimum in 30 and 40. Such a
situation can be observed in the crystal, where the polar
surrounding strongly interacts with polar molecules. The
reason for such specific behaviour of compounds contain-
ing the 4-NO2 substituent is a resonance stabilization of
the 4-nitrophenolates.


The different character of the potential for the proton
movement within a hydrogen bridge of fixed geometry
(one can call it an adiabatic potential) is illustrated in
Fig. 2.


The optimized geometry of some characteristic struc-
tures [cf. Figs 1 and 3(A)] at d(OH)¼ 1.0, 1.3, 1.7 and 2.1
Å (in parentheses in Fig. 2) was selected: the first for the
enol (OH) type of complex, the second for the shortest
bridges [cf. Fig. 3(A)], the third for the proton transfer
form [d(OH)¼ 1.7 Å] and the fourth when the zwitter-
ionic hydrogen bridge is extended [d(OH)¼ 2.1 Å]. Then


Figure 1. Dependence of the potential energy on O � � �H
distance. Other parameters were optimized. Curves 1–4
concern the complexes with phenol (1), 2,6-dichlorophenol
(2),1 4-nitrophenol (3) and 2,6-dichloro-4-nitrophenol (4)
and curves. 10–40 the complexes, in the same order, calcu-
lated taking into account the reaction field correction


Figure 2. ‘Adiabatic’ potentials for the proton movement within the hydrogen bridge (in 1–4) calculated for a fixed geometry
of other atoms. The potentials for 2 are according to Ref. 15. The numbers in parentheses are the O � � �H distance fixed in the
procedure of energy minimization in calculations described in constructing the potentials in Fig. 1
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the potential energy was calculated by varying the proton
position within the d(OH)¼ 0.8–2.1 Å range for fixed
geometries of the other atoms. Such potentials describe
the proton movement for a fixed geometry of a complex
and can also be used for describing the vibrational levels
of OH stretching in an anharmonic representation. It
becomes a very important approach in the interpretation
of the �s(X–H) band shape in systems with a hydrogen
bond (see, for example, Refs 22–24). Such a potential
determines the probability of proton location. For the
shortest hydrogen bridges [d(OH) � 1.3Å], one minimum
potential is formed, whereas for longer bridges the
second minimum develops. One observes that with in-
creasing acidity of the phenols, the second minimum
becomes more pronounced. For the strongest of the
studied complexes (4) it is as deep as for the O—
H � � �N molecular form.


Geometry of the complexes


Figure 3 shows how the O(H) � � �N bridge length changes
with the degree of proton transfer, characterized by
d(OH) (A) and d(CO) (B). The dependences are of a
parabolic-like shape with the minimum at about 50% of
the proton transfer [d(OH) � 1.3 Å for all curves]. The
acidity increase of the proton donor leads to a downshift
of the curves; for the phenol–pyridine complex the
minimum O(H) � � �N distance is at �2.55 Å, whereas
for the complex of the strongest of the studied phenols (4)
it decreases to 2.45 Å. In each case, introducing the
reaction field correction decreases the left part of the
curve [Fig. 3(A)], whereas for proton transfer complexes
(the right part) the O(H) � � �N distances increase: the
higher the permittivity, the lower is the attraction between
the charged components of a complex.


One obtains a different picture when using the C—O
bond length as a parameter [Fig. 3(B)]. Regular, para-
bolic-like curves are obtained. With increasing strength
of the hydrogen bond, the curves move towards the
shorter bridges [as in Fig. 3(A)]. d(CO) and the minima
are shifted to lower values. For the phenol complex (1)
the minimum is at d(CO)¼ 1.325 Å, whereas for the 2,6-
dichloro-4-nitro derivative (4) it appears at 1.29 Å.
Including the reaction field correction leads to a further
decrease in both O(H) � � �N and C—O distances.


The different features of the O(H) � � �N dependence on
d(OH) and d(CO) suggest that the last two general
measures of proton transfer progress are not linearly
interrelated, which is clearly seen in Fig. 4.


The dependences for various complexes are of sigma
type, but with increasing hydrogen bond strength they
move to lower d(CO), in a nearly parallel way. Account-
ing for the reaction field leads to a decrease in d(CO)
values, stronger for the ionic complexes. The greatest


Figure 3. Dependence of the length of the O(H) � � �N
hydrogen bridge on proton transfer: (A) as a function of
d(OH) and (B) as a function of d(CO). The numbering of
the complexes is as in Fig. 1. These were obtained in the
procedure of the optimization of the structures at fixed
O � � �H distances


Figure 4. Correlations between d(CO) and d(OH) obtained
in the process of proton transfer for particular complexes.
Line numbering as in Fig. 1
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effect was observed in the 4-nitrophenol–pyridine com-
plex. It is clear that a single value of d(CO) cannot be
used as an indication of the degree of proton transfer for
various complexes.


At this point one can ask about the possibility of direct
correlation of the parameters with XPT. For this purpose,
the XPT values derived from the calculated functions of
the dipole moment on d(OH) (see Methods of calculation
section) can be used.


One can state that there is a nearly uniform dependence
of XPT on d(OH) in all complexes [Fig. 5(A)], especially
in comparison with Fig. 5(B). Consequently, the d(OH)
values can be taken as nearly universal measures of XPT,
weakly dependent on the type of hydrogen bond. These
dependences are not linear, in contrast to the curves
shown in Fig. 5(B), demonstrating correlations between
the parameters d(CO) and XPT. They are linearly related
(the calculated correlation factors are within the range
0.984–0.998 Å), but they form separate lines for different


complexes, with similar slope. For a given d(CO), very
different XPT can be estimated depending on the complex.
Therefore, when one compares different complexes, one
should apply the d(OH) parameter, which roughly de-
scribes the state of a complex (the progress in proton
transfer). To predict changes in parameters for a parti-
cular complex, one should use d(CO), which more
linearly correlates with the given structure parameter.
Better linearity of the dependence on d(CO) than on
d(OH) has already been reported for the complex of 2,6-
dichlorophenol with pyridine, and seemed better in
describing the experimental data.15


Geometry of phenol rings


According to the statistical description of the experimen-
tal data concerning the influence of substituents on the
geometry of aromatic rings,25,26 the largest effects are
observed for the �-ipso angle, and bonds with participa-
tion of the C-ipso atom. We expect a similar feature when
discussing the structural consequences of proton transfer
in phenol rings. It is interesting, however, which role
resonance interactions play, as they also modify the
parameters which are remote from the C-ipso atom.


In accordance with the above reasoning, it is better to
present the dependences of these particular parameters in
the correlation with d(CO) as more regular than with
d(OH).


Figure 6(A) presents the correlation of the C1-ipso
angle (�) of the phenols on d(CO). These dependences
have high linear correlation factors, but are specific for
each complex. This is also observed in correlations of �
as a function of XPT [Fig. 6(B)]. It is known that each
substituent in the ring makes changes in the ring angles,
not only ipso (�), but also �, � and �.25,26 In particular
complexes there are different substituents, differently
located with respect to the OH group. Hence there is a
combination of several factors whose total effect is not
simple to estimate,27 particularly as non-additivity of the
interactions is possible. It is seen that 2,6-dichloro-sub-
stituted molecules form a separate group from those
which do not contain ortho substituents. On the other
hand, the values of particular parameters in the com-
plexes can be compared with related ones in the free
phenols with the same pattern of substituents. Such a
comparison is presented in Table 1, as it concerns the
molecular forms of the complexes. All these structures
were obtained as a result of full structural optimization.
As shown in Fig. 1, only the tautomer with the O—
H � � �N hydrogen bond forms a stationary state in ‘free’
complexes.


The parameters for molecular (OH � � �N) complexes
and related ones for free phenols appear not to be
identical. The differences characterize the effects of the
formation of hydrogen bonds. Calculated values for
phenols cannot be used directly to predict the particular


Figure 5. Dependence of the degree of proton transfer XPT


on (A) d(OH) and (B) d(CO)
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parameters in the complexes, because this requires cor-
rections to the hydrogen bonding effects. A more detailed
inspection of the data in Table 1 indicates that the
formation of hydrogen bonding of molecular form
changes the ring parameters in the direction of an
increasing role of the p-quinoid resonance structure. On
the other hand, the linear relationship between d(CO) or
XPT, revealing similar slopes for various complexes, can
be used for predicting the relative effects on the increas-
ing degree of proton transfer for a particular complex.
The amplitude of changes in the � angle is of the order of
4–6� and the slope is negative with respect to XPT. A
simultaneous increase in the OC1C6 angle can be men-
tioned, which compensates the � angle decrease, prob-
ably because of the reduction of the ‘AGIBA’ effect on


Figure 6. Correlation of the � angle in the phenol ring and
(A) d(CO) and (B) XPT
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the proton detachment.28 For the OC1C2 angle these
effects work in opposite directions, and in consequence
one observes a dependence with a maximum; after the
proton transfer, the OC1C2 angle begins to decrease. The
calculated dependences of the � angle on d(CO), after
corrections to the reaction field, do not change slope, but
shift parallel to the lines.


The � angles also change regularly with d(CO), but
with the opposite trend and with a gradient half as large.
The ordering of particular complexes in � dependences
is opposite to those for the � parameter; when � takes
the highest values, the � values are one of the lowest
among the complexes. Both � angles are not perfectly
equivalent.


The � angles decrease as � with d(CO), but with about
a fourfold lower slope. The � angles increase with d(CO),
showing good linear correlations; R2 is within the limits
0.92–0.99. The amplitude of changes in � is not greater
than 1�. The changes in the � and � angles compensate
the effects on � and � to keep the sum of ring angles
constant. Parallel changes in � and � suggest some
increase in resonance interactions upon proton transfer.


Concerning the distances, one can mention a very good,
and practically unique for all the studied compounds,
dependence of the C1—C2 and C1—C6 distances on
d(CO) (Fig. 7). This can be explained as the result of direct
electronic coupling between the C—O, C1—C2 and
C1—C6 bonds through the change in the hybridization
on the C1 atom. One can calculate the common linear
dependence of the C1—C2 bond length on d(CO):


dðC1���C2Þ¼ �0:446dðCOÞ þ 2:008; R2 ¼ 0:99 ð2Þ


and for the C1— C6 bond:


dðC1���C6Þ ¼ �0:424dðCOÞ þ 1:977; R2 ¼ 0:96


ð3Þ


or even a common linear correlation for both distances:


dðC1���CÞ ¼ �0:437dðCOÞ þ 1:995; R2 ¼ 0:96 ð4Þ


On average, decreasing the CO distance by 0.01 Å
leads to a simultaneous increase in the C1—C2 and
C1—C6 bond lengths by 0.005 Å. Figure 7 also demon-
strates that accounting for the reaction field in complexes
with a 4-NO2 substituent strongly increases the C1—C
distances. Simultaneously, d(CO) becomes smaller than
for any case without the reaction field effect.


The C2—C3 and C6—C5 distances decrease with
proton transfer progression on average by about 10% of
the changes in d(CO). The dependences are arranged in
two groups: the distances for compounds not containing
a p-NO2 group are within the range 1.39� 0.003 Å,
whereas for compounds with a p-NO2 group, the �-
electron coupling through the molecule promotes the p-
quinoid structure, which shortens these bonds, giving
values in the range 1.383–1.377 Å. The decrease in these
bond lengths with the progression of proton transfer
indicates an increase in the resonance interaction, when
the O atom of phenol becomes more negatively charged.


The C3—C4 and C4—C5 bond lengths are within the
range 1.39–1.40 Å and their dependence on proton
transfer is negligible. One exception is found for the 4-
NO2 group-containing compounds in calculations ac-
counting for the reaction field corrections. In the proton
transfer form, the lengths of the bonds containing the C4
atom increase to 1.425–1.435 Å, which is also related to
enhanced resonance interactions.


As a collective measure of ring bond differentiation,
one can use the value of the variance of these bonds (


�
d is


the calculated average bond length in the ring):


A ¼ 1


n


Xn


i


ðdi � �didiÞ2 ð5Þ


The A values increase strongly with proton transfer.
The dependences of A reveal a sigmoid character of the
function of d(OH) [Fig. 8(A)]. Such a representation
allows an estimation of the levels of A for the molecular
and ionic forms of the complexes.


As one can expect, the lowest amplitude of the increase
is for the complex of unsubstituted phenol. Intermediate
values are for chloro and nitro derivatives. In this case,
the steric chloro and mesomeric NO2 group interactions
give nearly the same effects. The simultaneous influence
of both types of groups increases the observed effects (in
the complex of 4). Calculations which account for the
reaction field corrections give about twice the increase in
A, especially large for compounds with a p-NO2 group,
where A� 106 reaches a level of 1800 and 2200 for
compounds 30 and 40, respectively. This demonstrates a
strong increase in the content of the p-quinoid resonance
form by the polar surroundings.


Figure 7. Dependence of C1—C6 distance on d(CO). Line
numbering as in Fig. 1
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The dependences on C—O distance are more linear.
This shows that the redistribution of the ring bond lengths
and the modification of the C—O bond lengths have a
common source, namely enhancement of resonance in-
teractions upon progress in proton transfer.


Finally, one must mention the very interesting and very
unique dependence of N—H on O—H distances. Pre-
viously,15 it was established that the introduction of an
external electrostatic interaction does not alter the corre-
lation. This was explained as a result of fulfilling the rule
of valence conservation for the proton in a hydrogen
bond.29 The independence of hydrogen bond strength and
the specific effects of substituents [Fig. 9(A)] implies that
the N—H/O—H correlation really reveals a universal
feature and can be used for predicting the second para-
meter despite the fact that the hydrogen bonds can have a
different character.


Figure 9(B) shows that, individually, the N � � �H dis-
tance depends on XPT in different ways in particular


complexes. With a stronger hydrogen bond the N � � �H
distance appears to be shorter for a given degree of proton
transfer (XPT). The NO2 group seems to enhance this
effect.


Modification of the pyridine ring structure


Internal ionization of the complexes by proton transfer
also leads to modification of the structure of the pyridine
ring. Especially interesting is to the extent to which these
effects depend on the degree of proton transfer and on
substitution in a remote fragment of the molecule, i.e. the
pyridine ring.


As the proton approaches the pyridine ring, it induces
very substantial geometric changes there. In general, one
can state that there is an increase in the symmetry of the


Figure 8. Dependence of the parameter A (see text) on (A)
d(OH) and (B) d(CO)


Figure 9. (A) Interrelationship between N—H and O—H
distances and (B) correlation of N � � �H distance with XPT
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ring, formation of the Nþ—H bond also makes this part
of the pyridine ring similar to the more symmetric phenyl
ring, and the parameter A decrease with XPT. Many of
the parameters change, as in the phenyl ring, almost
linearly with d(CO). In such a way it changes the CNC
angle [Fig. 10(A)]. The correlation functions with similar
slopes are very good (the squares of the correlation


coefficients are greater than 0.99). Particular lines are
separated for each complex, also with respect to the
geometry of the pyridine rings: d(CO) is not a direct
measure of the degree of proton transfer. The depen-
dences can be used for predicting changes in the CNC
angle on proton transfer from the correlations for parti-
cular complexes. The most striking is the fact that the
dependence has an opposite slope from that of the C1 (�)
angle in the phenol ring (cf. Fig. 6).


A very uniform dependence of the CNC angle on
d(OH) can be pointed out [Fig. 11(B)]. A decrease in
this angle in the proton transfer (PT) state, when the
reaction field is accounted for, can be mentioned. It is
especially pronounced (�3�) for the complexes contain-
ing the 4-NO2 group. It also shows that the properties of
the pyridine ring depend on the structural modification of
phenol, but it is observed only in a polar surrounding.


One should expect the most direct answer to the
question about such an influence from the dependences
on XPT [Fig. 10(C)]. Figure 10(C) shows that there is
some specificity for each complex: the CNC angles are
slightly different for a given XPT in particular complexes.
The NO2 group-containing complexes (3 and 4) again
show a stronger deviation from the dependence for 1.


The �0 angles show symmetry (angle NC16C15 �
NC12C13). They decrease with proton transfer in order
to compensate the CNC angle increase; one can expect
that �� should be nearly equal to 0.5��. On the basis of
experimental30 and theoretical20 correlations between
�� and �� resulting from various substitutions in the
benzene ring, it was found that the proportionality factor
is 0.591. The dependence of the � angle on d(CO) in
phenol engaged in various complexes with water mole-
cules was demonstrated to be linear.31 In our studies on
the structural consequences of proton transfer, very


Figure 10. Dependence of CNC angle in pyridine ring on
(A) d(CO), (B) d(OH) and (C) XPT. Line numbering as in Fig. 1


Figure 11. Dependence of N—C bond length in pyridine
on the degree of proton transfer [d(OH)]
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similar dependences were found, with the square of the
correlation factor larger than 0.99. The parameters of the
dependence �0 ¼ 67.83d(CO)þ 32.15 found predict very
similar effects, as found by Ramondo et al.31


The �0 angles increase very slightly with decreasing
d(OH). After the proton transfer an enhancement of the
order of 1� is observed.


The �0 angles change similarly to the �0 angles,
suggesting resonance interaction, but these angles typi-
cally change 4–5-fold less than the CNC angle. This can
be characterized by the linear correlation


�0 ¼ 1:6229XPT þ 118:43 ð6Þ


Separate correlation lines have to be made when �0 is
related to d(CO).


Correlation of N—C bond length and proton transfer
are very characteristic and similar for different complexes
(Fig. 11). A more pronounced increase in the N—C bond
lengths only appears for the complete proton transfer
(XPT> 90%). The pyridine ring bond lengths seem to be
insensitive to proton movement until the pyridinium
cation is formed. The C12—C13 and C16—C15 bond
lengths decrease with the proton’s approach to the pyr-
idine ring in accordance with the p-quinoid valence bond
pattern. The slopes of the lines for different complexes
are similar, and the average correlation equation for both
C12—C13 and C16—C15 is


dðCCÞ ¼ 0:089dðCOÞ þ 1:27 ð7Þ


The C13—C14 and C14—C15 bond lengths increase
with the progression of proton transfer, but the extent of
changes in the whole range is less than 0.005 Å.


CONCLUSIONS


B3LYP/6–31G(d,p) calculations were performed on the
structure dependence on the degree of proton transfer in
complexes of phenol, 2,6-dichlorophenol, 4-nitrophe-
nol and 2,6-dichloro-4-nitrophenol with pyridine to
explain the role of particular substituents in the ob-
served correlations.


Regular changes in bond lengths and valence angles
with the degree of proton transfer were found. Correla-
tion equations were presented which can be used for
predicting particular parameters. The correlations are
presented as parametric functions of d(OH) and d(CO).
The dependences where the degree of proton transfer is
characterized by d(OH) are S-shaped, whereas as func-
tions of d(CO) they are nearly linear. The dependences
on d(OH) are uniform for all complexes, whereas those
on d(CO) are specific for particular complexes. The
most uniform character is revealed by the dependence
of d(NH) on d(OH), resulting from the valence con-


servation rule for the proton involved in the hydrogen
bond.


The calculated values of the dipole moment allowed
the estimation of the degree of proton transfer (XPT).
d(OH) shows a non-linear but uniform dependence on
XPT for different complexes, whereas d(CO) as a function
of XPT forms linear dependences which are different for
complexes of particular phenols. The specific interaction
of substituents on C—O bond lengths is a source of this
effect. The structural modifications concern both the
phenol and pyridine rings. Transmission of electronic
effects of substituents in the phenol ring through the
hydrogen bridge to pyridine was seen. Proton transfer
induces an increase in the amount of the p-quinoid
resonance form in both rings, especially in systems
with a p-NO2 substituent.


The different characters of the adiabatic and non-
adiabatic potentials for proton movement within the
hydrogen bridge were demonstrated.


The structural and spectroscopic implications resulting
from the character of these potentials were pointed out.


The calculations performed clearly demonstrate that
increasing the polarity of the surroundings within the
framework of the Onsager model strengthens the enol
type of complexes (PhO—H � � �NC5H5), whereas zwit-
terionic ones (PhO� � � �H—NþC5H5) become weaker
and longer.
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ABSTRACT: The base-catalysed ring closure of methyl 2,6-dinitrophenylsulfanylethanoate gives 2-methoxycarbonyl-
7-nitrobenzo[d]thiazole-3-oxide. The kinetics of this ring closure were studied by means of UV–visible spectro-
photometry in methanolic buffers of N-methylmorpholine–N-methylmorpholinium chloride and N-methylpiperidine–
N-methylpiperidinium chloride at 25 �C at ionic strength I¼ 0.1 mol l�1. The dependences of kobs on the base
concentration are not linear, their slopes decreasing with increasing base concentration at constant ratio of the buffer
components. The reaction mechanism was suggested on the basis of comparison with the ring closure kinetics of
methyl 2,4,6-trinitrophenylsulfanylethanoate. The rate-limiting step of the reaction sequence consists in formation of
the conjugated base of substrate 1. Copyright # 2005 John Wiley & Sons, Ltd.


KEYWORDS: ring closure reaction; base catalysis; reaction kinetics; heterocyclic nitrones


INTRODUCTION


Our previous paper dealt with the kinetics of ring closure
of methyl 2,4,6-trinitrophenylsulfanylethanoate1 in acet-
ate, methoxyacetate and N-methylmorpholine buffers in
methanol. In the acetate and methoxyacetate buffers, the
dependences of the observed rate constant kobs on the
concentration of base were linear in the whole concentra-
tion range studied, but the slopes of these dependences
increased with increase in the basicity of the medium,
which means that the ring closure went by two reaction
pathways, out of which one had its reaction rate depen-
dent on the concentration of carboxylate only and the
other on the concentration of carboxylate and methoxide.
Hence the reaction was subject to general base catalysis
with the value of the Brønsted coefficient � ¼ �logk=
�pKa � 0:8.1


The ring closure of methyl 2,4,6-trinitrophenyl-
sulfanylethanoate in N-methylmorpholine buffer also
exhibited general base catalysis, but the slopes of the
dependences of kobs on the concentration of base de-
creased with increasing concentration of base, and this
decrease was the faster the more acidic was the medium
(i.e. the lower the ratio of buffer components [B]/[BHþ]).


The rate constant kobs of the ring closure in methoxy-
acetate buffers corrected by means of the � value to the
pKa corresponding to N-methylmorpholinium was about
40 times lower than the experimentally measured rate
constant of the reaction catalysed by N-methylmorpho-
line. In the Brønsted relationships given in the literature,
these constants do not differ or differ only slightly.


For these reasons, we decided to study the kinetics
of ring closure using different tertiary amines as catalysts.
Since the application of N-methylmorpholine makes the
ring closure extraordinarily sterically demanding, we
chose as different base N-methylpiperidine, whose steric
requirements are similar to those of the previously used
N-methylmorpholine. However, the ring closure of
methyl 2,4,6-trinitrophenylsulfanylethanoate catalysed
with N-methylpiperidine was so fast that it was impos-
sible to obtain reliable values of the rate constants,
which is why we used methyl 2,6-dinitrophenylsulfanyl-
ethanoate, which undergoes a slower ring closure.


EXPERIMENTAL


Compounds


2,6-Dinitrochlorobenzene was prepared according to
Ref. 2 or analogously from 2,6-dinitrophenol according
to Ref. 3.


To prepare methyl 2,6-dinitrophenylsulfanylethanoate
(1) and 2-methoxycarbonyl-7-nitrobenzo[d]thiazole-3-
oxide (2), a solution of 4.05 g (20 mmol) of 2,6-dinitro-
chlorobenzene in 25 ml of 1,2-dimethoxyethane was
stirred by means of a magnetic stirrer under an argon


Copyright # 2005 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2005; 18: 844–849
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atmosphere and treated with a solution of 2.12 g
(20 mmol) of methyl sulfanylethanoate in 15 ml of 1,2-
dimethoxyethane added at once. Thereafter, a solution of
2.78 ml (20 mmol) of triethylamine in 10 ml of 1,2-
dimethoxyethane was added drop by drop within 3.5 h.
The mixture was stirred at room temperature for a further
1 h, then poured in 100 ml of dilute HCl (ca 5%), and the
separated solid was collected by filtration. The yellow–
red product obtained (4.22 g) was separated by column
chromatography [silica gel; CHCl3–ethyl acetate (9:1, v/v)].


Methyl 2,6-dinitrophenylsulfanylethanoate (1) (RF �
0.5) was recrystallized from methanol; yield 2.16 g (40%)
of light yellow compound (1), m.p. 88.5–90.5 �C. 1H
NMR (CDCl3), � 7.92 (A2 part) and 7.72 (B part) of A2B
system, 3H, 3J¼ 8.1 Hz (Ar); 3.72 s, 2H, (CH2); 3.69 s,
3H, (CH3). 13C NMR (CDCl3): � 168.3 (CO); 155.6 (C-
2,6); 131.3 (C-4); 126.6 (C-3,5); 120.9 (C-1); 52.7 (CH3);
38.2 (CH2). For C9H8N2O6S (272.24): calculated C
39.71, H 2.96, N 10.29, S 11.78; found C 39.46, H
3.01, N 10.47, S 11.49%.


2-Methoxycarbonyl-7-nitrobenzo[d]thiazole-3-oxide (2)
(RF � 0.25) was recrystallized from methanol; yield
0.36 g (7.1%), b.p. 200–201 �C (ref.4 202–203 �C). 1H
NMR (DMSO-d6): � 8.82 dd, 1H, (H-6, 3J¼ 8.1 Hz,
4J¼ 0.8 Hz); 8.63 dd, 1H, (H-4, 3J¼ 8.1 Hz, 4J¼
0.8 Hz); 8.03 t, 1H, (H-5, 3J¼ 8.1 Hz). 13C NMR
(DMSO-d6): � 157.1 (CO); 146.1, 142.2, 134.9, 123.2
(4�Cq); 128.9, 127.3, 125.2 (3�CH); 53.1 (CH3). For
C9H6N2O5S (254.22): calculated C 42.52, H 2.38, N
11.02, S 12.61; found C 42.76, H 2.58, N 11.09, S
12.82%.


The NMR spectra were measured using a Bruker
Avance 500 spectrometer (500.13 MHz for 1H and
125.77 MHz for 13C). Hexamethyldisiloxane was used
as the internal standard for 1H NMR (� 0.05). The 13C
NMR spectra were standardized by means of the middle
signal of the solvent multiplet (� 77.0 in CDCl3 and 39.6
in DMSO-d6).


�pKa values of buffers


The �pKa values between acetic acid, N-methylmorpho-
linium and N-methylpiperidinium were determined spec-
trophotometrically from the absorptions of indicators
(2-chloro-4-nitrophenol and 4-nitrophenol) using the
procedure described previously.1 Using the pKa value of
acetic acid in methanol of 9.52,5 we found pKa values
of 9.12 and 11.05 for N-methylmorpholinium and N-
methylpiperidinium, respectively.


Kinetic measurements


The quality of methanol was checked by means of UV–
visible spectrophotometry. The absorbance of the pure


solvent against an empty cell was <0.08 in the wave-
length range above 250 nm.


Anhydrous sodium perchlorate (p.a.) for adjustment of
ionic strength was dried at 100 �C/2.6 kPa for 6 h. N-
Methylpiperidine (Aldrich, 99%) was distilled, and the
fraction with b.p. 106–107 �C was used. N-Methylmor-
pholine (Aldrich, 99.5þ%) was distilled, and the fraction
with b.p. 115–116 �C was used.


Preparation of buffers


The buffers were prepared from methanolic 1 mol l�1


solutions of N-methylpiperidine, N-methylpiperidium
chloride, N-methylmorpholine and N-methylmorpholi-
nium chloride. The solutions of ammonium chlorides
were prepared in situ by neutralizing the solutions of
the respective amines with a fresh methanolic solution
of hydrochloric acid of known concentration with
intense cooling. The stock solutions were used to
prepare the buffers with ionic strength I¼ 0.1 mol l�1


determined by the ionic component of the buffer, and
with the component ratios [base]/[acid]¼ 8:1, 6:1, 4:1,
2:1 and 1:1.


Further, from the buffers thus obtained we prepared
buffers of given ratios of components, but with varying
concentrations; their ionic strength was adjusted to
I¼ 0.1 mol l�1 by addition of sodium perchlorate solution
(1 mol l�1). For the kinetic measurements, compounds 1
and 2 were dissolved in suitable solvents (CHCl3, acet-
one); these solutions were prepared immediately before
the measurement proper.


Kinetic experiments


All the kinetic measurements were carried out with a
Hewlett-Packard Model 8453A diode-array Spectrophot-
ometer at 25� 0.1 �C at a wavelength of 375 nm with
substrate concentrations of ca 5� 10�3 mol l�1. In pre-
liminary experiments, the absorbance changes were
scanned in the wavelength range 250–400 nm.


RESULTS AND DISCUSSION


The ring closure of compound 1 (Scheme 1) was studied
spectrophotometrically at 25 �C under conditions of
pseudo-first order in methanolic buffers. Under the con-
ditions of the kinetic experiments, the cyclization product
is formed almost quantitatively (>96%). The half-lives of
ring closure reactions of compound 1 to compound 2
were in the range from ca 75 s to 10 000 s, depending on
the composition of the buffer.


All the values of observed rate constants kobs in
methanolic buffers are given in Tables 1 and 2. The
dependences of kobs on the base concentration are not
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linear, their slopes decreasing with increasing base con-
centration at a constant ratio of the buffer components (as
in the case of ring closure of methyl 2,4,6-trinitrophe-
nylsulfanylethanoate). The dependences of kobs vs con-
centration of base and ratio of buffer components are
shown in Figs 1 and 2.


The dependences of kobs on concentration of base and
on ratio of the buffer components indicate that (i) the
reaction is subject to general base catalysis; (ii) increas-
ing concentration of buffer causes an increasing mani-
festation of the reverse reaction of some of the
intermediates (the cyclization product, compound 2, is
stable in the reaction medium and does not undergo the
reverse reaction); (iii) the reverse reaction is the faster the
more acidic the buffer used is.


Therefrom it follows that the rate of the reverse
reaction depends on the concentration of the acidic buffer
component, [BHþ]. A simplified representation of the
ring closure reaction is given in Scheme 2, where C—H is
the substrate 1, and C� stands for the conjugated base of
substrate.


Cl
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O2N NO2
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Figure 1. Dependence of observed rate constants
kobs� 104 (s�1) of ring closure of methyl 2,6-dinitrophenyl-
sulfanylethanoate (ordinate) on concentration of N-methyl-
morpholine (mol l�1) (absassa) in buffers with component
ratios [B]/[BHþ]¼6:1 (&) and 4:1 (~)
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Figure 2. Dependence of observed rate constants
kobs� 103 (s�1) of ring closure of methyl 2,6-dinitrophenyl-
sulfanylethanoate (ordinate) on concentration of N-methyl-
piperidine (mol l�1) (absassa) in buffers with component
ratios [B]/[BHþ]¼1:1 (&) and 2:1 (~)


Table 1. Values of observed rate constants kobs (s�1) of ring
closure 1! 2 in methanolic buffers of N-methylmorpholine–
N-methylmorpholinium chloride at 25 �C and I¼ 0.1 mol l�1


[B]/[BH] [B] kobs� 104 [B]/[BH] [B] kobs� 104


6:1 0.60 1.689 4:1 0.40 1.206
0.54 1.684 0.30 1.166
0.48 1.659 0.20 1.106
0.42 1.657 0.10 0.948
0.36 1.621 0.06 0.855
0.30 1.580 0.04 0.791
0.24 1.513 0.02 0.707
0.18 1.472
0.12 1.336
0.06 1.163


Table 2. Values of observed rate constants kobs (s�1) of ring
closure 1! 2 in methanolic buffers of N-methylpiperidine–
N-methylpiperidinium chloride at 25 �C and I¼0.1 mol l�1


[B]/[BH] [B] kobs� 103 [B]/[BH] [B] kobs� 103


1:1 0.10 2.61 2:1 0.05 4.53
0.075 2.59 0.03 4.20
0.05 2.54 0.01 3.54
0.025 2.29 4:1 0.40 8.95
0.01 1.99 0.30 9.00


2:1 0.20 5.00 0.20 8.93
0.18 4.96 0.10 8.64
0.15 4.98 0.06 8.15
0.13 4.97 0.04 7.54
0.10 4.88 0.02 6.95
0.08 4.77
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The kinetic equation of the ring closure reaction
catalysed by the basic component of buffer and by
methoxide ion is


kobs ¼
kB B½ � þ kMeO� MeO�½ �ð Þkc


kBHþ BHþ½ � þ kc


¼ kB B½ � þ kMeO� MeO�½ �
kBHþ
kc


BHþ½ � þ 1


ð1Þ


where kB and kMeO� are the rate constants of the reactions
catalysed by the basic component of buffer and by
methoxide, respectively; kBHþ is the rate constant of the
reverse reactions catalysed by ammonium ion. The cal-
culated values of kB and kBHþ=kc are (1.40� 0.4)�
10�3 l mol�1 s�1 and 44� 11 for the N-methylmorpho-
line buffer and (260� 60)� 10�3 l mol�1 s�1 and 100�
25 for the N-methylpiperidine buffer. The constant kMeO�


has a value of 930� 80 l mol�1 s�1.
The primarily formed carbanion (conjugated base of


substrate 1) is gradually transformed into the product via
a sequence of several reactions (Scheme 3).


Potential acid catalysis by the action of BHþ in the
removal of water from Int2 (giving the cyclization pro-
duct) could not slow the ring closure with increasing
concentration of BHþ. The transformation of Int1 into
Int2 is catalysed by base: the fast removal of the proton
from the C—H group of Int1 with concomitant formation
of ammonium ion BHþ is greatly facilitated by the bond
of this group to the positively charged nitrogen (CH—
Nþ). Then there follows a fast protonation of the nega-
tively charged oxygen by the BHþ ion; the second
possibility is a concerted proton transfer from carbon to
oxygen by action of methanol (proton switch).


Since the ring closure reaction is subject to general
base catalysis, its rate depends on the rate of transforma-
tion of the encounter complex C—H�B into C� and BHþ


(Scheme 2). The effect of changing structure of the base
on the change in this velocity is given by the Brønsted
coefficient � according to the relation � ¼ dðlogkBÞ=
dðpKaÞ, and in the case of this thermodynamically very
unfavourable reaction it has a value of �1.2 (���0.2)
(Amyes and Richard6 found a value of �¼ 1.09 for
deprotonation of ethyl acetate by 3-substituted quinucli-
dines in aqueous solution). The value of �¼ 1 for a
reaction subject to general base catalysis as represented
in Scheme 2 means that the rate-limiting step is diffusion
separation of the complex7 C��BHþ into C� and BHþ.
The Brønsted plot of CH acids with approximately
0.8<�< 1 corresponds to an Eigen-type mechanism of
proton transfer in which both proton transfer and diffu-
sional separation of the C��BHþ complex are partially
rate determining. In reality, however, both the starting
base and the conjugated acid formed are solvated, but the
removal of proton from the CH-acid by amines and
oxygen bases and the reverse step occur directly and
are not mediated by an intervening water (or other protic
solvent).8–10


Because the reference equilibrium reaction is the
ionization of solvated acid to solvated conjugated base,
a correction to �obs must be made [Eqns (2)–(5)11]:


�d ¼ dðlogKdÞ
dðlogKaÞ


¼ �0:2 ð2Þ


�corr ¼
�obs � �d


1 � �d


ð3Þ


C - H + B C - H B C BH C + BH


C product
kc


Scheme 2


Scheme 3
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�s ¼
dðlogKsÞ
dðlogKaÞ


ð4Þ


�corr ¼
�obs


1 þ �s


ð5Þ


where Ks and Kd are equilibrium constants of solvation
and desolvation, respectively, of the ionic component of
the acid–base pair and Ka is the dissociation constant
of the conjugated acid.12 In the case of the starting amine,
this means a correction for the effect of structure of the
amine on its desolvation (Scheme 4).


The magnitude of correction �corr decreases with
increasing value of �obs, being zero for �obs¼ 1. In the
case of the conjugated acid of the amine, this means a
correction for the effect of changing structure on the
solvation; the �s value suggested for substituted car-
boxylic acids and alcohols is þ0.2;12,13 no �s value was
found in the literature for tertiary amines. Protonated
tertiary amines in water are much more strongly solvated
than carboxylic acids or alcohols, but in methanol the
solvation is substantially weaker and, hence, changes in
solvation with changes in structure will also be smaller; if
we adopt the same value of �s as that used for carboxylic
acids, then �corr for the ring closure of methyl 2,6-
dinitrophenylsulfanylethanoate catalysed by tertiary
amines will be �corr� 1.20/1.20� 1; this means that the
rate-determining step is the diffusional separation of ion
pair BHþ�C�, the reverse reaction being an encounter-
limited reaction14 (k� 5� 109 l mol�1 s�1) of C� with
desolvated BHþ. The free carbanion can react further,
eventually giving the final product, or can give the starting
C-acid 1 by the reverse reaction with desolvated BHþ.


A similar correction of the Brønsted coefficient
�obs¼ 0.80 in the reactions of methyl 2,4,6-trinitrophe-
nylsulfanylethanoate in buffers composed of carboxylic
acids and carboxylates with an estimated �s in methanol
of þ0.15 will give the value �corr¼ 0.7, i.e. the rate-
limiting step is the proton transfer RCOO��CH!
RCOOH�C�, because the reverse protonation of the
carbanion is much slower than the diffusional separation
of the complex RCOOH�C�; the rate-limiting step of the
reverse reaction is protonation of carbanion by carboxylic
acid. This reaction in carboxylate buffers is ca 40 times
faster than the analogous reaction in amine buffers. The
reverse protonation of carbanion by carboxylic acid is
much slower than the consecutive ring closure, so it does
not make itself felt even at higher concentrations of
buffer—the dependences of kobs vs buffer concentration
are (with the ratio of buffer components kept constant)
linear over the whole interval measured. The much
slower reaction of the 2,4,6-trinitro derivative with


methoxyacetate ion than that with N-methylmorpholine
probably occurs because the pKa values of carboxylic
acids and tertiary amines were determined in a different
medium from that in which the proton transfers from
trinitro derivative to acetate or amine take place (in the
sense that the pKa values are measured with the sub-
stances in the solvated state whereas the proton transfers
proceed with the ions partially desolvated).


Methyl 2,6-dinitrophenylsulfanylethanoate (1) reacts
several orders of magnitude faster than its isomer, the 2,4-
dinitro derivative, which does not undergo ring closure at
all.1 The reason lies in the structure of methyl 2-nitro-6-
substituted-phenylsulfanylethanoates, which was proved
in some cases by means of X-ray analysis.15 The nitro
group at the 2-position is oriented almost perpendicularly
to the benzene nucleus. This orientation makes it possible
to bring together two reactants in a near attack conforma-
tion16 (NAC), similar to that of some enzymes.


CONCLUSIONS


The ring closure of methyl 2,6-dinitrophenylsulfanyl-
ethanoate (1) giving 2-methoxycarbonyl-7-nitroben-
zo[d]thiazole-3-oxide (2) in methanolic buffers of tert-
amine–tert-ammonium chloride is subject to general base
catalysis. The dependences of the observed rate constant
kobs on the concentration of buffers with constant ratios of
the acidic to basic buffer components are not linear: at
higher concentrations of buffers the slopes of the depen-
dences decrease. The dependence deviates more from
linearity the lower the ratio of concentrations of buffer
components [B]/[BHþ] is, i.e. the more acidic the buffer
is. The dependences found are interpreted by the ring
closure mechanism suggested. The rate-limiting step of
the reaction consists in diffusion separation of the ion pair
C��BHþ into free carbanion and protonated amine. The
carbanion formed can react in a sequence of reaction
steps, eventually giving the product, which is stable in the
reaction medium, or it can react with the protonated
amine to give the starting substrate. The rate of the
reverse reaction increases with increasing concentration
of the protonated amine, and at a sufficient concentration
the rates of the reactions in both directions become equal,
and kobs does not change any further with increasing
buffer concentration. For the reactions in carboxylate
buffers1 at the buffer concentrations used, the rate-limit-
ing step is proton transfer from C-acid to carboxylate ion,
and the reverse reaction is not manifested kinetically.
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ABSTRACT: The pH changes of an aqueous carbonate buffer solution (9� 10�3
M Na2CO3, 10�3


M NaHCO3, pHo


10.79), induced by addition of cetyltrimethylammonium chloride (CTAþCl�) in concentrations varying from 10�3 to
10�1


M, are employed to determine the concentration of dianionic base in the water pseudophase. The pH decreases
markedly up to �0.6 pH units at 0.1 M CTAþ. The pH profile is analysed in terms of the pseudophase ion-exchange
model from which the equations for mono-/divalent anion exchanges are derived. The fit of the pH data to these
equations is satisfactory only when a [CTAþ] dependence of � (the degree of counterion binding) is considered:
�¼ 0.5þ 2[CTAþ]. The resulting exchange constant, K


CI=CO3
ex ¼ ð6:75 � 0:22Þ � 10�2, is markedly larger than that


measured previously at only one surfactant concentration without taking into account the � variation. This surfactant
concentration dependence of � is discussed in terms of recent results on salt effects on the composition of micellar
interfaces, which also show that � depends on the surfactant concentration in the presence or absence of any added
salt. Copyright # 2005 John Wiley & Sons, Ltd.


KEYWORDS: buffers; cationic micelles; pH metry; micellar solutions; interfacial exchanges; mono- and divalent ions


INTRODUCTION


Much work is presently devoted to pseudophase transfer
equilibria or ion exchanges in the interfacial region
(or Stern layer) of ionic micellar solutions in the presence
of added salts, particularly in the context of micellar
catalysis of reactions between a lipophilic substrate and
an ionic reagent.1–3 The kinetic investigation of most
reactions, in micellar solutions as well as in bulk solvents,
requires control of the ionic strength and/or pH, which is
currently obtained by addition of salts and/or buffers in
concentrations much larger than those of the reagents
and surfactants. Exchanges of the surfactant counterions,
X� in the case of a cationic surfactant, for the ions Y�


added to the aqueous pseudophase can occur in the
hydrated interface between this water phase and the
micellar hydrophobic core because of the different hydro-
philicities of the exchanging anions and also the different


abilities to stabilize the positive charge of the cationic
surfactant head groups, namely specific ion effects
similar to those described in the Hofmeister series.1,2


However, the salt effects, even on fundamental micelliza-
tion parameters of current cationic surfactants, such as
aggregation number (N), critical micelle concentration
(cmc) or degree of counterion binding (�), are still not
fully understood.3 The first step to a comprehensive
approach to these salt effects in terms of the pseudophase
ion-exchange (PIE) model is the measurement of ion-
exchange constants or selectivity coefficients, Kex


X/Y, for
the ionic interfaces of micelles, as exemplified in the
case of cetyltrimethylammonium chloride (CTACl) by
Eqn (1), in which the subscripts ‘m’ and ‘w’ refer to the
micelle and water pseudophases, respectively.4


ðCTAClÞm þ Y�
w Ð ðCTAYÞm þ Cl�w ð1Þ


According to Eqn (1), the anion exchange provokes a
change in the aggregated surfactant from CTACl to
CTAY, which exhibits micellization parameters different
from those of the precursor surfactant and results in a
significant effect on micellar reactivity. A very large set of
exchange constants for typical couples of anions have been
measured by spectrophotometry using a chromophoric
anion.5 Most of them, particularly those for exchanges
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between monovalent ions, have been confirmed by more
sophisticated techniques. Nevertheless, the few constants
measured for exchanges between monovalent and diva-
lent anions are probably unreliable, either because the
resulting values seem to be dependent on the surfactant
concentration or because they were obtained from mea-
surements at one surfactant concentration only.6 In our
work on micellar catalysis of nucleophilic substitutions in
buffered CTACl solutions7 we were faced with these
uncertainties in our extension of the PIE model to
reactivity in multicomponent micellar systems in which
at least three ion exchanges have to be considered, as
shown in Scheme 1, where Nu, Buf and S are the anionic
nucleophile, an ionic buffer species and a substrate, re-
spectively, withKex


Cl/Nu,Kex
Cl/Buf andKex


Nu/Buf for the relevant
exchange constants.


In the present paper we combine the experimental
pHmetry method1b,2c,7 and a new calculation procedure
for obtaining reliable constants for univalent/divalent
anion exchanges on the example of chloride exchange
for carbonate (CO3


2�), the basic component of the widely
used buffer for the weakly basic pH range. The value
obtained from data measured over a relatively large range
of surfactant concentration (10�3< [CTACl]< 10�1


M)
is markedly larger than that published previously.8 More-
over, the statistical approach shows that � changes sig-
nificantly with the overall surfactant concentration, in
sharp contrast to the widely accepted assumption of �
independence for this concentration.1,4


THEORY


Formalism of mono-/divalent anion exchange


Equation (1) and the derived exchange constant [Eqn (2)]
are the currently used equations for obtaining any Kex


X/Y


but they are valid only when X and Y are two monovalent
ions


KX�=Y�


ex ¼ X�½ �w Y�½ �m
X�½ �m Y�½ �w


ð2Þ


For exchanges between mono- and dianions, Eqn (1) is
transformed into Eqn (3)


2 CTAþX�ð Þ þ Y2�
w Ð 2 CTAþð ÞY2� þ 2X�


w ð3Þ


As pointed out earlier,6,8 the corresponding expression
for Kex cannot be obtained by a simple modification of
Eqn (2) by considering the stoichiometry only because
the relevant concentrations of the micellized ions
(denoted, as usual, without square brackets) are those,
Xm, in the micellar volume available to the hydrated
ions,3b,c Vm, and not those in the total solution volume,
[X]m [Eqn (4), where [Dn] is the micellized surfactant
concentration]


Xm ¼ X½ �m
Dn½ �Vm


¼ �=Vm ð4Þ


Therefore, the terms in [Dn]Vm that cancelled in Eqn
(2) are now included in the expression of exchange
constants for dianions [Eqn (5)], so the concentration
ratios of the two competing ions are not expected to be
constant but dependent on the surfactant concentration.


KX�=Y2�
ex ¼


X�½ �2w Y2�� �
m


X�½ �2m Y2�� �
w


� Dn½ �Vm ð5Þ


Applications of Eqns (2) and (5) require evaluation of
the concentration of ions involved in the exchanges.
Equations (6) and (7) (for mono- and dianions, respec-
tively) and Eqn (8) (expressing the mass balance in the
micellar and aqueous pseudophases) are employed to
obtain [X�]m and [X�]w


X�½ �m¼ � � Dn½ � � Y�½ �m ð6Þ


X�½ �m¼ � � Dn½ � � 2 Y2�� �
m


ð7Þ


X�½ �w¼ X�½ �T� X�½ �m ð8Þ


where [Y]m and [Y]w are the experimental data. In these
equations that we applied to CTACl, � is the degree of
counterion binding (or micelle charge) at the interface
and is taken as 0.7, a widely established value for
CTACl micelles.9 The experimental cmc of aqueous
CTACl with added buffers or salts is 4� 10�4


M,7 and
Vm is 0.35 l mol�1, a recently measured value.3b Plots of
the experimental [Y�]w/[Y�]m or [Y2�]w/([Y2�]m[Dn]Vm)
ratios versus calculated [X�]w/[X�]m ratios, or their
square, should be linear with a slope providing the
average value of the exchange constant.


RESULTS AND DISCUSSION


The [CO3
2�]m measurements by pHmetry


The concentration of dianionic carbonate ions bound to
the micellar interface, [CO3


2�]m, by exchange for the


Scheme 1
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chloride counterion of the surfactant is obtained by
pHmetry, which provides [acid]/[base] ratios in the water
pseudophase only of buffered micellar solutions. The
micellar binding of carbonate decreases its concentration
in the aqueous phase, [CO3


2�]w, and therefore decreases
the pH of the carbonate buffer solution. In our experi-
ments, we worked with buffer solutions at 10�2


M


[Buffer]total containing 90% basic [CO3
2�]total, i.e.


[CO3
2�]total¼ 9� 10�3


M. It was expected that the con-
jugate acid of the buffer, HCO3


�, would not bind appre-
ciably to the micelle due to a combination of anion/
cationic interface electrostatic interactions that are stron-
ger for divalent CO3


2� than for monovalent HCO3
� and the


relative concentration effect, [CO3
2�]total/[HCO3


�]total¼
9/1. Our expectation has been verified experimentally,
therefore the pH changes (�pH) of the aqueous carbonate
buffer solution induced by CTACl addition can be attrib-
uted reasonably to the change in carbonate concentrations
in the water pseudophase only [Eqn (9)].


�pH ¼ �ðlog½CO2�
3 �wÞ ð9Þ


The concentration of carbonate anions in the micellar
pseudophase is then obtained from Eqn (10) describing
the buffer material balance, where subscripts ‘total’, ‘w’
and ‘m’ refer to total, aqueous and micellar concentrations,
respectively, and ‘o’ to concentrations in the absence of
added surfactant.


½CO2�
3 �o ¼ ½CO2�


3 �total ¼ ½CO2�
3 �w þ ½CO2�


3 �m ð10Þ


Carbonate buffer solutions more concentrated than
10�2


M were not investigated because, as observed
previously,7a the corresponding pH changes are almost
negligible due to the fraction of micellized carbonate
being very small compared with its total concentration in
the aqueous pseudophase. In these experiments, the
10�3–10�1


M surfactant concentration domain was con-
sidered, so that [CTACl] is either smaller or larger than
[Buffer]total. Therefore, the [CTACl]/[(CTA)2CO3] ratios
could vary in the range 1–10 at least, as required for
reliable exchange constant measurements.


The pH effect of CTACl addition to the carbonate
solution (shown in Fig. 1) is quite large, with �pH
reaching � 0.6 pH units at [CTACl]¼ 0.1 M. (It is there-
fore obvious that carbonate buffer is not appropriate for
buffering micellar solutions.) From the experimental pH
variations, [CO3


2�]w and [CO3
2�]m are readily obtained


[Eqns (9) and (10)]. The associated values of [Cl�]m and
[Cl�]w are then, calculated using Eqns (7) and (8). The
log–log plot of the experimental ([CO3


2�]w/[CO3
2�]m)�


[Dn]Vm versus calculated ([Cl�]w/[Cl�]m)2 is satisfacto-
rily linear (Fig. 2), particularly for the larger [CTACl]. In
the low [CTACl] range (10�2


M), the calculated concen-
tration ratios are less accurate because small �pHs


values, i.e. small [CO3
2�]m, may result in large errors in


[Cl�]m/[Cl�]w. According to Eqn (11)


log
CO2�


3


� �
w


CO2�
3


� �
m
� Dn½ �Vm


¼ �logK
Cl�=CO2�


3
ex þ 2 log


Cl�½ �w
Cl�½ �m
ð11Þ


the intercept is obtained with reasonable precision
(0.04� 0.004). However, these results cannot be consid-
ered a reliable K


CI=CO3
ex measurement because the slope of


the log–log plot (Fig. 2) is markedly larger than 2.0,
which is expected from Eqn (11).


Further evidence for the inconsistency of this trivial
ion-exchange analysis is illustrated in Fig. 1, where the
pH data are compared with the pH profile calculated by
employing for Kex the value of the intercept of the above-
mentioned log–log plot. The concentrations of the mi-
cellized base at every [CTACl], [CO3


2�]m, for the divalent
base are calculated from Eqn (12), which is cubic instead
of the usual quadratic for monovalent ions.4,10 Equation
(12) with x¼ [CO3


2�]m, a¼�� [Dn]; b¼ [CO3
2�]o;


c¼ [CTACl] and d¼Vm[Dn], expresses the mass balance
at the ionic interface by assuming a constant � value


x3 4 þ 4
Kex


d


� �
þ x2 4cþ 4a� 4a


Kex


d


� �


þ x c2 � 2acþ a2 þ 4ab
Kex


d
þ a2 Kex


d


� �


� a2b
Kex


d
¼ 0


ð12Þ


As seen in Fig. 1 (dotted line), a leveling of the pH
change at large surfactant concentrations is expected,


[CTACl], M


0 0.02 0.04 0.06 0.08 0.1


∆
pH


-0.6


-0.4


-0.2


0


Figure 1. The pH decrease of the aqueous carbonate solu-
tion (9� 10�3


M Na2CO3 and 1�10�3
M NaHCO3) by


addition of CTACl: (&) experimental data, ð---Þ calculated
pH profile at constant � [Eqn (11)]; (—) calculated pH profile
at variable � (�¼ 0.5þ2 [CTAþ])
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whereas in the experimental profile an almost linear pH
decrease is observed. It is worth noting that this leveling
cannot be attributed to a concomitant micellization of the
buffer conjugate acid because this would decrease �pH,
whereas the �pH values are larger than those expected
from calculated Kex. The differences in the shapes of the
calculated and experimental profiles are very clear evi-
dence for the inadequacy of Eqn (11) and the derived
calculations, which are too simple to describe the ion
exchanges involved in the surfactant addition to aqueous
carbonate. The main drawback of these calculations is
related to the evaluation of micellized [Cl�]m by Eqn (7),
which assumes a constant � equal to that of CTACl in the
absence of added buffer. Therefore, we consider the
effect of a � dependence on the surfactant concentration
on the calculated pH profile and on the Kex value.


Dependence of b on the surfactant concentration
and chloride–carbonate exchange constant


A change in � as a function of increasing [CTACl] is
likely because of buffer-induced changes in the properties
of the micellar interfaces.3b At very small [Dn], carbonate
dianion ([CO3


2�]total¼ 9� 10�3
M) is in excess compared


with the surfactant ([Dn]¼ 10�3–10�2
M), which is, at


least partly, present as (CTA)2CO3. The latter has its own
�carbonate value, which is most likely different from that
of CTACl. At larger [Dn], the predominant surfactant
becomes progressively CTACl itself with �Cl, the value
we used in previous calculations. Consequently, the �
value employed in [Cl]m estimations by Eqn (7) should be


treated as a [Dn]-dependent parameter. The pH data of
Fig. 1 were therefore analyzed in terms of a continuous �
variation with [Dn], as described by Eqn (13).


� ¼ aþ b½CTACl� ð13Þ


An initial value of 0.4 for a [�carbonate in Eqn (13)] is
chosen because �carbonate is necessarily smaller than �Cl


due to the differences in the steric requirements and
hydration of divalent carbonate and monovalent chloride.
This value and its dependence on [Dn] was then opti-
mized. The best fit of the experimental pH profile (Fig. 1,
full line) was obtained when a¼ 0.5 and b¼ 2. The
reliability of the results was finally confirmed by the
agreement between the observed and expected values of
the slope of the log–log plot of the ratios of calculated
micellized and aqueous anion concentrations [Eqn (11)].
As shown in Fig. 1, this analysis works fairly well: the
experimental pH profile is reproduced satisfactorily and
the slope of the log–log plot of 2.0 is consistent with
that of the ion-exchange equation. The intercept of this
plot provides the following exchange constant: K


CI=CO3
ex ¼


ð6:75 � 0:22Þ � 10�2. This value is markedly different
from those previously published5,8 of 0.47 or 7.65� 10�3.


Salt effects on the composition
of the micellar interface


The early published, large value of 0.47 for the carbonate–
chloride exchange constant5 is very probably wrong. It
has been obtained by using the equation that is valid for
monoanion exchanges [Eqn (2)], because the equation
relevant to mono-/divalent anions [Eqn (5)] is not men-
tioned. Later on, the formalism appropriate for exchanges
between anions of different valencies was developed6 and
finally applied8 to carbonate–hydroxide anion exchange
from which carbonate–halide exchange constants were
derived. The constants were obtained from kinetic salt
effects on the OH�-dehydrochorination of polyhaloge-
nated pesticides in CTAOH micelles. The resulting
K


CI=CO3
ex value of 7.65� 10�3 is about ten times smaller


than that reported here. The discrepancy between the two
values cannot arise from differences in the experimental
methods because it has been shown that spectrophoto-
metry, fluorimetry, ultrafiltration, kinetics and pHmetry
provide closely similar values for monoanion exchange
constants.1–3 The reason for the observed discrepancy
may be traced to the differences in the experimental
conditions.


Our pHmetric measurements are carried out at a con-
stant added buffer (salt) concentration of 10�2


M with
variable surfactant concentrations (10�3< [CTAþ]<
10�1


M), i.e. under the conditions of interest in reactivity
studies that require constant ionic strength and/or pH.
With this procedure, a statistical analysis of the [CTAþ]
effect on K is possible, averaging the measurement


log([Cl-]w /[Cl-]m)
-0.2 0 0.2


lo
g(


[C
O


32-
] w


/[C
O


32
- ] m


)


1


1.2


1.4


1.6


1.8


2


2.2


2.4


Figure 2. Log–log plot of the data: Eqns (7)–(10). The
dashed line represents the linear regression whereas
the full line shows the theoretical slope of þ2, according
to Eqn (11). The parameters of the linear regression of the
data (&), y¼ aþ bx, are: r¼0.988, a¼ 1.43�0.025 and
b¼ 3.43�0.20
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uncertainties in the small surfactant concentration range
and underscoring that the � constant assumption can be
irrelevant. In contrast, the above-mentioned kinetic ex-
periments involved a constant surfactant concentration
(close to 10�2


M) and variable added salt concentrations
(from 5� 10�3 to 4� 10�2


M). Now, recent chemical
trapping experiments on the effect of adding salts with
ions common to CTABr or CTACl show3b that the
micellized concentration of X [Xm as defined in Eqn
(4)] is not independent of surfactant and salt concentra-
tions as required by Eqn (4), and in contrast the experi-
mental Xm values increase with added [Xw] in agreement
with Eqn (14).


Xm ¼ �=Vm þ ½Xw� ð14Þ


Experimentally it was observed that the Xm increase is
larger in the small salt concentration range (up to 0.1 M),
i.e. when [Xw] is negligible compared with �/Vm. In other
words, and in disagreement with the general assump-
tion,1,4,11 � and/or Vm depend on the added salt concen-
tration mainly when the latter is small. Therefore,
measurements of exchange constants with variable salt
concentration can be unreliable when this � (or Vm)
variation is not considered. In previous experiments for
K


CI=CO3
ex estimation the � value was taken as 0.7 at all salt


concentrations, whereas the initially used surfactant was
CTAOH whose counterion (OH�) is a very readily
exchangeable, hydrophilic anion at a concentration smal-
ler than that of the added salt. Under these experimental
conditions the real surfactant is probably CTAY (for a salt
with a Y anion), whose � value is necessarily different
from those11 of CTAOH and CTACl. Moreover, the relia-
bility of the final calculation could not be checked by
applying Eqn (11). Therefore, the resulting K


CI=CO3
ex value


is markedly doubtful.
Our results are not suspicious because they are ob-


tained at constant [buffer] (�[salt]). Nevertheless, ac-
cording to the recent results3b mentioned above, � and/or
Vm are also dependent on the surfactant concentration,
which in our experiments varies significantly from 10�3


to 10�1
M. The � dependence that we adopt in our


calculations [Eqn (11)] takes this fact into account, in
addition to the obvious change in the actual surfactant as
the [Cl�]/[CO3


2�] ratio increases. Until now we have
focused on a � increase with increasing surfactant con-
centration, although in Eqn (4) the same effect could also
arise from a Vm decrease. In the present work we used
0.35 l mol�1, the Vm value measured for CTACl at 0.1 M


added Cl�. But, because we work at a ten times smaller
salt concentration, the actual Vm can be larger as a result
of the known salt-induced contraction of the electrical
double layer, leading to a decrease in the interfacial
volume.2d,3b This possible Vm decrease with buffer
(salt) addition,12,3b associated with the above-discussed
� increase, is probably also taken into account by Eqn (11)


empirically. If in Eqn (5) we had used a larger Vm value,
we would have obtained a larger K


CI=CO3
ex value, i.e. a still


larger discrepancy with the previously published value
for this constant. Finally, whatever the salt effect on � or
Vm, the most convincing evidence for the reliability of
our estimation is the agreement between the experimental
results and Eqn (11).


CONCLUSIONS


The statistical analysis of the pH change of an aqueous
carbonate solution by addition of CTACl at various
concentrations shows that the � value of the micelles,
i.e. the fraction of counterions bound to the surfactant
head groups within the interfacial region (micelle
charge), depends on the surfactant concentration at a
given added salt concentration. This � dependence could
not be observed in previous work at constant surfactant
concentration on the determination of mono-/divalent ion
exchange constants, and in particular of K


CI=CO3
ex . Our


more reliable value of K
CI=CO3
ex ¼ 6:7 � 10�2 is about ten


times larger than that previously published, probably
because this � change was not taken into account. It
has to be underlined that our working conditions (con-
stant buffer or salt concentration and variable surfactant
concentration) are those currently used in investigations
of micellar effects on reaction rates. The observed �
dependence strengthens the recent, extremely important
results3b of the chemical trapping method for the deter-
mination of the interfacial composition of micelles in the
absence or presence of common-ion salts. It was clearly
shown that, in contrast with the current but nowadays
wrong assumption of the PIE model,1,4 � increases with
the surfactant concentration.2,3b,11 Even in the absence of
any added salt, this increase is quite significant. The �
dependence that was recognized previously11 for strongly
hydrophilic anions (OH�, F� or AcO�) occurs whatever
the counterion. Moreover, the increase in the interfacial
counterion concentration [Eqn (14)] is accompanied by a
decrease in the concentration of interfacial water. Alto-
gether these results, associated with our finding on the
buffer effects on micelles, have a bearing on our current
view2,3 of the ‘Stern region’ of surfactant aggregates.
With the pseudophase model, the idea of an undefined but
separate region of a micelle between the micellar core
and the water pseudophase has been extremely useful for
roughly understanding many of the micellar properties.1,4


Nevertheless, it is now obvious that the nature of the
totality of the water pseudophase influences strongly the
way in which the charged surfactant head groups, as-
sembled at the interface, are stabilized by interactions
with their counterions, their solvating water and any
additive (salts and buffers in particular) within this water
pseudophase.


More work is in progress to extend our results on buf-
fered micellar solutions with the view to understanding


854 I. B. BLAGOEVA ET AL.


Copyright # 2005 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2005; 18: 850–855







better how the composition of this interfacial region is
influenced by the addition of buffering salts.


EXPERIMENTAL


Materials


Sodium carbonate and bicarbonate (Aldrich) were of the
highest grade available. Cetyltrimethylammonium chlor-
ide (CTACl), 25 wt.% solution in water, was from Aldrich
and used without further purification. Buffer solutions
were prepared with CO2-free distilled water. Freshly
prepared solutions were used in all experiments.


pH Determinations


The pH data were measured under argon at 25� 0.1 �C
with a Radiometer pH M 84 research pH-meter, equipped
with a Metrohm glass electrode (ref. 6.0219.100) with a
sleeve diaphragm and a double junction to the Ag/AgCl
([KCl]¼ 3 M) inner reference. This electrode, specific for
pH measurements in surfactant solutions, prevents clog-
ging of the diaphragm. The glass electrode was standar-
dized by using standard pH 7.0 and 10.0 buffers (Sigma).
The electrode standardization was checked after each
series of runs and found not to be affected by the
surfactant solutions studied.
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ABSTRACT: The gas-phase basicity of 2-(�-aminoethyl)-pyridine (AEP)—an agonist of the histamine H1


receptor—containing two potential basic sites (the ring N-aza and the chain N-amino) was obtained from proton-
transfer equilibrium constant measurements using Fourier transform ion cyclotron resonance mass spectrometry (FT-
ICR). Comparison of the experimental gas-phase basicity found for AEP with those reported for monobasic model
compounds indicates that the ring N-aza is the favoured site of protonation, as with histamine. The gas-phase basicity
of AEP is lower than that of histamine by only 1.3 kcal mol�1. DFT(B3LYP)/6–31G* calculations performed for AEP,
histamine and their protonated forms confirm this interpretation. The energy barriers calculated at the DFT(B3LYP)/
6–31G* level for internal transfer of the proton (ITP) between the ring N-aza and the chain N-amino in AEP and
histamine are extremely low, and vanish when thermal corrections are applied to obtain the enthalpies or Gibbs
energies of activation for the proton transfer. This indicates that the quantum-chemical ITPs in AEP and histamine
have a single-well character, similar to that proposed for the previously studied dibasic nitrogen ligand, N1,N1-
dimethyl-N2-�-(2-pyridylethyl)-formamidine, where two potential nitrogen basic sites (both nitrogen atoms in sp2


hybridization) are separated by the ethylene group. Enlarging the basis set to 6-311G(2d,p) has no influence on this
finding. A change of the basicity centre preference in AEP from the ring N-aza to the chain N-amino on going from
the gas phase to aqueous solution was predicted using the polarizable continuum model applied to the DFT(B3LYP)/
6–31G* optimized geometries of the N-aza and N-amino monoprotonated forms. This behaviour is similar to that
observed for histamine. Copyright # 2005 John Wiley & Sons, Ltd.
Supplementary electronic material for this paper is available in Wiley Interscience at http://www.interscience.
wiley.com/jpages/0894-3230/suppmat/
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INTRODUCTION


Proton-transfer reactions in polyfunctional—and there-
fore polybasic—nitrogen compounds (biomolecules and
their models, agonists or antagonists) that may interact


with specific biological receptors are usually complex
processes and difficult to characterize by experimental
methods. The presence of basic and/or acidic functions
separated by flexible chains facilitates the formation of
intramolecular hydrogen bonds and may change the
course of the proton transfer reactions. Depending on
their environment, these functions also may form inter-
molecular hydrogen bonds. Computational studies per-
formed in parallel to experiments are highly desirable,
because they give insights on internal (gas-phase) and
external (solvation) effects that influence the proton
transfer.1,2 They are also good tools in identification of
the favoured site of protonation/deprotonation. Such
information is essential for compounds of biological
importance and for their models (agonists or antagonists)
because they help to understand the interactions of
bioactive molecules in living organisms.
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2-(�-Aminoethyl)-pyridine (AEP) is a bifunctional
nitrogen ligand with a flexible conformation. Being an
agonist of histamine receptors, it shows a physiological
action similar to histamine (HA), binding with high
affinity and specificity to the histamine H1 receptor.3


Both AEP and HA belong to the family of aminazines.
They contain two potential basic sites, the ring N-aza and
the chain N-amino separated by an ethylene group.
Depending on the environment, one of the sites may be
favoured in the protonation reaction. Due to the flexibility
of the side-chain, the bases may also adopt various
conformations, the trans (so called ‘essential’) or the
gauche (‘scorpio’) conformation. In addition, HA bears
an acidic amino group (intra-annular NH), which adds to
the complexity of its proton-transfer pathways4 as well as
of its biological activity.5


AEP


N


NH2


 HA


H


N
N


NH2


  


NPP


N


NH2


PEA


To understand similarities and differences between
AEP and HA in binding with the H1 receptor, we have
undertaken structural and physicochemical studies for
both ligands.6 Although it is well known that acid–base
properties are one of the principal factors that govern the
interactions of biomolecules in living organisms, to our
knowledge there is no information for AEP on the gas-
phase basicity and its basic centre preference. Acid–base
equilibria and acid–base properties are reported in the
literature solely for HA.4,6a This situation encouraged us
to perform detailed investigations of the potential sites of
protonation for AEP in the gas phase and to compare it
with those for HA.


Gas-phase basicity measurements for AEP were car-
ried out using the same Fourier transform ion cyclotron
resonance (FT-ICR) mass spectrometer as for other
flexible nitrogen ligands.1c,e The experimental gas-phase
basicity was analysed in AEP and compared with those
observed in monobasic model nitrogen bases 2-n-propyl-
pyridine (NPP) and �-phenylethylamine (PEA).7 In par-
allel, quantum-chemical calculations were performed for
the free base AEP and its monocations (the ring N-aza
and the chain N-amino protonated form) using density
functional theory (DFT)8 with a combination of the
Becke three-parameter hybrid exchange functional with
the non-local correlation functional of Lee, Yang and Parr
(B3LYP).9 In DFT calculations, the 6–31G* basis set was
used.10 The justification for the use of the B3LYP func-


tional for predicting the energy barrier for the intramo-
lecular proton transfer in flexible bidentate ligands has
been provided in our previous work.1e Gouthrie,11 testing
the B3LYP/6–31G* level for a set of 128 organic mole-
cules, showed that the combination of the B3LYP func-
tional with the 6–31G* basis set is the simplest approach
for accurate prediction of the entropy values. The overall
standard deviation from the best available experimental
entropy data was equal to 1.3 cal mol�1 K�1 (equivalent
to 0.4 kcal mol�1 in free energy terms at 298.15 K).
Finally, the fast convergence (to their complete basis
set limits) of Pople’s basis sets with the DFT methods
is already a well-known fact.12,13 However, to verify the
effect of the basis set increase on the relative thermo-
dynamic properties of the two basic sites and on the
energy barrier for the intramolecular proton transfer in
our study, calculations were performed using the larger
basis set 6-311G(2d,p).14


The DFT computations give us the possibility to find
the most stable structures for the neutral and protonat-
ed forms of AEP. They also support our conclusion (deriv-
ed on the basis of experimental results) about the
favoured site of protonation in the gas phase, predict
the relative basicity of the two potential sites and estimate
the energy barrier for the internal transfer of the proton
(ITP) from the N-aza to the N-amino site. Finally, calcu-
lations performed for the monoprotonated forms in seven
solvents of different polarities (from cyclohexane to
water) using the polarizable continuum model (PCM)15


applied to geometries optimized at the DFT(B3LYP)/6–
31G* level allow the study of the influence of the medium
on the proton equilibrium position in AEP when going
from the gas phase to aqueous solution. Histamine was
studied previously at the HF/6–31G* and PCM//HF/6–
31G* levels.6a For a more valid comparison of medium
effects on AEP and HA protonation, calculations were
performed at the DFT(B3LYP)/6–31G* and PCM//
DFT(B3LYP)/6–31G* levels for both structures.


EXPERIMENTAL


2-(�-Aminoethyl)-pyridine and the reference bases Et3N
and n-Pr3N for gas-phase basicity (GB) measurements
were commercially available (Aldrich). The GB was
determined using the same FT-ICR mass spectrometer16


and the same procedure as described previously.1c,e The
GB value was obtained from the equilibrium constants
for the proton-transfer reaction [Eqn (1)] between AEP
(B) and a reference base (Ref) using Eqn (2)


BHþ þ Ref ! Bþ RefHþ ð1Þ


GBðBÞ ¼ GBðRefÞ þ�Gð1Þ ð2Þ


The measurements were carried out at an FT-ICR
cell temperature of 338 K.17 It is important to mention
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that literature GBs of reference bases refer to the standard
temperature of 298.15 K.7 However, temperature correc-
tions are minor compared with other experimental
uncertainties,18 and the experimental GB of AEP does
not include such temperature corrections.


COMPUTATIONAL DETAILS


The DFT(B3LYP)/6–31G* calculations8–10 for various
thermodynamically stable conformations of AEP, HA
and their monocations protonated at the N-aza and N-
amino sites were performed using the Gaussian 98
program.19 The proton affinity (PA) and GB values
were estimated as the enthalpy and Gibbs free energy
changes of the deprotonation reaction BHþ!BþHþ


using Eqns (3) and (4), respectively, as described
previously1e


PA ¼ �rH298 ¼ H298ðBÞ þ H298ðHþÞ � H298ðBHþÞ
ð3Þ


GB ¼ PA� T�S ¼ G298ðBÞ þ G298ðHþÞ � G298ðBHþÞ
ð4Þ


The transition state for the proton transfer between the
two possible sites of protonation in the ‘scorpio’ con-
formations of the protonated forms was investigated at
the DFT(B3LYP)/6–31G* level using the same proce-
dure as in Ref. 1e. The larger basis set of 6–311G(2d,p)
was also tested14 and the anharmonicity of the NH
vibration was considered. The anharmonic vibrations
were accounted for by using the perturbative scheme.
First, analytical harmonic frequencies were computed,
followed by numerical differentiation along normal
modes to compute zero-point energies and anharmonic
frequencies.20


RESULTS AND DISCUSSION


Evidence of the favoured basic site based
on experimental data


Relative GB measurements performed for dibasic AEP
using two reference bases were in good agreement:
Et3N, GB¼ 227.0 kcal mol�1 (1 cal¼ 4.184 J); n-Pr3N,
GB¼ 229.5 kcal mol�1.7 The relative basicities mea-
sured between AEP and the reference bases (1.19 and
�1.34 kcal mol�1, respectively) led to a GB of
228.2� 0.1 kcal mol�1 for AEP. This experimental re-
sult indicates that the GB for AEP for is significantly
higher than the GBs for monofunctional 2-alkylpyri-
dines (GB< 222 kcal mol�1) and arylalkyl primary
amines (GB< 216 kcal mol�1).7 It is close to that of
HA (GB¼ 229.5 kcal mol�1), in which both basic sites
participate in the protonation reaction as in other


flexible bidentate nitrogen ligands.21 Protonated HA
was shown to adopt a ‘scorpio’ conformation. The close
GB values for AEP and HA suggest the formation of an
intramolecular hydrogen bond (N � � �H–Nþ). This kind
of interaction in the gas phase for flexible bidentate
nitrogen ligands usually increases the GB value by 5–
20 kcal mol�1 compared with monofunctional nitrogen
bases.7,21


To indicate which site is more basic and which is less
basic but may participate in the bonding by forming a
hydrogen bond, we compared the experimental GB value
of AEP with those reported for model compounds NPP
and PEA. The two monobasic derivatives contain the
same number of heavy atoms as AEP.


Comparison of the GB value for NPP
(220.8 kcal mol�1)7 with that reported for PEA
(215.7 kcal mol�1)7 indicates that in the model bases
the ring N-aza in NPP is more basic than the chain N-
amino in PEA by �5 kcal mol�1. A similar GB differ-
ence exists between the model compounds 4(5)-methyli-
midazole (220.1 kcal mol�1)7 and PEA compared with
HA. An additional nitrogen atom introduced in a non-
conjugated system usually decreases the basicity of the
first one due to its higher electronegativity than that of
a carbon atom. Indeed, the estimated total substituent
effect (sum of the polarizability, field/inductive and re-
sonance effects) of the ethylamino group (4.6 kcal mol�1)
in the series of 2-substituted pyridines is slightly lower
than that of the n-propyl group (6.1 kcal mol�1). The
effect of the n-Pr group was estimated on the basis of
the experimental GB of unsubstituted pyridine and NPP7


and that of the NH2(CH2)2 group, on the basis of the
Taft and Topsom equation22 recalculated recently1e ac-
cording to data from Ref. 7 for a series of 2-substitut-
ed pyridines [��GB¼ (9.1� 0.7)��þ (29.3� 0.8)�Fþ
(13.9� 0.8)�Rþ (�0.1� 0.4)] and �i constants [��
�0.52 and �F 0.04, estimated according to note 17 in
Ref. 23 and the corresponding �i for NH2 taken from Ref.
24; �R


þ �0.07, as proposed for other X(CH2)2 groups in
Ref. 24]. The electron-withdrawing field effect of the aza
group introduced in the ring of PEA may also reduce the
basicity of the chain N-amino. Lack of �i constants for
the 2-pyridyl(CH2)2 group makes direct estimation of its
effect difficult.1e However, the electron-withdrawing
effect of the 2-aza group should be attenuated by the
two methylene groups and its �i constant should not be
very different than that of the Ph(CH2)2 group. Based on
these observations one may conclude that the ring N-aza
is the preferred site of protonation in AEP, as in HA.


From the substituent effect found for the ethylamino
group (�GB¼ 4.6 kcal mol�1) and the GB value for the
unsubstituted pyridine (GB¼ 214.7 kcal mol�1), a GB
value corresponding to protonation of the ring N-aza in
AEP (219.3 kcal mol�1) is estimated. This estimated
GB(N-aza) value is lower than the experimental GB of
AEP (228.2 kcal mol�1) by �9 kcal mol�1. This differ-
ence may be assigned to the chelation effect of the proton.
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Similar increase of the GB values was observed for HA6a


and for other flexible bidentate nitrogen ligands (e.g.
amidinamines)21 containing N-sp2 and N-sp3 basic sites,
of which N-sp2 is more basic.


Stable conformations found by DFT calculations


To select stable structures of AEP and its monocations,
three angles (�1, �2 and �3) were changed systematically
by 30� steps. The initial values for the three angles are
given in Fig. 1. In this way, nine stable conformations
(AEP1–9 given in fig. 1 in Wiley Interscience) were found
for the neutral AEP and six stable conformations
were selected for the monoprotonated forms (AEP-
ImHþ1–4 and AEP-AmHþ1–2, given in fig. 2 in Wiley
Interscience).


For neutral AEP, the most stable conformation is the
gauche AEP2 structure. Its electronic energy
(E¼�382.261763 a.u.) and Gibbs energy
(G¼�382.131510 a.u.) correspond to the global mini-
mum. The Gibbs energies of AEP1–9 relative to that of
the most stable structure (AEP2) are as follows: 0.32,
0.00, 0.50, 0.61, 0.57, 1.05, 0.81, 0.39 and
1.44 kcal mol�1. This suggests that all nine structures of
AEP may be present to some extent, with the AEP2
structure being the most probable in the gas phase. Taking
into account the relative Gibbs energies calculated for all
stable structures at the DFT(B3LYP)/6–31G* level, their
percentage contents are as follows: 15.4, 26.4, 11.4, 9.4,
10.1, 4.5, 6.7, 13.7 and 2.3%. It has been found recently
by infrared spectroscopy that their presence may be
detected in CCl4 solution.6b


Among AEP monocations, the gauche AEP-ImHþ1
structure is the most stable one (E¼�382.663704 a.u.,
G¼�382.518040 a.u.). The Gibbs energies of the other
N-aza protonated structures (AEP-ImHþ2–4) relative to
that of AEP-ImHþ1 are 9.61, 12.54 and 12.91 kcal mol�1.
The differences are sufficient for these three structures to
be neglected in the gas phase and their contribution may
be <1� 10�5%. The Gibbs energy of the most stable N-
amino protonated structure (gauche-AEP-AmHþ1) is


larger than that of the most stable ring N-aza protonated
form (gauche-AEP-ImHþ1) by 3.40 kcal mol�1. This
means that its contribution is very small (<1% at the
DFT level), but taking into account the error of
the DFT method (�2 kcal mol�1) this structure might
be significant in the gas phase. The Gibbs energy of the
trans-AEP-AmHþ2 structure is still larger than that of
gauche-AEP-ImHþ1 by 17.63 kcal mol�1, and thus it can
be neglected in the gas phase.


All the most stable neutral (AEP2) and monoproto-
nated structures (AEP-ImHþ1 and AEP-AmHþ1) found
at the DFT(B3LYP)/6–31G* level have the gauche con-
formation and they are stabilized by the intramolecular
hydrogen bonds between the two functional groups
(Fig. 2). In the neutral form, the chain NH2 group
interacts with the ring N-aza, and the distance between
the interacting atoms (H � � �N) is equal to 2.3 Å
(1 Å¼ 0.1 nm). For the monocations, the protonated
group interacts with the free basic site to form NHþ� � �N
bonds. In the ring N-aza protonated form, the distance
between the hydrogen atom of the ring N-azaHþ and the
chain N-amino is equal to 1.8 Å. In the chain N-amino
protonated form, the distance between the hydrogen atom
of the chain N-aminoHþ and the ring N-aza is equal to
1.6 Å.


Similar intramolecular hydrogen bonds between the
functional groups stabilize the most stable gauche con-
formations of neutral HA and protonated forms of HA,
the ring N-aza (ImHþ) and the chain N-amino (AmHþ-
T1).6a The main difference is the prototropic tautomerism
that takes place in the imidazole ring (Fig. 3). Therefore,
two tautomeric forms (T1 and T2) with the ethylamino
group at the 4- and 5-positions occur for the neutral form.
Similar intramolecular proton transfer is possible in the
chain N-amino protonated form. However, the Gibbs
energy of the AmHþ-T2 tautomer is by >20 kcal mol�1


larger than those of ImHþ and AmHþ-T1, and thus this
tautomer can be neglected in the mixture of monocationic
forms in the gas phase.


Generally, the DFT(B3LYP)/6–31G* results for hista-
mine are quantitatively similar to those found previously
at the HF/6–31G* level.6a There are only slight qualita-
tive differences in the geometric and thermodynamic
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Figure 1. Initial conformations and definitions of the �1,
�2 and �3 dihedral angles in AEP and its monocations
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Figure 2. The most stable conformations for AEP and its
monocations
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parameters. The dihedral angles (�1, �2 and �3) and the
Gibbs energies are lower at the DFT(B3LYP)/6–31G*
level by <5� and 2 kcal mol�1, respectively. The dis-
tances between the atoms (NH � � �N or þNH � � �N) of the
interacting functional groups in the most stable gauche
conformations of HA and its monocations are similar to
those in AEP. In the neutral HA tautomers (gauche-HA-
T1 and gauche-HA-T2) the distances between the hydro-
gen atom of the chain amino group and the ring N-aza are
2.3 and 2.2 Å, respectively. In the N-aza and N-amino
protonated forms of HA, the distances between the
hydrogen atom of the protonated group and the nitrogen
atom of the free group (the protonated ring N-aza and the
free chain NH2 in gauche-AEP-ImHþ1; and the proto-
nated chain NH3


þ and the free ring N-aza in gauche-
AmHþ-T1) are shorter (due to stronger hydrogen bond-
ing) and equal to 1.8 and 1.7 Å, respectively.


The DFT evidence for the preferred site
of protonation


In DFT calculations, AEP was considered as a nitrogen
ligand with two basic centres: the ring N-aza and the
chain N-amino. As shown above, the lowest Gibbs energy
corresponds to the most stable gauche-AEP-ImHþ1
structure, indicating that the ring N-aza is the favoured
site of protonation in the gas phase, as with HA. The
Gibbs energy of the other stable gauche-AEP-AmHþ1
structure is larger by 3.40 kcal mol�1. A smaller differ-
ence was found for the analogue stable HA monocations:
gauche-ImHþ and gauche-AmHþ-T1 (1.74 kcal mol�1).


The proton affinities (PA) calculated for protonation on
the two potential basic sites in AEP and HA (the ring N-
aza and the chain N-amino) were estimated according to
Eqn (3) using the enthalpies calculated at the
DFT(B3LYP)/6–31G* level for the most stable gauche
conformations of the neutral and protonated forms at
298.15 K (Figs 2 and 3). The GB values were calculated
according to Eqn (4). Table 1 summarizes the calculated
PA, GB and entropy term T�S values for the ring N-aza
and chain N-amino sites in AEP and HA. Although the


DFT method led to overestimated basicities compared
with experimental values, the difference between the GB
values (1 kcal mol�1) calculated for the favoured site of
protonation (N-aza) in AEP and HA for similar equilibria
AEP-ImHþ ! AEP and ImHþ ! HA-T1 is close to that
between the experimental GB values (1.3 kcal mol�1).
This observation confirms our empirical estimations and
indicates that the ring N-aza is a more basic site than the
chain N-amino in AEP and HA.


It is interesting to mention that the GB values calcu-
lated for the favoured site of protonation (N-aza) for the
most stable trans conformations of AEP and HA for
similar equilibria AEP-ImHþ ! AEP (224.1 kcal mol�1)
and ImHþ ! HA-T1 (226.8 kcal mol�1) are lower than
those for the corresponding most stable gauche confor-
mations by 12.2 and 10.5 kcal mol�1, respectively. The
differences in GBs may be assigned to the effect of
the conformation change (when going from the trans to
the gauche conformation) and to the effect of proton
chelation by the two functions. These increases of the GB
values in the most stable gauche conformations of AEP
and HA are similar to the differences in the estimated
GB(N-aza) and the experimental GB values (9–
11 kcal mol�1).6a


Similar behaviour was observed for flexible diamines,
which are good examples of symmetrical Nsp3–Nsp3


bidentate nitrogen bases without any constraints on the
basic sites.7,25,26 However, diamines cannot be used as
model compounds for the ligands studied here because
AEP and HA are unsymmetrical Nsp2–Nsp3 bases in
which one nitrogen (Nsp2) is included in the rigid aro-
matic cycle. This fact may be a reason for the lower
entropy contributions when going from B to BHþ in the
case of AEP and HA (1–3 cal mol�1 K�1) than in the case
of diamines (10–20 cal mol�1 K�1).7 Lack of experimen-
tal entropy data for AEP and HA does not allow any
comment to be made on the capability of the DFT
calculations to reproduce experimental data.


The DFT energy barrier for ITP in the monocation


It is well known that the potential energy surface for
the ITP between two potential basic nitrogen sites


AmH+-T1ImH+


HA-T2HA-T1


+NN H
N


H
H


H


NN H
N


HH NN
N


H


H
H


NN
H


N
H


H
H+


Figure 3. The most stable conformations for HA and its
monocations


Table 1. Proton affinities (PA), gas-phase basicities (GB) and
entropy term (T�S) estimated for the most stable gauche
conformations of AEP (Fig. 2) and HA (Fig. 3) at the
DFT(B3LYP)/6–31G* level (in kcal mol�1)


Equilibria PA GB T�S


AEP-ImHþ ! AEP 245.0 236.3 8.7
AEP-AmHþ ! AEP 241.6 232.9 8.7
ImHþ ! HA-T1 246.0 237.3 8.7
ImHþ ! HA-T2 243.8 235.7 8.1
AmHþ-T1


! HA-T1 244.2 235.6 8.6
AmHþ-T1


! HA-T2 242.1 233.9 8.2
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may have a different character: a double or a single
well.1e,27,28 To characterize its shape we examined the
energy barrier for proton transfer from the chain N-
amino to the ring N-aza in the protonated forms of AEP
and HA (Fig. 4). Transition states (see structures in figs
3 and 4 in Wiley Interscience) were searched for both
ligands at the DFT(B3LYP)/6–31G* level. Harmonic
vibrational analysis was performed for the stationary
points found. This analysis confirmed the character of
first-order saddle points with single imaginary frequen-
cies. The distances between the proton and the chain N-
amino in the transition states of AEP (1.362 Å) and HA
(1.290 Å) are much closer to the distances in the N-
amino protonated forms (1.099 and 1.087 Å for AEP
and HA, respectively) than for the N-aza protonated
forms (1.751 and 1.824 Å for AEP and HA, respec-
tively), indicating that the transition state geometries
are closer to those of the less-stable N-amino forms (see
figs 3 and 4 in Wiley Interscience).


The DFT-calculated thermodynamic quantities for
the barriers in the monocations of AEP and HA [�E,
�(EþZPVE), �H and �G, which are the relative
electronic energy, the relative sum of the electronic
and the zero-point vibrational energies, the relative
enthalpy and the relative Gibbs energy] between the
transition state (first-order saddle point) and the mini-
mum energy structure of the ring N-aza protonated form
are given in Table 2. For comparison, analogous energy
differences between the minima corresponding to the
N-aza and N-amino protonated forms are also given.
One can notice that in both cases, even though the
electronic energy of the transition state is higher than
that of both the N-amino and N-aza forms, the picture


changes upon addition of the zero-point vibrational
energy and the thermal terms. The Gibbs energy
barriers for proton transfer from the ring N-aza to
the chain N-amino in AEP (2.0 kcal mol�1) and HA
(1.3 kcal mol�1) are lower than the relative Gibbs en-
ergies between the two protonated forms (3.4 and
1.7 kcal mol�1, respectively). Similar behaviour was
found when using the 6–311G(2d,p) basis set. The
thermochemical data found for the transition state using
this basis set (data given in parentheses in Table 2)
are not significantly different from those obtained with
the 6–31G* basis set. The differences do not exceed
0.2 kcal mol�1.


These computations suggest that at 298 K the prob-
ability of finding the proton on the N-amino side chain
may be negligible for both AEP and HA, and that the
proton is located on the ring N-aza. This suggests that the
potential energy surface, at least in term of enthalpy or
Gibbs energy changes, has a single well character, as in
previously studied amidinazine.1e


Analysis of the thermochemical data in the anharmonic
oscillator approximation performed for the structures
optimized at the DFT(B3LYP)/6–311(2d,p) level con-
firms the observed absence of a barrier. Inclusion of the
frequencies anharmonicity into the vibrational contribu-
tion to G has a stabilizing effect on all structures (N-aza,
N-amino and transition state) by 0.4, 0.9 and
2.4 kcal mol�1, respectively, for AEP and by 1.9, 2.5
and 3.7 kcal mol�1, respectively, for HA.


Change of basic site preferences on going
from gas phase to aqueous solution


In aqueous solution, ethylamine is more basic than
pyridine,29 but in the gas phase the high polarizability
of the aromatic system strongly increases the basicity of
the N-aza, which is a stronger base than the N-amino.7


For investigations of the medium effects on the basic site
preferences in AEP, when the gas-phase species are
transferred into a solvent, the PCM method11 was applied
to geometries optimized at the DFT(B3LYP)/6–31G*
level and to solvents of different polarities (from cyclo-
hexane to water). For comparison, PCM//DFT(B3LYP)/
6–31G* calculations were also performed for HA. The
calculated relative energies between the most stable
gauche and trans conformations of the ring N-aza and
chain N-amino protonated forms of AEP and HA in the
gas phase and in seven solvents are listed in Table 3.


Comparison of the results obtained shows similar
behaviours for AEP and HA for both conformations
(gauche and trans). A change of the sign of the relative
total energies on going from the gas phase (positive) to
aqueous solution (negative) is observed. This indicates
that the favoured site of protonation is changed by
solvation. Generally, the ring N-aza is favoured in the
gas phase and in solvents of low dielectric constants (such
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Figure 4. Internal transfer of the proton in monocationic
forms of flexible bidentate nitrogen ligands (AEP and HA)


Table 2. Comparison of thermodynamic properties for the
transition state (TS) and the chain N-amino protonated form
(N-amino) relative to those of the ring N-aza protonated
form calculated for AEP and HA at the DFT(B3LYP)/6–31G*
levela (in kcal mol�1)


AEP HA


Relative property TS N-amino TS N-amino


�E 4.2 (4.3) 3.5 (3.9) 3.3 (3.4) 1.4 (1.8)
�(EþZPVE) 1.8 (1.9) 3.4 (3.6) 1.0 (1.1) 1.8 (2.0)
�H 1.6 (1.7) 3.4 (3.5) 0.8 (0.8) 1.7 (1.9)
�G 2.0 (2.2) 3.4 (3.6) 1.3 (1.3) 1.7 (2.0)


a DFT(B3LYP)/6–311G(2d,p) data in parentheses.
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as cyclohexane, benzene, CCl4), whereas in more polar
solvents (such as water) the proton prefers the chain N-
amino site.


CONCLUSIONS


Both experimental and theoretical studies of the basic site
preferences in the gas phase for the dibasic nitrogen
ligand AEP—an agonist of the histamine H1 recep-
tor—give a convergent answer in favour of the ring N-
aza, as with HA.6a The chelation effect of the proton
derived on the basis of experimental data for AEP and
model compounds (�9 kcal mol�1) is also similar to that
observed in HA and other amidinamines.21


In the protonated form of AEP, the Gibbs energy
barrier value calculated for the internal proton transfer
at DFT(B3LYP)/6–31G* and DFT(B3LYP)/6–311(2d,p)
levels suggests that the potential energy profile has a
single-well character. The proton is located on the ring N-
aza site and the hydrogen bond is formed with the chain
N-amino site. Similar behaviour is observed for HA at the
same level of theory. A change of the favoured site of
protonation from the ring N-aza to the chain N-amino is
observed for both ligands (AEP and HA) when the gas-
phase species are transferred into aqueous solution.


The evident structural similarity of AEP and HA should
lead to similar behaviour. In the context of proton transfer,
this hypothesis is now validated qualitatively and quanti-
tatively by this joint experimental and theoretical study
resting on the GB of these compounds, including the
potential energy along the proton coordinates. Further-
more, the two molecules exhibit similarity in terms of the
medium effect on the proton location. Because living
systems are known to include environments of different
polarities, it is believed that this work contributes to a
deeper understanding of the causes of specific biological
properties of AEP and HA, particularly their mode of
interactions with HA-specific receptors.
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ABSTRACT: The new pyrrole thioamide derivative 1H-pyrrole-2,5-dithiocarboxylic acid bis(n-butylamide) exists in
two different phases with the first-order phase transition at �195.8K on heating up. We describe details of the lower
and higher temperature phases and the nature of the phase transition. The high-temperature phase is centrosymmetric,
with the molecule having one statically disordered aliphatic chain, whereas the low-temperature crystals are
characterized by chiral P21 space group symmetry with the unit cell volume six times bigger than the volume of
the high-temperature phase. Although the unit cell volume changes continuously with temperature, all other
geometric parameters of the unit cell (a, b, c, �) change in a discrete manner during the phase transition. We
propose a model explaining the structural disorder observed at high temperature and discuss the variation of properties
of weak interactions on decrease of symmetry. Copyright # 2005 John Wiley & Sons, Ltd.


KEYWORDS: phase transition; static disorder; thiocarbonyl compounds; x-ray diffraction


INTRODUCTION


Among various areas in supramolecular chemistry, co-
ordination of anions has been a subject of intensive
exploring.1 Development of neutral anion receptors is
one of the most challenging tasks.2 Our group has been
interested in studies of macrocyclic effects, dependence
between structure and binding abilities of ligands and in
the invention of some new building blocks for receptors.3


In the course of those studies we decided to investigate
the thioamide group as the hydrogen bond donor.4


We prepared pyrrole-2,5-dicarbothioamides as simple
models for studying anion binding properties of the
thioamides. Discussion of binding properties of this class
of ligands will be published in a separate paper.
It appears that one of our model compounds—


1H-pyrrole-2,5-dithiocarboxylic acid bis(n-butylamide)
(Fig. 1)—undergoes a phase transition at 195.8K and
in this paper we describe the structures of both the low-
and high-temperature phases as well as the details of
structural changes during the phase transition. Poly-
morphism in molecular crystals and the transformation
of one phase into another has focused significant atten-
tion.5 In this paper we will concentrate on the structural
aspects of the phase transition in the title compound.


EXPERIMENTAL


Synthesis of 1H-pyrrole-2,5-dithiocarboxylic
acid bis(n-butylamide)


The monomethyl ester of 1H-pyrrole-2,5-dicarboxylic
acid, obtained according to a literature procedure,6 was
hydrolysed to afford the appropriate diacid, which, after
conversion into the corresponding acid dichloride, was
subjected to reaction with butylamine. The resulting 1H-
pyrrole-2,5-dicarboxylic acid bis(n-butylamide) was re-
acted with Lawesson’s reagent to give 1H-pyrrole-2,5-
dithiocarboxylic acid bis(n-butylamide) as yellow crys-
tals in �45% overall yield: m.p. 114–115 �C; 1H NMR
(200MHz CDCl3) d¼ 10.529 (s, 1H, NH-pyrrole), 7.380
(s, 2H, CSNH), 6.51 (d, 2H, J1¼ 2.8Hz, H-pyrrole), 3.79
(dt, 4H, J1¼ 7.4Hz, J2¼ 5.6Hz, CH2NH), 1.78–1.64 (m,
4H, CH2), 1.52–1.34 (m, 4H, CH2), 0.97 (t, 6H,
J1¼ 7.2Hz, CH3);


13C NMR (50MHz CDCl3) d¼
184.9, 134.6, 106.0, 45.5, 30.4, 20.2, 13.7; HR EI calc.
for C14H23N3S2 Mþ: 297.1333; found: 297.1332; Anal.
calc. for C14H23N3S2: C 56.53, H 7.79, N 14.12, S 21.56;
found: C 56.74, H 7.75, N 14.15, S 21.51. X-ray-quality
crystals were obtained by slow diffusion of pentane into a
dichloroethane solution of the thioamide.


Differential scanning calorimetry (DSC)


The DSC measurements were carried out on a Perkin-
Elmer Pyris 1 compensatory microcalorimeter with a
speed ratio of 10 �C min�1 at atmospheric pressure.
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X-ray diffraction


The structure measurements were carried out on a single-
crystal x-ray �-axis KM4CCD diffractometer with
graphite and monochromated Mo K� radiation using
the omega scan technique. For both experiments two
different prismatic shaped single crystals were chosen:
size 0.64� 0.49� 0.32mm3 for high-temperature (HT)
measurement size 0.49� 0.34� 0.27mm3 for low-tem-
perature (LT) measurement. The temperature was set at
200K for the first measurement and at 120K for the
second measurement. In both cases the crystal was
positioned 65mm from the charge-coupled device
(CCD) 1024� 1024 pixel camera, and the same measure-
ment scheme allowing acquisition of higher angle reflec-
tions was applied so that for both phases the 2� angle
range goes from �3� up to 70�. Each frame was mea-
sured with a 1� angle interval and counting times of 13 s
(LT phase) and 15 s (HT phase) for the camera position at
2�¼ 30� and 26 s (LT phase) and 34 s (HT phase) for the
camera position at 2�¼ 54�. Data were corrected for
Lorentzian and polarization effects. Due to the relatively
low absorption coefficient (m � 0.32mm�1), no absorp-
tion correction was applied. Data reduction and analysis
were carried out with the Oxford Diffraction (Wroclaw)
programs.7


Refinement details


Both structures were refined using data with maximum 2�
equal to 60� because of relatively weak higher angle
reflection intensities. The data collection range gave
110 309 reflections collected and 55 909 unique reflec-
tions with Rint¼ 3.1% for the LT phase, with 2169
parameters. The HT phase is based on 4734 unique
reflections (18 279 collected) with Rint equal to 2.6%
and 268 parameters with six restraints. Limiting indices
for the LT phase are�38� h� 38,�20� k� 20,�38�
l� 38 and for the HT phase are�13� h� 13,�20� k�
20, �16� l� 16. Completeness of the data collection to
2�¼ 60� is 99.7% for the LT phase and 99.9% for the HT
phase. The structures were solved by direct methods8 and
refined using SHELXL.9 The refinements were based on


F2 for all reflections except those with very negative F2.
Weighted R factors wR2 and all goodness-of-fit S values
are based on F2. Parameters R1, wR2 and S for the LT
phase are 8.39%, 16.23% and 0.968, respectively,
whereas for the HT phase they are 6.81%, 18.27% and
1.159, respectively. Conventional R1 factors are based on
F, with F set to zero for negative F2. The F0


2> 2�(F0
2)


criterion was used only for calculating R factors and is
not relevant to the choice of reflections for the refinement.
Discrepancy factors for the F0


2> 2�(F0
2) reflections are


R1¼ 0.0585 and wR2¼ 0.1437 for the LT phase and
R1¼ 0.0601 and wR2¼ 0.1723 for the HT phase. The R
factors based on F2 are about twice as large as those
based on F. Scattering factors were taken from tables
6.1.1.4 and 4.2.4.2 in Ref. 10.
The extinction coefficient for both structures was not


refined. The largest differential in electron density peak
and hole are 1.072 eÅ�3 (0.06 Å from sulfur S1C atom)
and �0.551 eÅ�3 for the LT phase and 0.665 eÅ�3 and
�0.571 eÅ�3 for the HT phase, respectively. The Flack
parameter11 for the LT phase is 0.53(4).


RESULTS AND DISCUSSION


With increasing temperature the title compound has a
phase transition at 195.8K. Above that temperature it has
a centrosymmetric, monoclinic space group P21/n with
one independent molecule with one disordered n-butyl
chain and a unit cell volume of 1626 Å3 [T¼ 200(1) K;
see Plate 1]. The LT phase has chiral space group P21
with 12 molecules in the independent part of the unit cell
and 2169 refined parameters. The unit cell volume is
9619 Å3 [T¼ 120(1) K].
The phase transition passes rather rapidly with a dis-


tinct hysteresis. On cooling, the HT form persists down to
190.6K, and on heating it is established at 195.8K. A
decrease of reflection intensities at the phase transition
temperature is shown in Plate 2 (the middle picture).
The LT (120K) phase unit cell parameters are a¼


27.140(5) Å, b¼ 14.670(3) Å, c¼ 27.171(5) Å and
�¼ 117.23(3)�, whereas for the HT (200K) phase they
are a¼ 9.785(1) Å, b¼ 14.298(1) Å, c¼ 11.817(1) Å and
�¼ 100.349(5)�. The difference between the LT phase
unit cell volume and the corresponding volume of six unit
cells at HT is �140 Å3 (1.4%) for an 80K interval and
this seems to be a typical value for thermal expansion of
molecular crystals.12 Thermal expansion experiments
show that the unit cell volume around the phase transition
temperature changes linearly (see Fig. 2). A linear fit of V
vs. T gives the following equation


VðTÞ ¼ 9333ð11Þ þ 2:22ð6Þ � T ; with R ¼ 0:997


A continuous change of the scaled unit cell volume
between the LT and HT phases suggests that the phase


Figure 1. The C14H23N3S2 structural formula and labelling
scheme for 1H-pyrrole-2,5-dithiocarboxylic acid bis(n-buty-
lamide)
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transition is of the second-order type. It is interesting that
all other geometrical parameters of the crystal (a, b, c, �)
change in a discrete manner during the phase transition,
which suggests the first-order type of transition. The
dependences of the unit cell parameters on temperature
in the range 160–230K are shown in Fig. 3. To compare
the unit cell parameters a, c and �, which are completely
different for the two phases, one has to reorient and
rescale the HT crystal lattice parameters to those for the
LT phase using the following formulae


aLT ¼ 2


ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2HT þ c2HT þ 2 � aHT � cHT � cos ½�HT�


q


cLT ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2HT þ 4 � c2HT � 4 � aHT � cHT � cos ½�HT�


q


�LT ¼ arccos
9 � a2HT � a2LT � c2LT


2 � aLT � cLT


� �


For the LT phase, a is almost constant around 27.12 Å
and jumps up to 27.8 Å at the phase transition. Then,
it decreases by �0.1 Å with an increase of temperature up
to 230K. The most significant consequence of the phase
transition for this parameter is its discrete jump of �0.68
Å and a small negative expansion of the HT phase unit
parameter.
The unique axis b in both phases does not require


scaling and it changes discretely [�0.4 Å (2.8%)] at
the phase transition temperature. For the HT phase the
lowering of temperature is associated with a linear
decrease of b down to the phase transition (230–192K).
Below it, b is almost constant (14.7 Å).
Parameter c changes similar to a. It slightly increases


with temperature for the LT phase and then there is a
small jump (�0.1 Å) on the phase transition and a small
negative expansion for the HT phase.
The unique angle � decreases with increase of tem-


perature, with a larger slope for the LT than for the HT
phase. The parameter jump at the transition temperature
is �0.8�. It is interesting that discontinuous changes of
all these unit cell parameters produce a linear dependence
of the unit cell volume (V) on temperature, although in
general for the monoclinic system the unit cell volume is
a function of all of them: V¼a� b� c� sin(�). During
the transition from HT to LT phase the area of the ac
plane decreases, which is caused mainly by changes of �
and a.
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Figure 2. Unit cell volume (V) dependence on temperature
(T)


Figure 3. Dependences of the unit cell parameters vs. temperature: (a) a vs. T; (b) b vs. T; (c) c vs. T; (d) � vs. T
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Plate 2. Manifestation of the phase transition in the reciprocal crystal lattice plane (X*0Z*) view along the Y-direction arranged
towards the detector: the HT phase at T¼ 200K (left); the LT phase at T¼ 190K (right); during the phase transition at averaged
T¼193K (middle)


Plate 1. Relation between the shapes and sizes of the HT and LT unit cells, projected along the Y-axis. The HT unit cell is inside
the bigger LT cell. The green dots are symmetry centres present in the HT crystal lattice. The red 21 screw axes are characteristic
for the HT phase and the purple ones for the LT phase
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Plate 3. Three projections of superposition of all LT and one HT independent molecules, including their closest environments.
The HT molecule is red, the six LT symmetric molecules are blue and the LT asymmetric molecules are green. The donating N—H
groups interacting with sulfur atoms are marked by dashed, orange ellipsoids. The probability level for all ADPs is 50%
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Comparison of the results for the LT and HT data sets
shows that the level of refinement for both structures is
comparable in spite of the considerably larger number of
refined parameters for the LT phase (2169 and 269
parameters for the LT and HT crystals, respectively). In
both cases the ratio of the number of unique reflections to
parameters is high (25.8 for the LT and 17.6 for the HT
phase).
Lowering of the symmetry of a structure increases the


number of independent reflections, so the ratio of the
unique reflections to parameters should not change much.
However, for this compound—because of disorder at
higher temperature—some atoms occupy two positions,
thus increasing the number of refined parameters, which
is why this ratio is worse than that for the LT phase
(despite the fact that there are 12 independent molecules
in the LT unit cell).
The centrosymmetric crystal lattice of the HT phase is


built from disordered averaged molecules. Although we
tried to refine this structure using a bigger unit cell or
changing its symmetry to resolve disorder, we failed. At
low temperature the crystal lattice changes into a chiral
structure that is in fact a ‘racemic twin’, with the Flack
parameter �0.5. Apparently, the unit cell of the LT phase
is chiral but the whole crystal is a racemate consisting of
chiral domains. The phase transition starts simply at the
same time at different positions, probably from defects,
and it is unlikely that this process prefers one of the two
possible options.
Plate 1 explains why the LT phase, in contrast to the


HT phase, is not centrosymmetric. The unit cell reorien-
tation during the transitions from HT to LT phase results
in dropping the centres of symmetry �11, the glide plane n
or the 21 screw axes. In consequence, this decreases the
symmetry to either triclinic space group P�11 or a chiral
monoclinic space group P21 (with the unit cell origin at
21—the pink axes). The P21/m group is forbidden.
Comparison of structure refinement parameters in the
above space groups finally confirmed the P21 space group
(considerably lower discrepancy factors, physically sen-
sible thermal ellipsoids of all atoms and lack of disorder).
Apparently, at low temperature the difference between
less vibrating molecules becomes far more significant.


Plate 1 shows that the closest environment of the HT
inversion centres differs for the LT phase. Of course, at
higher temperatures the higher thermal motion of all
molecules is averaging out these small differences, which
increases the symmetry of this phase. The unit cell b
parameter change on the phase transition seems to be the
most significant for the lowering of the symmetry of the
system. Comparison of unit cell views perpendicular to
the x-direction is shown in Fig. 4.
The HT phase unit cell contains 4� 1 molecules


whereas the LT phase unit cell contains 2� 12 molecules.
So, during the transition from LT to HT phase 12
molecules from the LT unit cell are averaged out, giving
one statically disordered molecule at high temperature.
Thermal motion analysis seems to confirm such a pro-
cess. Figure 5 shows thermal ellipsoids of all super-
imposed molecules at low temperature (a,b) and


Figure 4. The LT (a) and HT (b) unit cells projected along the [100] and [�1102] directions, respectively


Figure 5. Comparison of thermal ellipsoids obtained for
atoms of molecules in LT and HT phases: (a,b) projections of
thermal ellipsoids of superimposed LT moieties; (c) ADPs of
the HT independent molecule. For all ADPs, the probability
level is 50%
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comparison of these with the HT thermal motions of
atoms (c). All LT and HT phase molecules have
been superimposed using the least-squares method (all
equivalent non-hydrogen atoms from each moiety were
fitted one to another) and there seems to be quite good
agreement between these figures. The proposed model
explains the non-physical direction of Atomic Displace-
ment Parameters of heavy atoms at high temperature and
their elongation along the S—C bonds.
There are some interesting weak interactions present in


both structures (see Table 1) that are responsible for the
three-dimensional ordering of molecules in the crystal
lattice. These are mainly N—H . . . S hydrogen bonds, but
accompanied by relatively short S . . .H—C and
C . . .H—N intermolecular contacts slightly more distant
than the sum of van der Waals’ radii of the interacting
atoms. Because these weak hydrogen bonds have electro-
static nature they may influence the structure even be-
yond the van der Waals’ limit. These interactions are the
most flexible and differentiate easily on decrease of
temperature. As is common for such space groups, the
three-dimensional crystal lattice is formed by molecules
oriented differently in the neighbouring layers in order to
facilitate numerous weak interactions.
Because each sulfur atom forms an N—H . . . S hydro-


gen bond, one can examine the differences between the
hydrogen bonds formed by different sulfur atoms in one
moiety. When the difference between the S . . .H dis-


tances in the HT form is taken as a reference system (red
data points in Fig. 6), it appears that on cooling such a
difference between hydrogen bonds formed by two sulfur
atoms in one moiety increases for six molecules in the LT
form and decreases for the rest of the moieties. These are
good examples of rearrangement of molecules in the
crystal lattice on cooling. Changes of weak interactions
are well illustrated in Plate 3, which is a superposition of


Table 1. Details of N—H . . . S hydrogen bonds formed in both phases


D—H donor A acceptor Symmetry d(D—H) (Å) d(H . . .A) (Å) d(D . . .A) (Å) <DHA�


LT phase
N7L-H7L S1A [x� 1,y,z] 0.88 2.59 3.456(3) 168.4
N1G-H1G S2A 0.92(4) 2.61(4) 3.511(3) 166(3)
N7G-H7G S1B 0.89(3) 2.60(3) 3.481(3) 167(3)
N1H-H1H S2B 0.95(3) 2.63(3) 3.558(3) 169(3)
N7H-H7H S1C 0.93(3) 2.56(3) 3.475(3) 167(3)
N7K-H7K S2C [� xþ 1,y� 1/2,� zþ 2] 0.79(4) 2.85(4) 3.629(3) 170(4)
N7I-H7I S1D 0.88 2.69 3.548(3) 166.0
N1L-H1L S2D [� xþ 1,yþ 1/2,� zþ 1] 0.79(4) 2.62(4) 3.347(3) 154(3)
N7J-H7J S1E 0.88 2.71 3.567(3) 166.7
N1I-H1I S2E 0.81(4) 2.68(4) 3.420(4) 154(4)
N1J-H1J S1F 0.88(4) 2.62(4) 3.461(3) 162(4)
N1K-H1K S2F [xþ 1,y,z] 0.91(3) 2.72(4) 3.589(3) 160(3)
N7C-H7C S1G [x� 1,y,z] 0.83(5) 2.70(5) 3.496(3) 160(4)
N7F-H7F S2G [� xþ 1,y� 1/2,� zþ 2] 0.88 2.75 3.602(3) 163.1
N1F-H1F S1H [� xþ 1,y� 1/2,� zþ 2] 0.86(5) 2.75(5) 3.560(3) 159(4)
N1E-H1E S2H [� xþ 1,y� 1/2,� zþ 2] 0.88 2.60 3.416(3) 155.2
N7A-H7A S1I [� xþ 1,yþ 1/2,� zþ 1] 0.84(3) 2.64(4) 3.480(3) 172(3)
N1B-H1B S2I [� xþ 1,yþ 1/2,� zþ 1] 0.88 2.71 3.549(3) 159.9
N7D-H7D S1J [xþ 1,y,z] 0.95(4) 2.63(4) 3.566(3) 170(3)
N1A-H1A S2J [� xþ 1,yþ 1/2,� zþ 1] 0.88 2.56 3.369(3) 153.9
N1D-H1D S1K 0.88 2.61 3.437(3) 156.2
N7E-H7E S2K 0.91(5) 2.71(5) 3.616(3) 172(4)
N7B-H7B S1L 0.97(4) 2.47(4) 3.438(3) 174(3)
N1C-H1C S2L 0.91(3) 2.71(3) 3.530(3) 150(2)
HT phase
N7-H7 S1 [x� 1/2,� yþ 1/2,zþ 1/2] 0.83(3) 2.73(3) 3.544(2) 165(2)
N1-H1 S2 [x� 1/2,� yþ 1/2,z� 1/2] 0.80(3) 2.89(3) 3.680(2) 170(2)


Figure 6. Donor—acceptor interatomic S . . .N distances
for hydrogen bonds formed by both sulfur atoms in each
independent moiety of the LT and HT (red data points)
phases as a function of difference (�[(S1 . . .N)
�(S2 . . .N)]) between the S . . .N distances. Capital letters
denote particular moieties
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all LT independent molecules, including their closest
environments. The donating N—H groups are in the
orange ellipsoids.
In conclusion, for the two (HT and LT) phases of 1H-


pyrrole-2,5-dithiocarboxylic acid bis(n-butylamide) the
temperature of the phase transition is 195.8K on heating.
This is the first-order type of phase transition with a
distinct hysteresis. The relation between the two phases
involves the formation of a racemic twin in the LT form.
Although changes of the unit cell parameters vs. tem-
perature lead to a smooth change in the unit cell volume,
particular unit cell parameters change in a discrete
manner. We propose a model explaining both the struc-
tural disorder observed at high temperature and the
variation of properties of weak interactions on decrease
of symmetry.
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ABSTRACT: The 1H and 13C NMR spectra of 9-(methoxyamino)acridine (1) and 9-hydrazinoacridine (2) show that
these compounds exist principally in the imino tautomeric form in CDCl3, acetone-d6, CD3CN, DMSO-d6 and Py-d5,
all solvents with different polarities and abilities to participate in specific interactions. The spectra of the other two
compounds investigated—N-(2-chloroethyl)acridin-9-amine (3) and N-(5-methylpyridin-2-yl)acridin-9-amine (4)—
indicate that they coexist in the amino and imino forms. The amino tautomer of compound 3 predominates in CDCl3,
CD3CN and Py-d5 and that of compound 4 in CDCl3 and Py-d5. On the other hand, the amino and imino forms of
compound 3 coexist in acetone-d6 and probably DMSO-d6, whereas those of compound 4 coexist in acetone-d6 and
DMSO-d6. The positions of the signals in the NMR spectra compare qualitatively with those predicted computa-
tionally at the GIAO/DFT level of theory. The equilibrium constants predicted by the DFT(PCM) method are in
agreement with the results of NMR spectral analysis. In general, both the data predicted at the DFT level of theory and
x-ray structural data show that the imino tautomers display a ‘butterfly’-type geometry, whereas the amino forms are
characterized by an almost flat acridine moiety. Electron-attracting substituents at the exocyclic N atom improve the
stability of the imino form, and electron-withdrawing substituents do likewise for the amino form. The importance of
tautomeric phenomena in the context of the ability of acridin-9-amines to participate in specific interactions is
outlined in brief, as are the possible applications of these compounds as probes of environmental properties.
Copyright # 2005 John Wiley & Sons, Ltd.
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INTRODUCTION


Acridin-9-amine is one of the simplest members of the
family of heterocyclic nitrogen organic bases containing
two centres, located at the endocyclic and exocyclic
(amine) nitrogen atoms, that are susceptible to hydrogen
bond formation and electron donor–acceptor interac-
tions.1–3 The compound itself and its derivatives interact
selectively with macromolecules in living matter4–14 and
are thus convenient models or probes for investigating
various features of natural systems.15–20 There are good
reasons for believing that the tautomeric forms of acridin-
9-amines exhibit different capabilities of interacting with
other molecules,21–24 and consequently display different
biological activities. Hence, the ability of these com-
pounds to exist in the amino or imino form, or to coexist


in various tautomeric forms, has been investigated by
ourselves21–27 and others.28–32 We have used the results
of theoretical predictions to demonstrate that amino–
imino equilibria are largely affected by the features of
the substituent at the exocyclic nitrogen atom.24 The
present paper covers NMR investigations and density
functional theory (DFT) calculations of four selected
acridin-9-amines (Scheme 1), and focuses on the influ-
ence of the substituent at the exocyclic nitrogen atom on
the stability of tautomers in solvents with different
polarities and abilities to undergo specific interactions.
A second aim was to work out the main structural and
physicochemical features of these compounds and to
indicate possible applications.


EXPERIMENTAL


Compounds


N-Methoxyacridin-9-amine (1), N-2-chloroethylacridin-
9-amine (3) and N-(5-methylpyridin-2-yl)acridin-9-amine
(4) were synthesized by heating 9-phenoxyacridine at
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E-mail: bla@chem.univ.gda.pl
Contract/grant sponsor: Ministry of Scientific Research and Informa-
tion Technology; Contract/grant number: BW/8000-5-0258-5.
ySelected paper presented for a special issue dedicated to Professor
Otto Exner on the occasion of his 80th birthday.







80–120 �C for 1.5 h with methoxyamine hydrochloride,
2-chloroethylamine hydrochloride and 5-methyl-2-amino
pyridine, respectively, dissolved in phenol.33 9-Phenox-
yacridine was synthesized according to the procedure
described in Ref. 1. The crude products of compounds 1
and 3 were shaken with aqueous 1 M sodium hydroxide to
liberate free bases. Compound 1 was then extracted from
the reactant mixture with chloroform, purified by column
chromatography (silica gel 60 from Merck, hexane–ethyl
acetate¼ 2:1 v/v) and crystallized from isooctane to yield
light-yellow crystals (m.p. 118–120 �C). Compound 3
was extracted with dichloromethane, purified on a silica
gel 60 column (toluene–diethylamine¼ 10:1 v/v) and
crystallized from cyclohexane to give yellow crystals of
the monohydrate (m.p. 75–77 �C). The crude product of
the preparation of compound 4 was dissolved in metha-
nol, reprecipitated with ether, purified by column chro-
matography (silica gel 60, toluene–diethylamine¼ 10:1
v/v) and crystallized from ethanol to yield orange crystals
(m.p. 120–122 �C). 9-Hydrazinoacridine (2) was ob-
tained from 9-chloroacridine, which was gradually added


to a stirred and refluxed solution of hydrazine monohy-
drate in ethanol.34 After completion of the reaction, water
was added (75 �C) and the suspension quickly filtered and
refrigerated to give orange needles of the crude product.
Recrystallization from benzene yielded pale-yellow
needles (m.p. 170–172 �C, lit.171 �C34).


The purity of the final products was verified by
thin-layer chromatography (TLC) and their chemical
composition established by elemental analysis with a
Carlo-Erba (model EAGER 200) instrument (% found/
theoretical): C¼ 74.96/74.98, H¼ 5.62/5.39, N¼ 12.23/
12.49 for compound 1; C¼ 74.47/74.60, H¼ 5.26/5.30,
N¼ 19.91/20.10 for compound 2; C¼ 65.56/65.45,
H¼ 5.32/5.45, N¼ 10.22/10.18 for compound 3 (mono-
hydrate); and C¼ 80.20/79.98, H¼ 5.31/5.30, N¼
14.73/14.73 for compound 4. The identification of com-
pound 3 (monohydrate) was confirmed by an x-ray
method.35


Investigations by NMR


The 1H and 13C NMR spectra of saturated solutions of
compounds 1–4 in the following organic solvents—
chloroform-d1 (CDCl3), acetone-d6 (Acn-d6), acetoni-
trile-d6 (CD3CN), dimethyl sulfoxide-d6 (DMSO-d6)
and pyridine-d5 (Py-d5) (purchased from Deutero
GmbH, Kastellaun)—were measured at room tempera-
ture on a Varian Mercury 400 spectrometer operating at a
proton frequency of 400.5 MHz and a carbon frequency
of 100.7 MHz. The chemical shifts were referenced to
tetramethylsilane (TMS). The homonuclear 1H–1H two-
dimensional correlated diagrams were obtained using the
COSY pulse sequence. One-bond heteronuclear (1H–13C)
correlation spectra were recorded using the gHSQC
technique and long-range heteronuclear (1H–13C) corre-
lation spectra by the gHMBC technique.


Calculations


Unconstrained geometry optimizations of isolated mole-
cules (Scheme 1) were carried out at the DFT level36


using gradient techniques37 and the 6-31G** basis
set.38,39 The calculations were carried out with the
B3LYP functional, in which Becke’s non-local ex-
change40,41 and the Lee–Yang–Parr correlation func-
tionals42 were applied. After completion of each
optimization, the Hessian (second derivatives of the
energy as a function of the nuclear coordinates) was
calculated and checked for positive definiteness to assess
whether the structures were true minima.36,39 The har-
monic vibrational frequencies were then derived from the
numerical values of these second derivatives and used to
obtain the Gibbs free energy contributions at 298.15 K
and standard pressure with the aid of a built-in computa-
tional program of statistical thermodynamics routines.43


Scheme 1. Compounds and equilibria (298K
o, equilibrium


constant) investigated with the numbering of atoms indi-
cated. 1, 9-(methoxyamino)acridine; 2, 9-hydrazinoacridine;
3, N-(2-chloroethyl)acridin-9-amine, 4, N-(5-methylpyridin-
2-yl)acridin-9-amine
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The solvent effect was included in the single-point DFT
calculations utilizing the polarized continuum model
(PCM) (UAHF radii were used to obtain the molecular
cavity).44,45 The 1H and 13C magnetic shielding tensors
(�) for DFT-optimized structures of compounds 1–4, and
TMS as reference, were obtained following the gauge-
including atomic orbital (GIAO) approach46–48 at the
DFT level. The differences between the isotropic mag-
netic shielding tensors of the nuclei in TMS and the
compounds studied (�TMS��1–4) were considered to be
relevant chemical shifts.46 All calculations were done on
computers of the Tri-city Academic Network Computer
Centre in Gdańsk (TASK) using the Gaussian 03 program
package.49


Dipole moments and atomic partial charges originating
from Mulliken population analysis50 were extracted di-
rectly from the data files following the geometry optimi-
sations. Values of the Mulliken mean charge of the
substituent at N15 and ln298K


o (equilibrium constant)
were obtained in the manner outlined in Ref. 24. Struc-
tural data (angles) in Table 1 were obtained using a
program written by one of us.


RESULTS AND DISCUSSION


Structure and properties of acridin-9-amines


All the compounds investigated can coexist in the amino
and imino tautomeric forms; additionally, compound 4
can exist in the imino-p form. Scheme 1 shows the
canonical structure of these forms and gives the equili-
brium constants of tautomerization. Figure 1 shows DFT-
optimized structures of all the possible tautomers and
Table 1 provides selected structural information. All the
amino tautomers and the imino-p tautomer of compound
4 are nearly planar within the acridine moiety, a situation
reflected by the respective dihedral angles listed in
column C of Table 1. The valence angle reflecting the
arrangement of the exocyclic N atom, the C9 and the
endocyclic N atom (N10 . . .C9—N15 angle in Table 1)
is only slightly smaller than the straight angle in the
amino tautomers and the imino-p tautomer of compound
4. This indicates that the exocyclic N atom, together with
the substituent attached to it, is only slightly deflected
from the plane defined by the acridine moiety (Table 1,
column A). The structures of the imino tautomers of
compounds 2, 3 and 4 exhibit a ‘butterfly’-type geometry
that is reflected by the dihedral angles (Table 1, column
C). The exocyclic N atom in these tautomers is deflected
quite considerably from the N10 . . .C9 line (the N10 . . .
C9—N15 angle in Table 1) and the mean plane of the
acridine nucleus (angle given in column A of Table 1).
The exception is compound 1: in this case, hitherto
unpublished x-ray data suggest a typical ‘butterfly’-type
structure, whereas the DFT method predicts a completely
flat structure in which all the atoms of the acridine


moiety, the exocyclic N atom and the O and C atoms of
the methoxy group lie in one plane of symmetry (Table
1). This atypical structure is most probably stabilized by a
C1—H1 . . .O16 interaction (the H1 . . .O16 distance of
2.05 Å is considered significant for this type of interac-
tion).51,52 The substituent at the exocyclic N atom is
twisted relative to the acridine nucleus at an average
angle of 57� in all the amino tautomers and at 17� in the
imino tautomers of compounds 2, 3 and 4 (Table 1,
column B). The data predicted at the DFT level of theory
and x-ray structural data compare quite well in most cases
(Table 1), which implies that the geometry of the acridine
nucleus is preserved when the molecules in the gaseous
phase pass to the crystalline phase.


The amino tautomers of compounds 1 and 2 are more
polar than the imino ones, but this tendency is reversed in
the case of compounds 3 and 4, i.e. the imino (also the
imino-p in the case of compound 4) tautomers are more
polar than the amino ones (Table 2). Dipole moments
generally increase with increasing polarity of the med-
ium; the change is more distinct on passing from the
gaseous to the liquid phase.


The substituent at the exocyclic Natomisclearlyelectron-
attracting in compound 1, slightly electron-donating in
compound 2, and quite strongly electron-withdrawing in


Figure 1. The DFT-optimized structures of the tautomers of
acridin-9-amines (Scheme 1)
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compounds 3 and 4 (Table 2). As we showed earlier,24 this
parameter is related to the logarithm of the equilibrium
constant for amino–imino tautomerization and hence to the
stability of these tautomeric forms.


The NMR spectra of acridin-9-amines


The double bond between the exocyclic N atom and the
acridine C9 atom in imino tautomers makes this frag-
ment of the molecule rigid (Scheme 1). On the other


Table 1. Structural features of tautomers of acridin-9-amines


Anglea


Compound Source of
(Scheme 1) Tautomer structure N10 . . .C9—N15 A B C


1 Amino DFT 176 3.4 51.5 2.2
Imino DFT 171 1.0 1.0 0.9


X-rayb 150 9.2 9.2 9.1
148 6.8 7.2 9.4


2 Amino DFT 176 3.4 47.1 2.3
Imino DFT 162 18.7 18.9 17.6


3 Amino DFT 179 0.3 65.8 3.7
X-rayc 179 0.8 27.0 2.5


Imino DFT 165 14.6 16.3 13.3
4 Amino DFT 178 1.2 63.8 3.3


Imino DFT 171 6.5 16.5 8.4
Imino-p DFT 177 1.5 70.0 1.8


a A, between the mean plane of the acridine nucleus and C9—N15; B, between the mean plane of the acridine nucleus and the plane delineated by C9, N15 and
atom 16; C, between the mean planes delineated by C1, C2, C3, C4, C9, N10, C11, C12 (right-hand half of the acridine nucleus) and C5, C6, C7, C8, C9, N10,
C13, C14 (left-hand half of the acridine nucleus).
b Unpublished results.
c Ref. 35.


Table 2. Physicochemical features of tautomers of acridin-9-amines (Scheme 1)a


Dipole momentsb (D)
Mulliken mean charge


Computational level Amino Imino of substituent at N15c ln298K
od
I


Compound 1
DFT 3.36 1.93 �0.106 20.4
DFT(PCM—CHCl3) 4.29 3.15 �0.105 19.2
DFT(PCM—Acn) 4.69 3.70 �0.105 19.5
DFT(PCM—CH3CN) 4.81 3.84 �0.106 19.3
DFT(PCM—DMSO) 4.79 3.85 �0.105 19.5
Compound 2
DFT 4.11 3.04 0.0698 12.7
DFT(PCM—CHCl3) 6.23 3.65 0.0906 12.6
DFT(PCM—Acn) 6.86 4.10 0.0978 12.3
DFT(PCM—CH3CN) 7.01 4.21 0.0990 12.2
DFT(PCM—DMSO) 7.02 4.23 0.0993 12.3
Compound 3
DFT 1.96 5.99 0.142 1.59
DFT(PCM—CHCl3) 2.95 6.74 0.141 2.65
DFT(PCM—Acn) 3.39 7.34 0.141 2.78
DFT(PCM—CH3CN) 3.52 7.46 0.141 2.66
DFT(PCM—DMSO) 3.52 7.47 0.141 2.97
Compound 4
DFT 1.95 3.54 (7.20) 0.121 �4.30 (�13.3)
DFT(PCM—CHCl3) 2.67 4.39 (9.09) 0.114 �2.29 (�8.22)
DFT(PCM—Acn) 2.93 4.93 (9.74) 0.111 �0.613 (�6.38)
DFT(PCM—CH3CN) 3.00 5.07 (9.85) 0.111 �0.482 (�6.44)
DFT(PCM—DMSO) 3.01 5.07 (9.87) 0.111 �0.216 (�6.06)


a Values of the Mulliken mean charge of the substituent at N15 and ln298K
o were obtained following Ref. 24.


b The imino-p form, values are in parentheses.
c For the amino and imino forms.
d The ln298K


o
II values are in parentheses.
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hand, rotation around single bonds can occur within the
substituent at the exocyclic N atom. The same applies to
this substituent in the amino tautomers. In the latter
case, however, the single bond between the exocyclic N
atom and the acridine C9 atom permits rotation of the
whole fragment around this bond. The consequence of
these structural features and possible conformational
changes is that only half of the 1H and 13C signals for
the imino forms are recorded for the amino tautomers;
this applies to all the atoms of the acridine moiety
except C9.22 Therefore, the number of signals in the
NMR spectra indicates unequivocally which form we
are dealing with in the liquid phase. As far as the
substituents at the exocyclic N atom in both amino
and imino tautomers are concerned, one can expect
averaged 1H and 13C signals because rotation around
single bonds may occur. If the molecule exists predo-
minantly in the amino or imino tautomeric form, 1H
signals of H1, H4, H5 and H8 occur as more or less
resolved doublets, whereas the same signals of H2, H3,
H6 and H7 occur as triplets. This is the result of
conjugation with neighbouring H atoms. When tauto-
merization takes place, some or all of the signals are
unresolved because the acridine moiety changes its
structure from the planar (amino form) to the ‘butterfly’
type (imino form). The pattern of the 1H NMR spectrum
thus provides information on the presence or absence of
tautomerization in solution.


As shown in Fig. 1, all the theoretically predicted
structures of both amino and imino forms correspond to
the lowest energy conformations. In consequence, each H
and C atom is characterized by unique, theoretically
predicted 1H and 13C signals (Tables 3 and 4). This
implies that experimental and theoretical NMR charac-
teristics are difficult to compare directly. Nonetheless,
knowledge of theoretical NMR data makes it easier to
assign the signals in experimental spectra.


One-dimensional 1H and 13C spectra appear to be
insufficient for assigning signals to particular atoms,53


even if we refer to the literature data on the NMR
spectroscopy of acridin-9-amines.22,54–58 We thus em-
ployed HSQC, HMBC and decoupling techniques59 in
order to complete the assignment; this is demonstrated in
Tables 3 and 4. Compound 1 exists as an imino tautomer
in all solvents: the unique 1H and 13C signals of atoms
belonging to the acridine moiety testify to this. The single
1H signal of CH3 weighs in favour of free rotation around
the O16—C17 bond. The 1H signal of the H atom
attached to the endocyclic N atom is quite sharp and
occurs at relatively high ppm values. Like compound 1,
compound 2 in all solvents occurs in the imino form that
results from the unique 1H and 13C signals of the atoms in
the acridine moiety. The single 1H signal of NH2 indi-
cates that this group very probably rotates freely around
the N15—N16 bond. The 1H signal of the H atom at the
endocyclic N atom generally occurs at lower ppm values
than in compound 1. Occurring as an amino tautomer in


the crystalline phase,35 compound 3 also exists in this
form when dissolved in CDCl3 (at both 25 �C and
�60 �C). If the compound is dissolved in acetone-d6,
the amino form is prevalent at 25 �C, but with decreasing
temperature the amino and imino forms coexist without
the rapid tautomerization demonstrated by the NMR
spectra in Fig. 2. The NMR spectra of compound 3 in
CD3CN are typical of the amino form, although the 1H
signal of the H atom at the exocyclic N atom is not seen.
The 1H and 13C signals for compound 3 in DMSO-d6 and
pyridine-d6 are broad and poorly resolved, which indi-
cates that rapid tautomerization is taking place. The 1H
signals of the migrating H atom are very broad and were
tentatively assigned to the imino (DMSO-d6) or amino
(pyridine-d6) forms.


Compound 4 is more susceptible to tautomerization
than compound 3, as the equilibrium constants in Table
2 show. Also, the pattern of the NMR spectra of
compound 4 is more complicated, particularly when
two tautomers coexist. This means that we were unable
to assign all the 1H and 13C signals. Tables 3 and 4 show
what was actually done. Fortunately, the 1H signal
relevant to the CH3 group in the 5-methylpyridin-2-yl
substituent is unique to the amino and imino forms, and
was thus used to distinguish coexisting tautomeric
forms. The 1H and 13C signals in the NMR spectra of
compound 4 in CDCl3 are broad, indicating rapid
tautomerization with the amino form predominant. If
compound 4 is dissolved in acetone-d6, the amino form
prevails at 25 �C, whereas with a drop in temperature
more of the imino form occurs (Fig. 3 and Table 3).
Tautomerization is slow at low temperatures, so the
NMR spectra are superimposed on those due to the
amino and imino forms (Fig. 3). In DMSO-d6 two
forms, not tautomerizing rapidly, can be noted: we see
two separate signals, which are due to the migrating H
atom and CH3 group in the 5-methylpyridin-2-yl sub-
stituent. Compound 4 dissolved in pyridine-d6 under-
goes tautomerization because the 1H and 13C signals are
broad and only one signal is seen for the CH3 attached
to the 5-methylpyridin-2-yl substituent.


Tautomerization of acridin-9-amines


The equilibrium constants of tautomerization for com-
pounds 1 and 2 are so high that there can be no doubt that
both compounds should occur mainly as imino tautomers
(Table 2). Indeed, the NMR and preliminary x-ray data
for compound 1 confirm this (Table 1). The substituent in
compound 1 is electron-attracting, whereas in compound
2 it is almost equally strongly electron-withdrawing.
With both these substituents, then, the imino tautomers
are much more stable than the amino tautomers; this
concurs with our recent findings.24 Introducing them into
molecules yields stable imino tautomers of acridin-
9-amines (the imino form of compound 1 is further
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stabilized owing to the possible occurrence of a C—
H . . .O interaction). The electron-withdrawing nature of
the substituents is similar in compounds 3 and 4 and more
distinct than that in compound 2, which may be why the
former compounds can coexist in two tautomeric forms
(the imino-p tautomer of compound 4 is not as stable as
the corresponding imino tautomer). The NMR investiga-
tions confirm this. The tautomeric equilibria in com-
pounds 3 and 4 are strongly affected by the properties
of the medium, because the tautomeric forms exhibit
various polarities (Table 2) and electrostatic potential
distributions around the molecules.24 We were unable to
find any simple relation between the abilities of com-
pounds 3 and 4 to tautomerize and any well-defined
property of the medium. However, if one could be found,
these compounds could serve as probes for monitoring
the properties of liquids.


It is perhaps worth mentioning that tautomeric equili-
bria in various acridin-9-amines have been monitored by
NMR spectroscopy and our results correspond well with
those reported elsewhere by others.57,60–62 What arises
from all of these investigations is that tautomeric phe-
nomena are strongly influenced by the medium’s proper-
ties. Unfortunately, we were unable to find any
relationship combining these two facts.


CONCLUDING REMARKS


Of the four acridin-9-amines investigated, two—one
with an OCH3 (1) and one with an NH2 (2) substituent
at the exocyclic N atom—occur mainly (in solution and
in the solid phase) as imino tautomers whereas the other
two—one with CH2CH2Cl (3) and one with 5-methyl-
pyridin-2-yl (4) as substituents—exhibit an ability to
tautomerize that is strongly influenced by the properties
of the medium. These findings go hand in hand with the
results of our recent studies.24


It has long been a topic of discussion whether stable
imino tautomers of acridin-9-amines substituted at the
exocyclic N atom can exist. The results presented here
prove that they do exist (compounds 1 and 2), they can be
obtained in crystalline form and they can serve as con-
venient models of such compounds.


Compounds 3 and 4 are examples of acridin-9-amines
whose amino and imino tautomers coexist in liquid
phases and whose tautomeric equilibria are strongly
affected by the medium’s properties. This finding indi-
cates that these compounds may be of interest as mole-
cular probes for monitoring the properties of liquids.
Compound 4 also appears interesting as a probe in studies
of DNA behaviour.13,14


Figure 2. The 1H NMR spectra of compound 3 in Acn-d6: (a) at 25
�C; (b) at �50 �C; (c) at �94 �C


AMINO–IMINO TAUTOMERISM IN ACRIDIN-9-AMINES 877


Copyright # 2005 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2005; 18: 870–879







Acknowledgement


This study was financed from the Ministry of Scientific
Research and Information Technology through grant
BW/8000-5-0258-5.


REFERENCES


1. Albert A. The Acridines (2nd edn). Edward Arnold: London,
1966.


2. Acheson RM. Acridines (2nd edn). Interscience: New York, 1973.
3. Boulton AJ, McKillop A. Comprehensive Heterocyclic Chemis-


try. The Structure, Reactions, Synthesis and Uses of Heterocyclic
Compounds, vol 2. Pergamon Press: Oxford, 1984; part 2A.


4. Kellman A. J. Phys. Chem. 1977; 81: 1195–1198.
5. Nuss ME, Marsh FJ, Kollman PA. J. Am. Chem. Soc. 1979; 101:


825–833.
6. Kubota Y, Motoda Y. J. Phys. Chem. 1980; 84: 2855–2861.


7. Diverdi LA, Topp MR. J. Phys. Chem. 1984; 88: 3447–3451.
8. Wirth M, Buchardt O, Koch T, Nielsen PE, Norden B. J. Am.


Chem. Soc. 1988; 110: 932–939.
9. Gordon AJE, Halliday JA, Horsfall MJ, Glickman BW. Mol. Gen.


Genet. 1991; 227: 160–164.
10. Pons FW, Alder-Bollinger A, Mueller P. Mutagenesis 1993; 8:


295–299.
11. Kopsidas G, MacPhee DG. Mutat. Res. 1994; 306: 111–117.
12. Costa ACS, Albuquerque EX. J. Pharmacol. Exp. Ther. 1994;


268: 503–514.
13. Mosher MD, Holmes KL, Frost KS. Molecules 2004; 9: 102–108.
14. Ghirmai S, Mume E, Henssen C, Ghaneolhusseini H, Lundqvist


H, Tomalchev V, Sjoberg S, Orlova A. Eur. J. Org. Chem. 2004;
17: 3719–3725.


15. Grzesiek S, Otto H, Dencher NA. Biophys. J. 1989; 55: 1101–
1109.


16. Krenn BE, Van Walraven HS, Scholts MJC, Kraayenhof R.
Biochem. J. 1993; 294: 705–709.


17. Casadio R, Di Bernardo S, Fariselli P, Melandri BA. Biochim.
Biophys. Acta 1995; 1237: 23–30.


18. Murza A, Sanchez-Cortes S, Garcia-Ramos JV, Guisan JM,
Alfonso C, Rivas G. Biochemistry 2000; 39: 10557–10565.


Figure 3. The 1H NMR spectra of compound 4 in Acn-d6: (a) at 25
�C; (b) at �50 �C; (c) at �90 �C


878 Y. EBEAD ET AL.


Copyright # 2005 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2005; 18: 870–879







19. Brauer DK, Yermiyahu U, Rytwo G, Kinraide TB. J. Membr. Biol.
2000; 178: 43–48.


20. Marty A, Bourdeaux M, Dell Amico M, Viallet P. Eur. Biophys. J.
1986; 13: 251–257.


21. Rak J, Blazejowski J, Zauhar RJ. J. Org. Chem. 1992; 57: 3720–
3725.


22. Rak J, Skurski P, Gutowski M, Jozwiak L, Blazejowski J. J. Phys.
Chem. A 1997; 101: 283–292.


23. Skurski P, Rak J, Simons J. J. Chem. Phys. 2001; 115: 11193–
11199.


24. Wroblewska A, Meszko J, Krzyminski K, Ebead Y, Blazejowski
J. Chem. Phys. 2004; 303: 301–308.


25. Rak J, Blazejowski J. J. Photochem. Photobiol. A: Chem. 1992;
67: 287–299.


26. Rak J, Skurski P, Jozwiak L, Blazejowski J. Aust. J. Chem. 1997;
50: 97–108.


27. Jozwiak L, Skurski P, Rak J, Blazejowski J. Spectrochim. Acta,
Part. A 1997; 53: 1723–1733.


28. Karyakin AV, Grigorovskii AM, Yaroslavskii NG. Dokl. Akad.
Nauk SSSR 1949; 67: 679–682.


29. Acheson RM, Burstall ML, Jefford CW, Sansom BF. J. Chem.
Soc. 1954; 3742–3746.


30. Karyakin AV, Shablya AV. Dokl. Akad. Nauk SSSR, Ser. Khim.
1957; 116: 969–972.


31. Capomacchia AC, Casper J, Schulman SG. J. Pharm. Sci. 1974;
63: 1272–1279.


32. Capomacchia AC, Schulman SG. J. Pharm. Sci. 1975; 64: 1256–
1257.


33. Dupre DJ, Robinson FA. J. Chem. Soc. 1945; 549–551.
34. Albert A. J. Chem. Soc. 1965; 4653–4657.
35. Ebead Y, Sikorski A, Krzyminski K, Lis T, Blazejowski J. Acta


Crystallogr., Sect. C 2005; 61: o85–o87.
36. Labanowski JK, Andzelm JW. Density Functional Methods in


Chemistry. Springer Verlag: New York, 1991.
37. Schlegel HB. Modern Electronic Structure Theory: Geometry


Optimization on Potential Energy Surfaces. World Scientific
Publishing: Singapore, 1994.


38. Hariharan PC, Pople JA. Theor. Chim. Acta 1973; 28: 213–222.
39. Hehre WJ, Radom L, Schleyer PvR, Pople JA. Ab initio Mole-


cular Orbital Theory. Wiley: New York, 1986.
40. Becke AD. Phys. Rev. A 1988; 38: 3098–3100.
41. Becke AD. J. Chem. Phys. 1993; 98: 1372–1377, 5648–5652.
42. Lee C, Yang W, Parr RG. Phys. Rev. B 1988; 37: 785–789.
43. Dewar MJS, Ford GP. J. Am. Chem. Soc. 1977; 99: 7822–7829.
44. Tomasi J, Persico M. Chem. Rev. 1994; 94: 2027–2094.


45. Barone V, Cossi M, Mennucci B, Tomasi J. J. Chem. Phys. 1997;
107: 3210–3221.


46. Ditchfield R. Mol. Phys. 1974; 27: 789–807.
47. Wolinski K, Hinton JF, Pulay P. J. Am. Chem. Soc. 1990; 112:


8251–8260.
48. Gauss J. J. Chem. Phys. 1993; 99: 3629–3643.
49. Frisch MJ, Trucks GW, Schlegel HB, Scuseria GE, Robb MA,


Cheeseman JR, Montgomery JA Jr, Vreven T, Kudin KN, Burant
JC, Millam JM, Iyengar SS, Tomasi J, Barone V, Mennucci B,
Cossi M, Scalmani G, Rega N, Petersson GA, Nakatsuji H, Hada
M, Ehara M, Toyota K, Fukuda R, Hasegawa J, Ishida M,
Nakajima T, Honda Y, Kitao O, Nakai H, Klene M, Li X, Knox
JE, Hratchian HP, Cross JB, Bakken V, Adamo C, Jaramillo J,
Gomperts R, Stratmann RE, Yazyev O, Austin AJ, Cammi R,
Pomelli C, Ochterski JW, Ayala PY, Morokuma K, Voth GA,
Salvador P, Dannenberg JJ, Zakrzewski VG, Dapprich S, Daniels
AD, Strain MC, Farkas O, Malick DK, Rabuck AD, Raghavachari
K, Foresman JB, Ortiz JV, Cui Q, Baboul AG, Clifford S,
Cioslowski J, Stefanov BB, Liu G, Liashenko A, Piskorz P,
Komaromi I, Martin RL, Fox DJ, Keith T, Al-Laham MA, Peng
CY, Nanayakkara A, Challacombe M, Gill PMW, Johnson B,
Chen W, Wong MW, Gonzalez C, Pople JA. Gaussian 03,
Revision C.02. Gaussian: Wallingford, CT, 2004.


50. Mulliken RS. J. Chem. Phys. 1995; 23: 1833–1840, 1841–1846.
51. Dabkowska I, Rak J, Gutowski M. J. Phys. Chem. A 2002; 106:


7423–7433.
52. Ghosh A, Bansal M. J. Mol. Biol. 1999; 294: 1149–1158.
53. Kalinowski HO, Berger S, Braun S. Carbon-13 NMR Spectro-


scopy. Wiley: Chichester, 1991.
54. Roubaud G, Faure R, Galy JP. Magn. Res. Chem. 2003; 41: 549–


553.
55. Martin RF, Kelly DP. Aust. J. Chem. 1979; 32: 2537–2646.
56. Faure R, Galy JP, Vincent EJ, Elguero J, Galy AM, Barbe J. Chem.


Scr. 1980; 15: 62–66.
57. Galy JP, Faure R, Barbe J, Elguero J. Spectrosc. Lett. 1988; 21:


809–818.
58. Sundquist WI, Bancroft DP, Lippard SJ. J. Am. Chem. Soc. 1990;


112: 1590–1596.
59. Croasman R, Carlson RMK. Two-Dimensional NMR Spectro-


scopy: Applications for Chemists and Biochemists (2nd edn).
VCH Publishers: New York, 1994.


60. Boyd M, Denny W. J. Med. Chem. 1990; 33: 2656–2659.
61. Robin M, Galy JP, Faure R. Magn. Res.Chem. 2001; 39: 225–228.
62. Rivas L, Murza A, Sanchez-Cortes A, Garcia-Ramos J. Vibr.


Spectrosc. 2001; 25: 19–28.


AMINO–IMINO TAUTOMERISM IN ACRIDIN-9-AMINES 879


Copyright # 2005 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2005; 18: 870–879








JOURNAL OF PHYSICAL ORGANIC CHEMISTRY
J. Phys. Org. Chem. 2005; 18: 880–885
Published online 6 June 2005 in Wiley InterScience (www.interscience.wiley.com). DOI: 10.1002/poc.957


Role of hydrogen-bonded nucleophiles in aromatic
nucleophilic substitutions in aprotic solvents.
Reactions of halonitrobenzenes with ethylenediamine,
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ABSTRACT: The kinetics of the reactions between 1-halogeno-2,4-dinitrobenzene (halogen¼ F, Cl) and the amines
ethylenediamine (EDA) and 3-dimethylamino-1-propylamine (DMPA) were studied in toluene at 25 � � 0.2C under
pseudo-first-order conditions using varying amounts of amine. Even with Cl as the nucleofugue (where usually the
first step is rate-determining), a third-order-in-amine kinetic law was observed: these results can be interpreted within
the ‘dimer nucleophile’ mechanism where the amine homo-aggregates are better nucleophiles than the amine
monomers. To confirm this interpretation, the reaction of 2,4-dinitrofluorobenzene with histamine was studied in the
same solvent. Because of the rigid geometry, an intramolecular hydrogen bond is easily established, which prevents
the formation of self-aggregates. Consequently, the plot of kA vs. [histamine] is a straight line, as expected for a
classical mechanism of base-catalysed decomposition of the zwitterionic intermediate. All these results are well
explained in the frame of the ‘dimer nucleophile’ mechanism. Copyright # 2005 John Wiley & Sons, Ltd.


KEYWORDS: hydrogen bond; aromatic nucleophilic substitution; aprotic solvents; hydrogen-bonded nucleophiles; mixed


aggregates; dimer nucleophile mechanism


INTRODUCTION


The role that inter- or intramolecular hydrogen bonding
plays in defining the physical properties and reactivity of
a large variety of structures is now widely recognized in
chemical and biological systems.1,2 On the other hand,
other types of weak non-covalent interactions in deter-
mining chemical reactivity are also current subjects of
increasing interest.3,4 When the reactions are carried out
in solution, intermolecular forces of different types are
established that can be involved in the general concept of
‘solvent effects’, of which hydrogen bonding could be
one of the more important specific microscopic interac-
tions. Several scales of quantitative measures of solvent


polarity have been proposed and reviewed recently.5 The
most successful solvent scales are those that involve
several parameters, each one related to a specific solvent
property.6–8 Regarding the particular interaction of hy-
drogen bonding, the � and � parameters have been
defined to be good descriptors of the ability of a solvent
to be a hydrogen-bond donor or acceptor, respectively.1,9


Nevertheless, for the case of aprotic non-polar sol-
vents, solute–solvent hydrogen bonding almost does not
occur and properties measured in the gas phase or solid
state can afford useful information. Fine measures of
amine basicities in the gas phase have been reported
recently,10 as well as theoretical calculations, mainly
performed by Zou and co-workers, at the HF/6–31G*
level for different data sets of solvents.11,12 The authors
established linear correlations between empirical para-
meters and theoretical descriptors,13 and Katritzky and
co-workers14 reported an extensive attempt to relate
solvent scales to the theoretical descriptors. On the other
hand, Spange and co-workers15 estimated the empirical
donor–acceptor and polarity parameters of several solids
and they concluded that empirical polarity parameters are
recommended as useful characteristics for describing the
surface properties of several solids.
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Aromatic nucleophilic substitution (SNAr) by amines has
been recognized to be extremely affected by the sol-
vent.16,17 Such study is currently receiving increased inter-
est because SNAr by amines is a suitable model to
contribute to the understanding of the microscopic proper-
ties of solvent in reactions due to the complex interactions
between the amine, the substrate and/or the intermediate
that occur involving the solvent molecules.18–20 The me-
chanisms of reactions in protic solvents are well established
but SNAr in aprotic solvents exhibits peculiar features for
studying specific and non-specific solvent effects.17 Evi-
dence for nucleophile aggregation,21 substrate–nucleophile
electron-donor acceptor (EDA) complexes22 and other
types of complexes23,24 has been reported by different
authors when reactions were carried out in aprotic solvents.


In the present work, we describe the study of SNAr
using diamines that were purposefully selected for their
special structures, because potentially they would be able
to form intra- or intermolecular hydrogen bonds in
aprotic solvents. The substrates are 2,4-dinitrochloroben-
zene and 2,4-dinitrofluorobenzene: SNAr of chlorine by
amines is known to occur in the first rate-determining
step but SNAr of fluorine by amines is susceptible to base
catalysis because the decomposition of the zwitterionic
intermediate is very often rate-determining.16,17


RESULTS AND DISCUSSION


Self-association of amines to form mainly dimers by
hydrogen-bonding interactions is a long-known phenom-
enon25 and it has been shown that the dimers are respon-
sible for the ‘dimer nucleophile’ mechanism when amines
are used as nucleophilic reagents in SNAr carried out in
aprotic solvents.21 Intermolecular hydrogen bonding in-
creases the nucleophilicity of the dimer compared with
the monomer, as confirmed by semi-empirical17 and ab
initio calculations.26 On the other hand, when two amino
groups are in a rigid appropriate geometry, strong intra-
molecular hydrogen bonding is easily established and
such compounds exhibit unusually high basicity.27


To examine the importance of hydrogen-bonding inter-
actions in SNAr with amines carried out in aprotic solvents,
the reactions of 2,4-dinitrofluorobenzene (DNFB) and 2,4-
dinitrochlorobenzene (DNClB) with diamines in toluene
were studied. The selected amines were ethylenediamine
(EDA), 3-dimethylamino-1-propylamine (DMPA) and his-
tamine, specially chosen for their potential ability to form
inter- and/or intramolecular hydrogen bonding.


The reactions proceed in a straightforward manner to
give the expected N-substituted-2,4-dinitroaniline, and a
quantitative yield of the substitution product was obtained
in all reactions under study. The determinations were
carried out under pseudo-first-order conditions; the rate
dependence on the amine concentration was studied and
good kinetic behaviour was observed throughout the work.


Reactions of DNFB and DNClB with
EDA and DMPA in toluene


The kinetics of the reactions of DNFB and DNClB, both
with DMPA and EDA, in toluene were studied at
25� 0.2 �C in the presence of variable amounts of the
nucleophile. Table 1 shows the observed results for the
reactions with DNFB: the bimolecular rate coefficient kA
and the ratio kA/[B] are given. Table 2 shows the corre-
sponding values for the reactions of EDA and DMPA with
DNClB in toluene. It can be observed that the second-
order rate coefficient kA increases rapidly with amine
concentration [B] and the plot of kA vs. [B] (see Fig. 1),
shows a quadratic dependence. On the other hand, the plot
of kA/[B] vs. [B] (Fig. 2) shows a straight line; this result is
consistent with a third-order-in-amine term in the kinetic
law. This kinetic behaviour has been observed previously
in other systems,17,28 and can be interpreted by the
mechanism shown in Eqns (1)–(3), where the dimer
(B:B) of the nucleophile attacks the substrate S to form
the intermediate SB2; then a third molecule of amine
assists in the decomposition step. The intermediate in Eqn
(2) is zwitterionic; the extra amine molecule is needed to
stabilize the developing charge in this solvent of very low
permitivity. The kinetic law is given by Eqn (3), where
K¼ [B:B]/[B]2 is the amine self-association constant.


2BÐ
K


B:B ð1Þ


S þ B:BÐ
k1


k�1


½SB2� Products ð2Þ


kA ¼ k1k2K B½ � þ k1k3K B½ �2


k�1 þ k2 þ k3 B½ � ð3Þ


The magnitudes of the rates with both amines are
similar but it can be observed in Fig. 2 that the straight
line for the reaction with EDA has a no-null intercept.
This indicates that both the monomer and the dimer
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nucleophile mechanisms are operating in the reaction
with this amine, whereas the reaction with DMPA pro-
ceeds entirely through the dimer nucleophile and is
slightly faster than with EDA.


Table 2 shows the kA and kA/[B] values for the reactions
of DNClB with DMPA and EDA in toluene at 25 �C in the
presence of variable amounts of the nucleophile.


Although, as expected for a less-activated substrate, the
reactions of DNClB are slower than those of DNFB,
the kinetic behaviour is very similar. The second-order
rate coefficient kA was found to increase rapidly with
amine concentration [B]; the plot of kA vs. [B] (Fig. 3)
shows a quadratic dependence whereas the plot of kA/[B]
vs. [B] is a straight line as shown in Fig. 4. These results


Table 1. Reaction of 2,4-dinitrofluorobenzene (DNFB, 5� 10�4
M) with 3-dimethylamino-1-propylamine (DMPA) and ethyle-


nediamine (EDA) (B) in toluene at 25.0�0.2 �C (second- and third-order rate coefficients are kA and kA/[B], respectively)


DMPA EDA


103[B] (M) kA (s�1
M
�1) 10�2kA/[B] (s�1


M
�2) 103[B] (M) kA (s�1


M
�1) 10�2kA/[B] (s�1


M
�2)


4.97 1.19 2.39 4.94 0.72 1.46
6.01 1.54 2.56 6.00 0.96 1.60
6.97 2.12 3.04 7.00 1.21 1.72
8.00 2.78 3.48 7.94 1.43 1.80
8.97 3.64 4.06 8.99 1.75 1.95


10.0 2.09 2.09


Table 2. Reaction of 2,4-dinitrochlororobenzene (DNClB, 5�10�4
M) with 3-dimethylamino-1-propylamine (DMPA) and


ethylenediamine (EDA) (B) in toluene at 25.0�0.2 �C (second- and third-order rate coefficients are kA and kA/[B], respectively)


DMPA EDA


[B](M) kA� 103 (s�1
M
�1) kA/[B]� 103 (s�1


M
�2) [B] (M) kA� 103 (s�1


M
�1) kA/[B]� 103 (s�1


M
�2)


0.497 0.485 0.976 0.494 1.69 3.42
0.601 0.72 1.20 0.60 2.25 3.75
0.697 0.99 1.42 0.704 2.84 4.03
0.800 1.26 1.57 0.794 4.11 5.18
0.897 1.55 1.73 0.899 4.52 5.03
1.00 1.98 1.98 1.00 6.21 6.21
1.20 2.59 2.16 1.20 8.39 6.99
1.50 3.93 2.62 1.50 13.50 8.98
2.01 5.92 2.94
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Figure 1. Second-order rate coefficients, kA, for the
reactions of 2,4-dinitrofluorobenzene (DNFB) with (*) 3-
dimethylamino-1-propylamine (DMPA) and (&) ethylenedia-
mine (EDA) in toluene at 25.0� 0.2 �C as a function of
amine concentration
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Figure 2. Third-order rate coefficients, kA/[B], for the reac-
tions of 2,4-dinitrofluorobenzene (DNFB) with (*)
3-dimethylamino-1-propylamine (DMPA) and (&) ethylene-
diamine (EDA) in toluene at 25.0�0.2 �C as a function of
amine concentration
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are consistent with a third-order-in-amine term in the
kinetic law, similar to what was observed with DNFB,
confirming the presence of dimers of DMPA and EDA
acting as nucleophiles following the mechanism shown
by Eqns (1)–(3). For both amines the intercept in Fig. 4 is
null, indicating that the reactions proceed fully by the
‘dimer nucleophile’ mechanism. It can be observed that
in this case the reaction with EDA is faster than with
DMPA, reflecting the steric effects of the more hindered
amine in attacking the substrate S and forming the
intermediate SB2, where the nucleofugue is now a rather
bulky atom. Molecular structures of the open-chain
dimers of EDA and DMPA are shown below.


Reactions of DNFB with histamine in toluene


To confirm the overall interpretation that the intermole-
cular hydrogen bondings in EDA and DMPA are respon-
sible for the observed results, the reactions of a
nucleophile able to form intramolecular hydrogen bond-
ing were studied. Table 3 shows the kA values for the
reaction of histamine with DNFB in toluene at 40 �C in
the presence of variable amounts of the nucleophile. The


second-order rate coefficient increases steadily with [B];
the plot of kA vs. [B] is a straight line with a null intercept
and a correlation coefficient of R2¼ 0.991 (Fig. 5). For
histamine the intramolecular hydrogen bonding prevents
the formation of intermolecular dimers and the classical
mechanism of base-catalysed decomposition of the zwit-
terionic intermediate SB is obeyed.16 The null intercept
indicates that the spontaneous decomposition of SB is
negligible, as expected from the poor nucleofugacity of
fluorine in an aprotic solvent.


The present results show that for SNAr reactions of
nitro-activated substrates and amines in non-polar aprotic
solvents auto-association of amines is very important


0


3


6


9


12


15


0 0,5 1 1,5 2 2,5


[Amine]/M


k
A


 x
 1


03  s
-1


M
-1


Figure 3. Second-order rate coefficients, kA, for the reac-
tions of 2,4-dinitrochlorobenzene (DNClB) with (*) 3-di-
methylamino-1-propylamine (DMPA) and (&)
ethylenediamine (EDA) in toluene at 25.0� 0.2 �C as a
function of amine concentration
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Figure 4. Third-order rate coefficients, kA/[B], for the
reactions of 2,4-dinitrochlorobenzene (DNClB) with (*) 3-
dimethylamino-1-propylamine (DMPA) and (&) ethylenedia-
mine (EDA) in toluene at 25.0�0.2 �C as a function of
amine concentration
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Table 3. Reaction of 2,4-dinitrofluorobenzene (DNFB,
1�10�4


M) with histamine in toluene at 40.0�0.2 �C (kA
is second-order rate coefficient)


103[Histamine] (M) kA� 103 (s�1
M
�1)


5.00 5.30
5.99 6.26
7.00 7.75
7.98 8.79
8.98 9.69
10.1 10.5
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because of the low permittivity of the media and the
importance of hydrogen-bonding interactions. Because of
the higher electron density on the hydrogen-bond donor
nitrogen, hydrogen-bonded amines are better nucleo-
philes than those in which no hydrogen-bonding interac-
tions are possible. So, the reactions with inter- or
intramolecular homo-aggregate, as well as mixed (het-
ero-) aggregates with other hydrogen-bond acceptors
present in the reaction media, are faster than with the
non-hydrogen-bonded nucleophile. The intervention of
the amine on the leaving group departure from the
zwitterionic intermediate is the more usual explanation
of the autocatalytic behaviour.


Some other proposals have been given for the third-
order-in-amine kinetic law observed in some special
systems.23,24,29 In particular, the formation of the homo-
(or hetero-) conjugated acid BHþB by proton transfer
from the intermediate, proposed by Hirst,29 and the
electrophilically catalysed departure of the nucleofugue
due to this aggregate are common to the ‘dimer nucleo-
phile’ mechanism and both can be formulated as essen-
tially the same and as reflecting parts of a spectrum of
methods for the formation of the second intermediate.
Nevertheless, only the ‘dimer nucleophile’ mechanism
explains other experimental findings such as the ‘inver-
sion’ plots and the conformational effects observed in
reactions with cis- and trans- 1,2-diaminocyclohexane.
As observed in the present case with histamine, the
intramolecular hydrogen-bonding interaction in the cis-
isomer makes this amine more nucleophilic in spite of the
stronger steric effects.30


EXPERIMENTAL


General procedures


The UV–Vis spectra were recorded in a Shimadzu UV-
VIS 240 spectrophotometer and the 1H and 13C NMR


spectra were recorded on a Bruker ARX-300 spectro-
meter. The J values are given in hertz. The NMR spectra
were determined in CDCl3 as solvent and thin-layer
chromatography was performed on Merck Kiesegel 60
F254. Melting points were determined in a Kofler hot
stage and are uncorrected.


Reagents and solvents


All solvents and reagents were analytical reagent grade.
Toluene was kept over sodium wire for several days and
distilled twice over sodium as described previously.31


Solvent was stored in a special vessel protected from light
that allows delivery without air contamination.


Ethylenediamine (EDA, Fluka) was kept overnight
over potassium hydroxide, distilled over zinc powder
and then over sodium; both distillations were carried
out at normal pressure and retrieve the fraction b.p.
116–118 �C (lit. 116.5 �C).32 It was kept in a desiccator
protected from light. 4(5)-20-Aminoethylimidazole (his-
tamine base) (Fluka) was used without any purification
and was kept in a desiccator protected from light.


2,4-Dinitrochlorobenzene (DNClB, Sigma) was crys-
tallized twice from absolute ethanol (m.p. 52–53 �C,
lit.18a 52–53 �C). 2,4-Dinitrofluorobenzene (DNFB,
Merck) was distilled at reduced pressure under nitrogen
(b.p. 122–123 �C at 5 mmHg, lit. 119 �C at 2 mmHg)30


and was kept in a desiccator protected from light under a
nitrogen atmosphere.


2-Amino-1-(N-2,4-dinitrophenyl)ethylamine, 4(5)-20-
(N-2,4-dinitrophenyl)aminoethyl imidazole and 3-di-
methylamino-1-(N-2,4-dinitrophenyl)propylamine were
prepared from DNClB and the corresponding amine
following the procedure reported for N-(2,4-dinitrophe-
nyl)-2-methoxyaniline.33 In all cases, the compounds
were obtained in almost quantitative yields as yellow
crystals. [2-Amino-1-(N-2,4-dinitrophenyl)ethylamine
(m.p. 108–110 �C); 1H NMR (CDCl3): � 2.30 (s, 1H),
8.93 (d, 1H), 6.87 (d, 1H), 8.12 (m, 1H), 3.28 (t, 2H), 3.00
(t, 2H), 1,40 (s, 2H); 13C NMR (CDCl3): � 40.90, 48.31,
121.51, 121.87, 132.55, 148.10, 148.50, 149.90. 4(5)-2’-
(N-2,4-Dinitrophenyl)aminoethylimidazole (m.p. 158–
160 �C), 1H NMR (CDCl3): � 2.22 (s, 1H), 9.03 (d,
1H), 7.10 (d, 1H), 8.25 (m, 1H), 3.24 (t, 2H), 3.05 (t,
2H), 7.59 (s, 1H), 8.08 (s, 1H), 12.60 (s, 1H); 13C NMR
(CDCl3): � 23.19, 38.79, 118.85, 120.56, 123.12, 130.01,
141.88, 147.80, 148.50, 149.00. 3-Dimethylamino-1-(N-
2,4-dinitrophenyl)propylamine (m.p. 100–102 �C); 1H
NMR (CDCl3): � 2.10 (s, 1H), 9.30 (d, 1H), 7.40 (d,
1H), 8.48 (m, 1H), 3.70 (t, 2H), 2.01(t, 2H), 2.65 (t, 2H),
2.31 (s, 6H); 13C NMR (CDCl3): � 27.65, 44.48, 45.40,
58.01, 119.34, 122.35, 128.87, 147.80, 148.48, 149.90.]


3-Dimethylamino-1-propylamine (DMPA) was pre-
pared from dimethylamine and acrylonitrile following a
known technique.34 After 2 days, the excess of dimethy-
lamine was distilled under reduce pressure at 75–77 �C/
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Figure 5. Second-order rate coefficients, kA, for the reac-
tions of 2,4-dinitrofluorobenzene (DNFB) with histamine
in toluene at 40.0�0.2 �C as a function of histamine
concentration
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11 mmHg). The N,N-dimethylpropanenitrile obtained
was reduced with Na/EtOH. Distillation of the resulting
product gave DMPA as a liquid, which was stored under a
nitrogen atmosphere at 5 �C. [1H NMR (CDCl3): � 1.30
(s, 2H, -NH2), 1.71 (m, 2H, -CH2-), 2.32 (s, 6H, CH3),
2.41 (t, 2H, -CH2-), 2.84 (t, 2H, -CH2-).]


Ancillary spectrophotometric measurements


The UV–Vis spectra of the substrates, products and
different mixtures of both compounds with the amines
in toluene at several concentrations were recorded in a
Shimadzu UV-VIS 240 spectrophotometer. The extinc-
tion coefficients of the products were determined at �max


and at �¼ 400 and 450 nm; at these wavelengths the
reagents are transparent under these conditions. All the
solutions were found to obey Beer’s law.


[2-Amino-1-N-(2,4-dinitrophenyl)ethylamine: �max¼
348 nm, "348¼ 1.08 104 cm�1


M
�1; 4(5)-2’-(N-2,4-dini-


trophenyl)aminoethyl imidazole: �max¼ 349 nm,
"349¼ 9.55 103 cm�1


M
�1; 3-dimethylamino-1-N-(2,4-di-


nitrophenyl)propylamine: �max¼ 351 nm, "349¼ 1.66�
104 cm�1


M
�1, "450¼ 1.60� 103 cm�1


M
�1.]


Kinetic procedures


Kinetic runs were performed by the methods reported
previously,35 following the appearance of the reaction
product at �¼ 450 or 400 nm. The reactions of DNClB
and DNFB with DMPA and EDA were carried out at
25� 0.2 �C and the reactions of DNFB with histamine
were carried out at 40� 0.2 �C. The reactions were
followed directly in the thermostated cell of the spectro-
photometer at the indicated temperature. The absorption
spectrum of the reaction mixture at ‘infinite time’ corre-
sponded within � 2% with the ‘theoretical’ value calcu-
lated from application of Beer’s law to solutions of the
product prepared independently in the desired solvent. In
all cases pseudo-first-order kinetics were observed.
Pseudo-first-order coefficients, k�, were obtained by the
least-square method as the slope of the correlation ln
(A1�At)/A1 against time, where A1 is the optical
density of the reaction mixture measured at ‘infinity’
(more than ten half-lives); the second-order rate coeffi-
cients, kA, were obtained by dividing k� by the amine
concentrations. Rate coefficients were reproducible to
� 2%. No corrections for expansion coefficients were
applied to the concentration values.
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ABSTRACT: Molecular geometries of phenol and its 17 p-substituted derivatives were optimized at the B3LYP/6–
311þG** level of theory. Three homodesmotic and three isodesmotic reaction schemes were used to estimate
aromatic stabilization energies (ASE) and the substituent effect stabilization energy (SESE). Other descriptors of �-
electron delocalization (HOMA and NICS, NICS(1) and NICS(1)zz) were also estimated. The SESE and ASE values
correlated well with one another as well as with substituent constants. Much worse correlations with substituent
constants were found for other aromaticity indices. The NICS(1)zz values are the most negative for unsubstituted
phenol, indicating its highest aromaticity; that was not the case for NICS(1) and NICS. Copyright # 2005 John Wiley
& Sons, Ltd.
Supplementary electronic material for this paper is available in Wiley Interscience at http://www.interscience.
wiley.com/jpages/0894-3230/suppmat/
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INTRODUCTION


The early estimations of aromatic stabilization energy
(ASE)1 are associated with the pioneering work by Paul-
ing and Sherman2 and by Kistiakowsky et al.,3 leading to
the resonance energy of benzene. Despite different meth-
odological approaches they reached exactly the same
value for the stabilization energy of the system
(36 kcal�1 mol�1). Their ideas were extended later to
other cyclic �-electron systems,4 including
heterocycles and polycyclic systems. Nowadays, the in-
formation about the increased stability of aromatic com-
pounds due to cyclic �-electron delocalization5 is
obtained most often by using the isodesmic and/or homo-
desmotic reaction formalism.1,6,7 A disadvantage of the
former approach is the large span of estimated stabiliza-
tion energies for a given system8–10 (e.g. �50 kcal for
benzene!),7 which is unacceptable. In turn, if a homo-
desmotic reaction is carefully chosen for a given set of
systems, homogeneous in variation of the structure, the
estimated ASE values provide much more consistent
information about the stability of the system and extent
of �-electron delocalization.11 Similar to the aromatic
stability, the substituent resonance (or mesomeric) effect
has long been investigated because it plays an important


role in the physicochemical behaviour of substituted
species. Qualitatively it appeared early in the 1930s of
the 20th century.12,13 A quantitative way of modelling the
substituent effect began with the pioneering works by
Hammett14 and then it was extended in numerous
ways.15–17 Original Hammett constants �p and resonance
constants Rþ, as well as substituent constants �þ,18 are
well established for a large collection of substituents.17


The resonance effect depends both on the system to which
the substituent is attached and on the choice of the
counterpart probe group,19 therefore a variety of scales
of resonance constants are known.16,17,20 Historically,
dipole moments and UV spectra were used to demonstrate
the effects of through-conjugation.21 A recent study on
‘resonance energy in benzene and ethene derivatives in
the gas phase as a measure of resonance ability of various
functional groups’ (Ref. 22) did not solve the problem of
the relation between resonance energy of the substituted
ring and the resonance substituent effects. The isodesmic
reactions that were chosen to solve this problem did not
represent the resonance energy of the substituted ring but
rather the resonance effect of the substituent. Moreover,
the energies obtained did not correlate well with the
substituent constants. Most probably interactions of the
substituents with ‘bare’ benzene and ethene �-electron
systems were too weak not to be perturbed by side-effects
such as polarizability or interactions of the X in CH2X
groups with �-electrons of the ring.


The purpose of this report is to analyse the relation
between the substituent effect in p-substituted phenols
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(i.e. systems that served to estimate ��) and the aroma-
ticity of the ring. Both of these effects are associated with
resonance; in the former case there is a strong resonance
effect between the substituents via the benzene ring and
in the latter the aromaticity of the ring is associated with
the resonance energy (or, more generally, the aromatic
stabilization energy). Both of these effects are associated
with changes in the stability of the system due to variation
in �-electron delocalization.


METHODS


The substituent effect stabilization energy (SESE)23 is the
energetic measure of the increase in the stability of a
system due to X . . .Y interactions both with the ring and
through the ring, which may be accounted for by the
homodesmotic reaction (1).


+ +


- or +


+ or -


X


Y


X


Y


ð1Þ


The changes of aromaticity in monosubstituted deriva-
tives (right-hand side of the equation) are very small24


because the rings resist well the perturbations leading to
changes of �-electron structure. This is well-reflected in a
specific reactivity of benzene where substitution domi-
nates over addition; thus, the system tends to re-establish
its initial type of structure. Similar to the case of benzene,
the electronic structure of monosubstituted derivatives is
denoted by a circle. In the case of p-disubstituted ben-
zenes [the left-hand side of Eqn (1)] where X and Y
belong to opposite groups of substituents (electron-
accepting and electron-donating substituent) through-
resonance appears, which leads to large modifications
in the geometry of the ring25 towards the quinoid
canonical structure formation.26 This kind of structure
therefore is more suitable for use in reaction (1). The
through-resonance is an extra (stabilization) effect un-
observed in monosubstituted derivatives. Although the
interactions between X and Y account mostly for the
through resonance effect, the inductive effects should not
be considered as completely negligible.16,27


Five reaction schemes were proposed to estimate the
extent of aromatic stabilization energies in substituted
phenols. Equations (2) and (3) are reactions schemes
based on the Dewar and Schmeising approach,28 which
proposed that the stability of an aromatic system should
refer to an acyclic analogue, e.g. butadiene-1,3. This
evaluation model (ASE 2–3)29 is probably the most


common homodesmotic approach for estimation of the
aromatic stabilization of benzene.30 In the case of sub-
stituted species a problem appears with reference systems
(substituted butadienes) that have different lowest energy
conformations, which in turn makes direct comparisons
of the stabilization energies rather difficult. Moreover, the
substituents additionally may stabilize the reference
systems, and this energetic effect changes from case to
case. To overcome this difficulty, reactions (4) and (5)
have been proposed. In this case the reference butadiene
system is not perturbed because the substitution takes
place on the ethene units that are part of the reaction
scheme. A disadvantage of the approach is that the
reactions are not homodesmotic.


Another reaction scheme, reaction (6), is based on
tautomeric equilibria comparisons involving the total
energies of two species: a p-substituted phenol derivative
and its non-aromatic exocyclic isomer. This is a simple
modification of the estimation method of aromatic stabi-
lization energy recommended recently by Scheyer and
Pühlhoffer.31 Similar to reactions (4) and (5), this reac-
tion is more isodesmic than homodesmotic but we expect
to obtain a minimization of possible errors for the non-
cyclic �-electron delocalization effects and creditable
results for comparison with other reaction schemes.


The systems with strongly positive ASEs are aromatic
whereas those with strongly negative ASE are considered
to be anti-aromatic.
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X
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ð6Þ


From the point of view of geometry the extent of �-
electron delocalization can be deduced from the bond
lengths of the ring (C—C bond lengths) using the
Harmonic Oscillator Model of Aromaticity (HOMA).32


Among many easily accessible quantitative definitions of
aromaticity based on the geometric criterion, this ap-
proach was suggested to be the most reliable.33 It is
defined as follows34


HOMA ¼ 1 � �


n


X
Ropt � Ri


� �2 ð7Þ


where n is the number of bonds taken into the summation;
� is a normalization constant (for C—C bonds,
�¼ 257.7) fixed to give HOMA¼ 0 for a model non-
aromatic system, e.g. Kekulé structure of benzene,35 and
HOMA¼ 1 for the system with all bonds equal to the
optimal value Ropt, assumed to be realized for full
aromatic systems (for C—C bonds, Ropt¼ 1.388 Å);36


and Ri stands for a running bond length.
Finally, the nucleus-independent chemical shift


(NICS)37 was used as a descriptor of aromaticity from
the magnetic point of view. Originally the NICS has
been defined as a negative value of the absolute shielding
computed in the ring centre. In this paper it was
computed38 at the ring centre (NICS) and 1 Å above
ring centre [NICS(1)].39 Because the ‘out of plane’
component of the NICS tensor computed 1 Å above the
ring centre (denoted here as NICS(1)zz)


40 was found to be


a more efficient descriptor of the � structure of the
ring,24b we also included this characteristic in our
analysis. Within the model assumptions the rings with
negative values of NICS are qualified as aromatic. The
more negative the value of the index, the more aromatic
the system is expected to be.


Molecular geometries of phenol and its 17 p-substi-
tuted derivatives were optimized at the B3LYP/6–
311þG** level of theory with the use of the Gaussian
98 program.38 All the structures corresponded to minima
at the B3LYP/6–311þG** level, with no imaginary
frequencies. The energies were corrected by the
B3LYP/6–311þG** zero-point energies. The GIAO/
HF/6–31þG* method was used for the NICS, NICS(1)
and NICS(1)zz. The HOMA values were also based on
B3LYP/6–311þG**-optimized geometries.


RESULTS AND DISCUSSION


Table 1 presents the indices of aromaticity—SESE, ASE
[Eqns (2)–(5)] NICS, NICS(1), NICS(1)zz and HOMA—
and substituent constants used in the analyses. When
SESE values are plotted against the resonance constants
�p,17 a reasonably good linear relationship is obtained as
shown in Fig. 1. The correlation coefficient of 0.912
illustrates that the experimentally estimated constants are
well represented by the SESE values.


A closer analysis of Table 1 shows that the overall
range of SESE values is �4 kcal mol�1. The ranges for
ASE values are definitely larger: �10 kcal mol�1 for
reactions (2) and (3) and �5–6 kcal mol�1 for reaction
schemes (4)–(6). Similarly, the estimated standard


Table 1. Calculated aromaticity indices of p-substituted (X) phenols: SESE, ASE(2) and ASE(3) (kcalmol�1); NICS, NICS(1) and
NICS(1)zz (ppm); HOMA and substituent constants �p


X SESE ASE(2) ASE(3) ASE(4) ASE(5) ASE(6) HOMA NICS NICS(1) NICS(1)zz �p


—NO 2.0 28.0 36.5 25.2 35.5 18.6 0.963 �9.9 �10.4 �26.4 0.91
—NO2 1.2 28.8 34.3 25.6 36.0 20.2 0.985 �11.2 �10.9 �27.0 0.78
—CN 0.8 24.9 34.1 24.6 35.0 19.9 0.970 �11.0 �11.1 �28.1 0.66
—COCl 1.8 29.0 35.4 25.7 36.0 21.0 0.964 �10.3 �10.7 �26.7 0.61
—COCH3 1.3 28.4 34.2 24.9 35.2 19.9 0.973 �10.3 �10.8 �27.5 0.5
—COOCH3 1.2 28.3 34.8 25.6 35.9 19.0 0.978 �10.4 �10.8 �27.4 0.45
—COOH 1.3 28.4 34.9 25.7 36.0 19.5 0.976 �10.3 �10.7 �27.4 0.45
—CHO 1.4 27.0 33.7 25.2 35.5 20.6 0.971 �10.2 �10.8 �27.6 0.42
—CONH2 0.9 26.5 33.4 24.9 35.2 19.1 0.980 �10.6 �11.1 �28.1 0.36
—CCH 0.3 24.3 33.3 23.6 33.9 18.3 0.960 �11.0 �11.0 �28.1 0.23
—Cl �0.6 22.3 31.0 22.8 33.2 17.9 0.993 �11.7 �11.2 �28.5 0.23
—F �1.3 20.5 29.5 23.0 33.4 17.4 0.992 �12.8 �11.6 �29.4 0.06
—H 0.0 22.4 32.1 23.7 34.0 17.4 0.989 �10.8 �11.3 �29.9 0.00
—Ph 0.0 24.9 33.6 22.1 32.4 17.7 0.977 �10.4 �10.6 �28.0 �0.01
—CH3 �0.4 22.4 31.4 22.5 32.8 16.4 0.983 �10.9 �11.1 �29.0 �0.17
—OCH3 �1.6 19.4 28.0 21.5 31.8 14.9 0.986 �12.2 �11.5 �29.1 �0.27
—NH2 �2.0 20.7 29.1 20.5 30.8 16.4 0.983 �11.4 �10.8 �27.7 �0.66
—OH �1.7 20.0 29.0 22.4 32.7 17.6 0.992 �12.3 �11.4 �28.8 �0.37
Mean 0.26 24.8 32.7 23.9 34.2 18.4 0.979 �11.0 �11.0 �28.0 —
SD 1.27 3.39 2.48 1.63 1.63 1.63 0.01 0.82 0.33 0.94 —
Variance 1.62 11.49 6.14 2.65 2.65 2.65 0.0001 0.67 0.11 0.89 —
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deviations for the ASE are usually larger than those for
the SESE. This means that despite the moderate energetic
effect of non-additivity of substituents, they may lead to
quite substantial modifications of the �-electron structure


of the ring. Importantly, from the aromatic stabilization
energy criterion, this kind of interaction between sub-
stituents does not necessarily lead to a lowering in the
stability of the systems. In many cases (mostly for the
electron-attracting substituents) the ASE values are larger
than for benzene.


Comparison of ASE with SESE values leads to the
answer to the title problem. Figure 2 shows the depen-
dences of the ASE [Eqns (2)–(6)] on the SESE values.
They all present a tendency towards a linear relation-
ship, and the quality of correlation (as justified by
correlation coefficients) depends to some extent on
the kind of reaction. The best correlation was found
between SESE and ASE(3), with a correlation coeffi-
cient of 0.968; the worst one was between SESE and
ASE(6). This indicates some kind of a relationship
between the resonance energy (ASE) and the resonance
effects (SESE). An analysis of the regression coe-
fficient of the former correlation [Eqn (5)] leads to the


Figure 1. The SESE values plotted against values


Figure 2. The SESE values plotted against values of: (a) ASE(2) [correlation coefficient (cc)¼0.955]; (b) ASE(3) (cc¼0.968); (c)
ASE(4) (cc¼ 0.924); (d) ASE(5) (cc¼0.920); (e) ASE(6) (cc¼ 0.836)
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conclusion that the substituent effect on ASE is almost
twice as large as that observed for SESE.


ASEð3Þ ¼ 1:89 SESE þ 32:20 ð8Þ


Becasue on the left-hand side of all reactions the sub-
stituent effects are the same, the substituent effects on the
right-hand side of the reactions have to be weaker for
SESE [reaction (1)] than for the ASE estimation [reac-
tions (2)–(6)]. This might be associated with the well-
known fact that olefines exhibit �-electron delocalization
much more weakly41 and hence the substituent effect on
the �-system is also weaker.


The correlation analysis also reveals fair depen-
dences between the aromatic stabilization energies
and the Hammett substituent constants �p. The best of
them were found for ASE(4) and ASE(5), as quantified
by the correlation coefficients of 0.904 and 0.910,
respectively.


Interestingly, only qualitative correlations were
found between the geometric and magnetic descriptors
of �-electron delocalization HOMA, NICS, NICS(1)
and NICS(1)zz values on the Hammett �p. Figure 3
presents these dependences. The large scatter may be
due to the much smaller variation in magnitudes of
these indices compared with the variation of ASE. In the
case where the range of variations is significantly
smaller, the worse dependences on substituent
effect descriptors may be due to a possible greater


influence on the aromaticity indices resulting from
some side-effects.


The hydroxy group of substituted phenols is not a
strong electron-donating substituent. In the case of p-
substituted benzyl cations the dependences of aromaticity
indices on �p


þ were found to be much more indicative.19


This is obviously due to the fact that the CH2
þ substituent


interacts very strongly with the counterpart substituents
and hence the level of noice is relatively low. This
allowed stronger effects on �-electron delocalization to
be observed.


Finally, an important remark should be made that,
among the three kinds of NICS, NICS(1)zz is the only
one for which the value for unsubstituted phenol is most
negative, i.e. represents the case of the highest aromati-
city. This is similar to the case for monosubstituted
benzene derivatives,24b for which the unsubstituted ring
is most aromatic only when NICS(1)zz is used.


CONCLUSIONS


It may be concluded that the resonance energy (ASE
values) of p-substituted phenol derivatives correlates well
with the substituent effect stabilization energy (SESE
values). The resistance of the system against breaking a
cyclic �-electron delocalization is correlated with the
measure of the non-additivity in energy due to the
substituents interacting through the ring.


Figure 3. The scatter plots of HOMA (a), NICS (b), NICS(1) (c) and NICS(1)zz (d) values vs. �p
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Supplementary material


Total energies, zero-point energies and the Cartesian
coordinates at B3LYP/6–311þG** for all analysed sys-
tems are available in Wiley Interscience.
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Ewa D. Raczyńska,1* Tadeusz M. Krygowski,2 Joanna E. Zachara,2 Borys Ośmiałowski3
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ABSTRACT: Tautomeric interconversions (keto–enol and nitroso–oxime combined according to the 1,5-proton
shift into nitrosoenol–ketoxime) and related variations of �-electron delocalization were studied for o-nitrosophenol
at the B3LYP/6–311þG(2df,2p) level. The geometry- and magnetism-based indices (HOMA and NICS) were
applied to estimate �-electron delocalization. The relative electronic (�E) and Gibbs free energies (�G) between the
tautomers–rotamers were calculated to estimate tautomeric equilibrium and percentage content of the tautomeric
mixture. Aromaticity of the phenyl ring and intramolecular H-bonding were found to be the main factors stabilizing
tautomeric forms (two isomeric nitrosoenols and one ketoxime) via increasing �-electron delocalization in the
chelating (quasi) ring and lowering push–pull interaction between ortho substituents. Copyright # 2005 John Wiley
& Sons, Ltd.
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INTRODUCTION


�-Electron delocalization is an internal factor playing a
principal role in tautomerization processes. In the case of
cyclic �-electron systems, delocalization is related to a
few physico-chemical properties: (i) aromatic stabiliza-
tion energy, (ii) bond length equalization and (iii) special
magnetic properties.1,2 Of these properties, energies of
tautomerization (or tautomeric equilibrium constants) are
most frequently used in discussions of the stability of
various tautomers.3–6 Aromatic stabilization energies are
often considerably larger than energies of tautomeriza-
tion, and in such cases (e.g. in phenol) aromaticity
decides tautomeric preferences.7 In some cases, tauto-
merization processes lead to the formation of a quasi ring
built of the �-electron chain with an H-bond involved.8,9


The quasi ring may be a part of a greater �-system, e.g.
o-hydroxy Schiff bases,10 salicylaldehyde11 or o-nitroso-
phenol.12 In these quasi rings, some �-electron delocali-
zation is also observed13–15 that may be interrelated with
delocalization in the aromatic part.16,17


In all these cases, geometry may provide reliable
information about electron distribution that is related to
�-electron delocalization. Following the Hellmann–
Feynman theorem,18 the distribution of electronic density
in the molecule determines the forces acting on the
nuclei, which in turn define the geometry of the molecule
in question. Hence, employing appropriate references,
molecular geometry may be used to describe �-electron
delocalization. The geometry-based aromaticity index
HOMA19 (harmonic oscillator model of aromaticity)
describes �-electron delocalization in principle for cyclic
systems.20,21 However, cyclicity is not necessary; the
HOMA index may also be used to quantify �-electron
delocalization for linear �-electron systems.22–24 In
this paper, HOMA will also be used in this sense. The
magnetism-based descriptor of aromaticity NICS (nu-
cleus independent chemical shift) is another index
widely used to describe �-electron delocalization.25


However, this index is used mainly for cyclic �-electron
systems.


The purpose of this work was to analyze the interrela-
tion between stabilization and �-electron delocalization
for eight tautomers–rotamers of o-nitrosophenol. The
stability of tautomers–rotamers was measured by means
of the energy of isomerization, �E(0 K) and �G(298 K).
The HOMA index and all three forms of NICS were
applied to describe �-electron distribution.
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COMPUTATIONAL DETAILS


Geometries of all eight tautomers–rotamers of o-nitroso-
phenol were obtained using the Becke-style three-para-
meter26 density functional theory27 method using the
Lee–Yang–Parr correlation functional28 and the 6–
311þG(2df,2p) basis set as previously chosen for
simple pentad tautomeric systems14 (Gaussian 0329).
Relative electronic (�E) and Gibbs free energies (�G)
were calculated to estimate relative stabilities and per-
centage contents of all tautomers–rotamers in the mixture.


The HOMA index19,21,22,30 was estimated from the
theoretically derived bond lengths using the equation


HOMA ¼ 1 � �


n


X
ðRopt � RiÞ2 ð1Þ


where n is the number of bonds taken into account, � is a
normalization constant, Ropt is the optimum bond length
assumed for the full electron delocalized system (the Ropt


value is estimated empirically by use of the harmonic
potential applied to determine the energy of extension of
the double bond and the energy of compression of the
single bond, on condition that for Ropt these energies are
equal) and Ri is the real bond length. According to this
assumption, HOMA¼ 1 for the system with all bonds
equal to the optimal values (with complete �-electron
delocalization) and HOMA� 0 for the non-aromatic
(non-delocalized) system.


NICS is defined as a negative value of absolute shield-
ing estimated in the center of the aromatic moiety in
question,25 whereas NICS(1)31 estimates the shielding
1 Å above the center. Additionally, the perpendicular
component of the NICS(1) tensor, named NICS(1)zz,


32


was used. The more negative is the value of NICS, the
more aromatic, i.e. delocalized, is the �-electron system.
NICSs were calculated at the HF/6–31þG* level of
theory using the GIAO (gauge-independent atomic orbi-
tal) method33 included in Gaussian 03.29 The geometric
center of aromatic rings was determined with the use of
the Diamond program.34


RESULTS AND DISCUSSION


o-Nitrosophenol (Scheme 1) displays two types of pro-
totropic tautomerism, nitroso–oxime combined with
keto–enol tautomerism. Combination of these tautomeric
interconversions, running according to the 1,5-proton
shift, leads to two tautomers, ketoxime (KO) and nitro-
soenol (NE). In turn, rotational isomerism that is possible
for the ortho substituents allows one to distinguish four
rotamers for each tautomeric form (KO1–4 and NE1–4),
of which three are intramolecularly H-bonded, one ke-
toxime (KO1) and two nitrosoenol isomers (NE1 and
NE3).


Formation of the intramolecular H-bond seems to
facilitate tautomeric interconversion. However, there is
some debate between Kržan and co-workers35 and En-
chev and co-workers36 concerning the tautomeric and
conformational preferences of o-nitrosophenols. The dis-
crepancies between the results obtained by different
laboratories may be a consequence of low energies of
tautomerization, i.e. low energy barriers for proton trans-
fer in the O—H � � �O bridge. In the solid state there is no
doubt that o-nitrosophenols exist in the form of non-
chelated ketoxime tautomers.12


Analysis of the HOMA (Table 1) and NICS (Table 2)
values estimated for all eight tautomers–rotamers
(KO1–4 and NE1–4) of o-nitrosophenol leads to a few
interesting findings. Only one of the four ketoxime
rotamers (the chelated structure KO1) displays some
electron delocalization [low but positive HOMA values
for the phenyl and quasi rings, and negative NISC(1) and
NICS(1)zz values]. For other ketoxime isomers (KO2–4),
which are non-chelated, the �-electron structure is
strongly localized in both the OCCNO moiety and the
phenyl ring. Hence the HOMA values are negative and
NICSs are positive or close to zero.


For all ketoxime structures, a strong push–pull inter-
action between a very strong electron-donating —O�


group (�þ¼�2.3)37 and a very strong electron-accepting
—NOHþ group (for —NO ��¼ 1.63,37 but for the


Scheme 1. Rotational isomerism, tautomeric equilibria and
H-bonding in o-nitrosophenol
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protonated nitroso group this property must be much
greater) is possible. In the case of KO1, an electron-
withdrawing effect of the protonated nitroso group is
partly decreased by intramolecular H-bonding. This is not
the case for KO2–4, where the electron-accepting effect
of —NOHþ is not weakened by H-bonding. Hence the
push–pull interaction leads to partly double C—O and
C—N bonds (�1.25 and 1.32 Å, respectively) in KO1,
whereas for the KO2–4 rotamers, they are much closer to
a typical double bond (�1.22 and 1.30 Å, respectively).
It may also be rationalized that the proton attached to the
nitroso oxygen atom in KO1 bears some electrostatic
field, leading to a different electron distribution in the
quasi ring displayed by the value of aromaticity index
HOMA. The lack of these interactions in the case of
KO2–4 leads to a more localized structure due to en-
hanced push–pull effect of ortho substituents. In conse-
quence, it decreases �-electron delocalization. In all these
cases, the C—O and C—N bond lengths are more double
bonds in nature and imply a more localized �-electron


structure, the quinoid-like structure in the phenyl ring.
This kind of reasoning was previously used to explain �-
electron delocalization in pyrazoles38 and porphyrines.39


The �-electron delocalization of the phenyl ring in
rotamers of the nitrosoenol form is dramatically higher
than that in the ketoxime form. In all nitrosoenol struc-
tures (NE1–4), the phenyl ring has a strong aromatic
character (HOMA� 0.91; NICS values resemble those
for benzene25,40). �-Electrons in the OCCNO moiety are
partialy delocalized (HOMA� 0.46), even for the non-
chelated structures (NE2 and NE4).


It results from the above discussion that the changes in
aromaticity indices for the phenyl ring and the OCCNO
moiety should be correlated with each other. The scatter
plot of HOMA values for the phenyl ring and the OCCNO
moiety presented in Fig. 1 supports this point of view. It is
clear that qualitatively the increase in �-electron deloca-
lization in the phenyl ring is associated with the increase
of delocalization in the OCCNO moiety. This relationship
also suggests that the changes in aromaticity indices for
phenyl ring, HOMA and NICS, may be correlated with
those of the C—O and C—N bond lengths (Table 3).
Figures 2 and 3 show the scatter plots that fully support
the above point of view.


In both cases (Figs 1 and 2) the dependences are
monotonic, but for HOMA vs R(C—O) and R(C—N)
the relationships are non-linear since the bond lengths in
HOMA are used as squared quantities. Of the three forms
of NICS, NICS(1)zz was chosen as the most reliable one
since the other two NICSs are scalar representatives of the
tensor magnitude.32,41 For all NICSs in Table 2, inter-
correlation gives linear regressions with the correlation
coefficient at a level better than 0.997. Undoubtedly,
owing to �-electron delocalization it may be expected
that the changes in C—O and C—N bond lengths are
correlated. Figure 4 presents the scatter plot of R(C—N)
vs R(C—O).


Table 1. HOMA indices estimated for the phenyl ring (Ph) and OCCNO moiety in rotamers of the ketoxime (KO) and
nitrosoenol (NE) tautomers of o-nitrosophenol


Isomer HOMA(Ph) HOMA(OCCNO) Isomer HOMA(Ph) HOMA(OCCNO)


KO1 0.253 0.395 NE1 0.909 0.686
KO2 �0.408 �0.328 NE2 0.961 0.462
KO3 �0.490 �0.458 NE3 0.946 0.604
KO4 �0.506 �0.396 NE4 0.968 0.467


Table 2. NICS, NICS(1) and NICS(1)zz estimated for the phenyl ring in rotamers of the ketoxime (KO) and nitrosoenol (NE)
tautomers of o-nitrosophenol


Isomer NICS NICS(1) NICS(1)zz Isomer NICS NICS(1) NICS(1)zz


KO1 0.69 �3.11 �6.44 NE1 �9.57 �9.91 �24.87
KO2 4.62 �0.46 3.59 NE2 �10.71 �10.60 �27.64
KO3 6.26 0.52 5.43 NE3 �9.00 �9.83 �24.84
KO4 5.80 0.20 4.95 NE4 �10.19 �10.46 �26.39


Figure 1. Scatter plot of HOMA values of the phenyl ring
(Ph) and the OCCNO moiety (OCCNO). Correlation coeffi-
cient 0.954
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Interestingly, for the point for R(C—N)opt and R(C—
O)opt (closed triangle in Fig. 4), the optimal bond lengths
of the HOMA19 index lie close to the line (inclusion of
this point in the regression decreases the correlation
coefficient insignificantly, from 0.9839 to 0.9835). Since
all Ropt values in the HOMA model are estimated em-
pirically, the finding is a good support for this way of
estimation of Ropt.


Another interesting aspect relates to energetics
(Table 4). The point is that owing to the strong H-bond,
the NE1 structure has the lowest energy [the relative
electronic energy �E(0 K) and the relative Gibbs free
energy �G(298 K) is 0.0 kcal mol�1 (1 cal¼ 4.184 J);
reference structure], its NE2 rotamer without H-bonding
is less stable by 10.5 [�G(298 K)¼ 10.0] kcal mol�1.
Roughly, this may be a qualitative measure of H-bond


Figure 2. Scatter plots of HOMA for phenyl ring vs. R(C—O)
and R(C—N)


Table 3. C—O and C—N bond lengths (Å) in tautomers–rotamers of o-nitrosophenol


Isomer R(C—O) R(C—N) Isomer R(C—O) R(C—N)


KO1 1.251 1.318 NE1 1.330 1.391
KO2 1.219 1.297 NE2 1.348 1.429
KO3 1.216 1.291 NE3 1.342 1.406
KO4 1.214 1.295 NE4 1.350 1.431


Figure 3. Scatter plots of NICS(1)zz vs R(C—O) and R(C—N).
Correlation coefficient for the first line is�0.996 and for the
next �0.982


Figure 4. Dependence of R(C—N) on R(C—O). The black
triangle represents the point of R(C—N)opt and R(C—O)opt
taken from HOMA modeling


Table 4. Relative indices of aromaticity [�HOMA(Ph), �HOMA(OCCNO) and �NICS(1)zz]
a, energies of isomerization [relative


electronic �E(0 K) and Gibbs free �G(298K) energies in kcalmol�1]a and percentage contents (%) of tautomers–rotamers of
o-nitrosophenol


Isomer �HOMA(Ph) �HOMA(OCCNO) �NICS(1)zz �E(0 K) �G(298 K) %


KO1 �0.656 �0.291 18.43 3.2 3.2 0.4
KO2 �1.317 �1.014 28.46 12.4 11.9 <0.001
KO3 �1.399 �1.144 30.30 11.2 10.5 <0.001
KO4 �1.415 �1.082 29.82 18.3 17.2 <0.001
NE1 0.000 0.000 0.00 0.0 0.0 98.4
NE2 0.052 �0.224 �2.77 10.5 10.0 <0.001
NE3 0.037 �0.082 0.03 2.8 2.6 1.2
NE4 0.059 �0.219 �1.52 9.0 8.5 <0.001


a All parameters relative to that found for the NE1 structure.
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strength in NE1. In the rotamer NE3 there is another
H-bond, —OH towards the nitrogen atom in the nitroso
group. Its �E(0 K) value is 2.8 kcal mol�1 [�G(298 K)¼
2.6 kcal mol�1] whereas that of the NE4 rotamer without
such interaction is 9.0 (8.5) kcal mol�1. The difference,
6.2 (5.9) kcal mol�1, might suggest that the OH � � �O
interaction is stronger by > 4 kcal mol�1 than the OH� � �
N interaction. However, note that the quasi ring in NE1 is
six-membered whereas in NE3 it is five-membered.
Hence a stronger strain may appear in the NE3 quasi
ring. The O—H—O and O—H—N angles, 144.4 � and
114.5 �, respectively, support this explanation.


For ketoxime structures, only the KO1 rotamer, where
strong push–pull interaction is weakened by the NH � � �O
H-bonding, is relatively stable with �E(0 K) [and
�G(298 K)]¼ 3.2 kcal mol�1, whereas for all other struc-
tures strong push–pull interaction between the —NOHþ


and —O� groups leads to clear destabilization. KO2 is a
rotamer in which the H-bond of KO1 is broken, and the
difference between the relative energies of KO1 and
KO2, equal to 9.2 (8.7) kcal mol�1, is often assumed to
be a qualitative measure of —NOHþ � � �O� H-bond
strength.42,43 The change in conformation of the —OH
group (owing to its rotation) may also contribute to this
energy difference. Note that this energy difference in-
cludes the stabilization due both to the H-bond itself and
also to a geometry deformation which is associated with
an increase in �-electron delocalization. On the other
hand, lone pair–lone pair repulsions possible in all non-
chelated structures (KO2, KO3, KO4, NE2 and NE4) may
be one of the reasons for their high energies. This means
that the estimated measures of H-bond strength in the
chelated structures (KO1, NE1 and NE3) may be smaller
than the difference between the energies of the corre-
sponding rotamers with and without H-bonding (KO1
and KO2, NE1 and NE2, NE3 and NE4).


It results from the above discussion that in the case of
NE systems the HOMA and NICS values of the phenyl
ring do not change significantly for all rotamers and
indicate high �-electron delocalization (Tables 1 and 2).
The relative changes in HOMA and NICS(1)zz values are
not larger than 0.10 and 3.0, respectively (Table 4). Some
difference in �-electron delocalization appears in the case
of the OCCNO moiety. When the OH � � �O and OH � � �N
H-bonds are formed in NE1 and NE3, the HOMA values
are equal to 0.686 and 0.604, respectively. On the other
hand, the HOMA values for the systems without H-bonds
are much lower, 0.462 and 0.467 for NE2 and NE4,
respectively. The lack of H-bonding results in a stronger
push–pull interaction between the —OH and —NO
groups, and in consequence in a more localized �-
structure.


In the case of KO rotamers, strong push–pull interac-
tion between the —NOHþ and —O� groups strongly
localizes the �-electron structure, leading to negative
HOMA values and close to zero NICSs. The only excep-
tion is KO1, where push–pull interaction is weakened by


H-bonding between —NOHþ and —O� groups. For
this case �E(0 K) [and �G(298 K)] is 3.2 kcal mol� 1


(stabilization comparable to that for NE1 and NE3). For
all the other KO rotamers, the relative energies are
> 11 kcal mol�1.


Thermal corrections (not larger than 0.5 kcal mol�1)
and changes in entropy (T�S term not larger than
2 kcal mol�1) are very small for all tautomers–rotamers,
and have only a slight effect on their relative stabilities.
Interestingly, tautomerization between the most stable
ketoxime (KO1) and the most stable nitrosoenol (NE1)
tautomer can be considered as the isoentropic process
(T�S¼ 0 kcal mol�1) since tautomers do not change the
symmetry, both are H-bonded and both possess the six-
membered quasi ring. Similar isoentropic behavior has
recently been observed at the same level of theory for the
simplest intramolecularly H-bonded ketoxime–nitrosoe-
nol system (without any additional �-electron substitu-
ents as given in Scheme 2).14 However, interrelation
between stabilization and �-electron delocalization of
the ketoxime and nitrosoenol tautomers in this system
is different from that in o-nitrosophenol.


For the simplest ketoxime–nitrosoenol system, shown
at the bottom of Scheme 2, �-electron delocalization is
not in line with stability of the tautomers. The ketoxime
form with less delocalized �-electrons in the quasi ring
(HOMA 0.448) is more stable than the nitrosoenol form,
with exceptionally high (as for the quasi ring) �-electron
delocalization (HOMA 0.937). In this case, �-electron
delocalization is an important but not the main factor that
decides about tautomeric preference. H-bonding and
stability of functionalities seem to play a principal role.
The situation changes dramatically in o-nitrosophenol,
where the quasi ring is part of the phenyl ring. In this
case, �-electron delocalization in the phenyl ring seems
to be responsible for tautomeric stabilities. Tautomeric
equilibrium is shifted strongly towards the more aromatic
nitrosoenol form. Although the presence of the phenyl
ring decreases �-electron delocalization in the quasi ring
to a higher degree for the nitrosoenol form than for the
ketoxime form in comparison with the simplest system


Scheme 2. Influence of the phenyl ring on tautomeric
equilibrium and �-electron distribution (HOMA index) in
ketoxime–nitrosoenol H-bonded systems
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(HOMA is reduced from 0.937 to 0.686 and from 0.448 to
0.393, respectively), the nitrosoenol form with higher �-
electron delocalization in the phenyl ring (HOMA 0.909)
than that in the ketoxime form (HOMA 0.253) is favored
in the tautomeric mixture. In consequence, �-electron
delocalization in both rings (phenyl and quasi) is in line
with the stability of tautomers.


In conclusion, aromaticity of the phenyl ring plays a
principal role in stability of the favored tautomer of
o-nitrosophenol. Localization of the �-electron structure
due to a strong push–pull effect of ortho substituents
destabilizes the system. H-bonding decreasing the
push–pull interaction between the electron-donating
group (OH or O� ) and the electron-accepting group
(NO or NOHþ ) stabilizes the system and increases
�-electron delocalization.
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ABSTRACT: A simple alternative solvent scale is suggested using phenylazonaphthol azo dyes which exhibit azo–
hydrazone tautomerism, e.g. Orange II, enabling nanopolarities to be measured by UV–visible spectrophotometry.
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Solvent polarity is a key factor in many chemical reac-
tions.1 In quantifying solvent effects, the relative permit-
tivity (dielectric constant, ") of the bulk medium is not a
good parameter as it does not always reflect the nanoscale
solute–solvent interactions important in chemistry. To
provide better solvent scales, a number of empirical
parameters have been used, e.g. EN


T and Z values, based
on the solvent-induced shifts in the UV–visible absorp-
tion maxima of cationic dyes.2–4 Although these scales
are extremely useful for isotropic solutions, and may
function in some materials,5,6 in many nanostructured
environments they can fail simply because the dye
spectrum is subject to further, non-polarity-based effects
in these situations.7 For example, within the nanopores of
cotton, most dye spectra exhibit small bathochromic band
shifts, thought to be due to restricted rotation upon
adsorption and adoption of a more planar structure.7 In
such situations, other polarity techniques can be used,
such as ESR measurement of the nitrogen hyperfine
coupling constant, aN(15N), of nitroxide spin probes.8


However, this requires specialist equipment and again
fails for adsorbed species, particularly, when immobili-
zation produces solid-state spectra.


A simple alternative solvent scale is suggested here
using phenylazonaphthol azo dyes which exhibit azo–
hydrazone tautomerism, e.g. Orange II:


N
N


HO
NaO3S NH


N


O
NaO3S


azo                hydrazone
 


The individual tautomers have distinct UV–visible
spectra and the position of equilibrium is strongly solvent
dependent,4,9–12 with the the hydrazone tautomer predo-
minating in highly polar media.11–13 This is illustrated in
Fig. 1 for Orange II.


As the polarity of the solvent decreases, the relative
size of the shoulder at �¼ 430 nm grows, reflecting an
increase in the azo fraction. The azo/hydrazone fraction
may be quantified simply by the relative absorption at the
�max of hydrazone tautomer at 480–485 nm to the
shoulder at �¼ 430 nm and these values (�) correlate
well with the classical solvent parameter, EN


T , in solution
(Fig. 2), such that


EN
T ¼ 1:76 � 1:72� R2 ¼ 0:86 ð1Þ


Measurement of � has a clear advantage that it does not
depend critically on the �max of the azo dye, but is solvent
polarity dependent. As a test of the system, the dye was
adsorbed into cotton ("¼ 1.3) and the UV–visible spec-
trum was measured by reflectance and is also shown in
Fig. 1. The long-wavelength absorption band shows a
large shift to higher wavelength, believed to be due to
restricted rotation of the dye on adsorption within the
cotton nanostructure. This makes measurement of polar-
ity via �max impossible, but in all other respects the
spectrum appears normal and a � value can be easily
obtained, which via Eqn (1) converts to an EN


T of 1,
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matching water. Previous ESR work on the polarity of the
nanopores in cotton8b,c showed that species in the bulk of
the pores have a polarity similar to that of water, but
could not properly assess the polarity of species adsorbed
on the walls of the pore. It is most likely that dyes are
adsorbed on the walls, and the present results show that


under normal humidities these areas are hydrophilic.
Cotton under normal humidities contains �8% of water
by weight, all within the nanopores.14 Hence it is reason-
able that these areas are hydrophilic; however, it is
notable that the cellulose chains of the amorphous nano-
pores have no effect in reducing the polarity experienced
by the dye. Interestingly, a separate study has suggested
the walls are hydrophobic,15 but this result, based on
the cleavage time of a photoexcited ketone, may well
have been distorted by restricted rotation effects altering
the lifetime.


A powerful feature of using solvent scales based on
phenylazonaphthol dyes is that related dye derivatives
can be selected to characterize fully the polarity of
polysaccharide chains,7 those of other fabric types,7 e.g.
nylon and polyester, and the microheterogeneous regions
of inorganic and biological materials, such as zeolites and
proteins.
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Figure 1. Normalized UV–visible spectra of Orange II in
water, ethanol, propan-2-ol, propan-1-ol, acetonitrile, tetra-
hydofuran and acetone, from bottom to top. The normal-
ized Kubelka–Munk spectrum of Orange II in non-
mercerized cotton is indicated
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Figure 2. Linear correlation of azo–hydrazone tautomerism
parameter � with the normalized solvent parameter ET


N.1


Solvents used were water, methanol, ethanol, propan-2-ol,
propan-1-ol, acetonitrile, tetrahydofuran, acetone and ethyl
acetate
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ABSTRACT: The influence of a series of alkyl-substituted 3-cyano-2-pyridones on the kinetics of the reaction of
p-nitrophenyl acetate (10) with n-butylamine (9) was studied. The reactions were monitored under pseudo-first-order
conditions using an excess of n-butylamine by 1H NMR spectroscopy at 23 �C in CDCl3. A non-linear dependence of
the observed rate constants kobs on the pyridone concentration was observed in all cases. The results were analysed
using two different kinetic models. The first model is based on the amine-catalysed background reaction in
combination with a pyridone-catalysed process, whose efficiency is reduced through dimerization of the pyridone
catalyst to an inactive dimer. The second model also involves the amine-catalysed background process, now in
combination with a catalysed process proceeding through pre-equilibrium complexation of the substrate with a 1:1
amine–pyridone complex and a second (rate-determining) step involving C—N bond formation. In addition to these
kinetic studies, the aggregation behaviour of pyridones 2 and 3 was also studied in pure deuteriochloroform solutions
and mixtures of n-butylamine and deuteriochloroform. While substantial aggregation to dimers occurs for both
pyridones in deuteriochloroform, no such dimerization appears to occur in deuteriochloroform solutions containing
250� 10�3 mol l�1 n-butylamine. This finding strongly supports kinetic model 2 as the more realistic choice.
Copyright # 2005 John Wiley & Sons, Ltd.
Supplementary electronic material for this paper is available in Wiley Interscience at http://www.interscience.
wiley.com/jpages/0894-3230/suppmat/
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INTRODUCTION


Ester aminolysis is an important reaction for the synthesis
of amides and peptides and has accordingly been studied
for a large variety of systems.1 Catalysis by acids and
bases is frequently observed, but unattractive for the
construction of sensitive and stereochemically complex
structures.2–4 The catalytic activity of pyridones was
studied early on in simple model systems such as
p-nitrophenyl acetate (10) and n-butylamine (9) and
also more complex systems containing amino acid sub-
strates.5–8 It has been proposed that the catalytic effi-
ciency of 2-pyridones is based on the property of
simultaneously donating and accepting a hydrogen
bond.9 Most of the studies have concentrated on parent
system 1, which is known to equilibrate, depending on
the polarity of the surrounding solvent, between the
two known tautomeric forms 2-pyridone (1a) and 2-


hydroxypyridine (1b) (Scheme 1).10,11 Both of these
tautomers can, of course, act as ‘bifunctional’ catalysts.


Tautomers 1a and 1b are known to aggregate readily,
especially in apolar solution, the symmetric dimer I and
the chain motive II being two conceivable association
patterns (Scheme 1). The aggregation behaviour in solu-
tion has been studied quantitatively by UV–visible mea-
surements in cyclohexane and decane,10 by IR techniques
in CCl4,12 by vapour pressure osmometry in chloroform,13


and by 1H NMR spectroscopy in THF-d8.9 All of these
studies are in clear support of a dimeric structure in the
particular solvent and hence in the liquid phase. Earlier
work on the pyridone-catalysed reaction of p-nitrophenyl
acetate (10) and n-butylamine (9) in chlorobenzene was
limited to a narrow concentration range owing to solubi-
lity problems of the pyridone catalysts.7 We have now
synthesized a series of alkyl-substituted 2-pyridones (2–8)
(Scheme 2), which are likely to display improved solubi-
lity in apolar media.14 For selected candidates of this
series, we first studied the aggregation behaviour in a low-
polarity solvent such as CDCl3, and subsequently the
catalytic activity of 1–8 in the reaction of p-nitrophenyl
acetate (10) with n-butylamine (9).
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RESULTS AND DISCUSSION


Association behaviour of 2-pyridones


The aggregation behaviour of pyridones 2 and 3 was
studied in detail in deuteriochloroform solution. Pyridone
2 was chosen owing to its remarkably short hydrogen
bonds formed in the solid state.14 Pyridone 3 is closely
related to 2 in structural terms, but shows significantly
better solubility in CDCl3 at 298 K (2, 40� 10�3 mol l�1;
3, 120� 10�3 mol l�1). In particular when compared with
simpler derivatives such as 5 (0.9� 10�3 mol l�1), the
aggregation behaviour of 2 can conveniently be studied
using 1H NMR spectroscopy (600 MHz) in CDCl3. Of
particular relevance for these studies performed at 300 K
and a concentration of 10� 10�3 mol l�1 is the NH
resonance located in the spectrum at around 13.45 ppm
(typically observed as a broad signal), the resonance for
the aromatic proton located at C-4 of the pyridone ring at
7.75 ppm (singlet) and the 7-CH2 group located in close
proximity to the NH unit, which can be found as a triplet
at 3.02 ppm (J¼ 7.5 Hz). On lowering the temperature to
�53 �C (220 K), we observe splitting of the NH signal to
provide two new signals at 6.63 and 14.15 ppm. In line
with previous studies of H-bonded systems, we attribute
the signal at 6.63 ppm to the monomeric pyridone 2
[�M(2)] and the signal at 14.15 ppm to its dimer
[�D(2)].15 In order to characterize the equilibrium be-
tween these species in a quantitative manner, the 1H
NMR spectrum was measured at different concentrations
(regular intervals from 1� 10�3 to 15� 10�3 mol l�1 in
deuteriochloroform) at 300 K (Fig. 1).16


Following the procedure of Chen and co-workers17 and
Horman and Dreux,18 the experimental data were fitted to
a simple dimerization model described through Eqns (1)
and (2) (for further details see the supplementary mate-
rial, available in Wiley Interscience):


�obs ¼ �D � j�D � �Mj
2Ka


� �1=2 j�obs � �Mj
½M�0


� �1=2


ð1Þ


�obs ¼ �M þ fDð�D � �MÞ ð2Þ


The observed shift (�obs) is expressed in terms of the
monomer shift (�M), the dimer shift (�D), the total
concentration of the pyridone 2([M]0), the dimerization
constant (Ka) and the mole fraction of the dimer ( fD). The
variable parameters in the fitting process are Ka, �M and
�D (Table 1). The values of �M(2)¼ 6.44� 0.07 ppm and
�D(2)¼ 14.04� 0.01 ppm obtained from these measure-
ments are in close agreement with those obtained pre-
viously in low-temperature 1H NMR studies (Table 1).


The value of the association constant Ka(2)¼
(8.3� 0.1)� 103


M
�1 (CDCl3, 300 K) is smaller than


that obtained by Persico et al.11c for dipyridone systems
linked by rigid spacers of Ka¼ 6� 104


M
�1 (CDCl3,


298 K), but larger than that measured for parent com-
pound 1 of Ka(1)¼ 2.9� 103


M
�1 and for the closely


related 3-ethoxycarbonyl-2(1H)-pyridone of Ka¼ 1.3�
103


M
�1 (CDCl3, 296 K).19 The association constant


Scheme 1


Scheme 2


Figure 1. Concentration dependence of selected 1H NMR
data for 2 (CDCl3, 300 K)


Table 1. Results for 1H NMR studies of pyridones 2 and 3
performed at various temperatures (T ) and concentrations [c]


Pyridone 2 Pyridone 3


Parameter Variable T Variable [c] Variable [c]
(T¼ 300 K) (T¼ 300 K)


�M (ppm) 6.63 6.44� 0.07 6.22� 0.12
�D (ppm) 14.15 14.04� 0.01 13.57� 0.02
Ka (M�1) — 8340� 104 7778� 163
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determined for 3 using the same approach is similar to
that of 2 at Ka(3)¼ (7.8� 0.2)� 103


M
�1 (CDCl3, 300 K).


In order to support further the formation of dimers as the
dominant form of aggregation in apolar solution, we
follow the procedure described by Quaglia et al.20 This
procedure involves the correlation of the relative aggre-
gation-induced shifts (��¼ �� �min) of two different
proton positions of 2. A linear dependence should be
observed if only dimers and no higher aggregates exist in
solution. For this type of analysis, we select the signals
corresponding to the amide proton and the protons at C-7.
The C-7 methylene group is best suited for the analysis,
because the corresponding 1H NMR signal shifts signifi-
cantly with changes in concentration.


The excellent linear dependence between the two 1H
NMR shifts with a correlation factor of 0.996 over the
whole concentration range (Fig. 2) supports symmetric
dimers as the main form of aggregation in apolar sol-
vents. Following the same procedure as described already
for the amide proton signal (NH), the concentration-
dependent signals for the C-7 protons can be fitted to a
dimerization model with the same result for
Ka(2)¼ 8.3� 103


M
�1. The reactivity studies (see below)


were performed in CDCl3 containing significant concen-
trations of the reactants. Of these, the amine n-butyl-
amine (9) may be the most likely to raise the overall
polarity of the reaction medium. The concentration-
dependent 1H NMR spectra of pyridone 2 were therefore
reinvestigated in the presence of 250� 10�3 mol l�1 of
amine 9 (Fig. 3). This concentration corresponds to that
used in the reactivity studies. Owing to the interference of
signals belonging to the various NH groups present in
solution, we must limit ourselves now to the analysis of
the C-7 proton signals of 2 for concentrations above
1.5� 10�3 mol l�1 (Fig. 3). At this low pyridone concen-
tration, the C-7 proton signal is located at 2.72 ppm in the
presence of amine 9 (open squares in Fig. 3) and at
2.98 ppm in pure CDCl3 (closed diamonds in Fig. 3). In
order to facilitate the comparison of the two sets of data,


we use here the 1H NMR shifts (�obs) relative to those
measured at the lowest concentration of 1.5�
10�3 mol l�1 (�1.5). In contrast to the situation in pure
CDCl3, there is hardly any concentration-induced varia-
tion of the signal for the C-7 protons in this case. This
suggests that addition of 250� 10�3 mol l�1 of amine 9
to chloroform solutions of pyridone 2 leads to complete
disruption of its hydrogen-bonded dimers. This effect can
most readily be rationalized by assuming the formation of
1:1 (or higher order) complexes of 2 with amine 9.


Reactivity studies


The catalytic activity of pyridones 1–8 was studied for the
reaction of n-butylamine (9) with p-nitrophenyl acetate
(10) in CDCl3 at ambient temperature (Scheme 3).


The reaction rate was studied under pseudo-first-order
conditions using amine 9 in large excess (250�
10�3 mol l�1). Under these conditions, the turnover of
ester 10 can be expressed as a first-order process follow-
ing the simple rate law in Eqn (3):


½ester� ¼ ½ester�0expð�kobstÞ ð3Þ


kobs ¼ kA½amine�2 þ kcat½amine�½cat� ð4Þ


Figure 2. Correlation of the association-induced shifts of
the NH proton vs the 7-CH2 protons


Figure 3. Concentration dependence of the 7-CH2
1H NMR


signal in the presence (open squares) and the absence
(closed diamonds) of n-butylamine (250� 10�3 mol l�1)


Scheme 3
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Based on earlier studies of the same reaction in
chlorobenzene, we expect that the pseudo-first-order
rate constant kobs is composed of at least two components
[Eqn (4)].7 The first component is second order in amine
and describes the self-catalysed process in the absence of
any added catalyst. The second term is first order in
amine and describes the (pyridone) catalysed process.
Additional terms (e.g. those for the uncatalysed process
being first order in amine) are not significant at the
reaction conditions chosen here and are therefore ne-
glected.5,21 The catalytic rate constant kcat reflecting
the catalytic potential of pyridones 1–8 can be deter-
mined by measuring the rate constant kobs as a function of
the catalyst concentration. However, the results shown in
Fig. 4 for pyridone 2 are clearly not in line with Eqn (4),
since the rate constant kobs depends on the concentration
of catalyst 2 in a decidedly non-linear fashion.


This has in the past been understood as a reflection of
the propensity of pyridones to form (catalytically inac-
tive) dimers in apolar solution.5,7 In quantitative terms,
the equilibrium between monomeric pyridones (such as
1a and 1b in Scheme 1) and pyridone dimers (such as I in
Scheme 1) can be described using Eqn (5). The monomer
concentration [M] is given here as a function of the total
pyridone concentration [M]0 and the dimerization con-
stant Ka.


½M� ¼
8Ka½M�0 þ 1
� �1=2�1


4Ka


ð5Þ


kobs


½amine� ¼ kA½amine� þ kcat


8Ka½M�0 þ 1
� �1=2�1


4Ka


ð6Þ


Assuming that only the pyridone monomers are cata-
lytically active, the expression for the monomer concen-
tration [M] in Eqn (5) can be combined with Eqn (4) to


yield a new expression for the dependence of the ob-
served rate constant kobs on the total pyridone concentra-
tion [M]0 [Eqn (6)]. This will in the following be referred
to as kinetic model 1. Equation (6) can be used to
reproduce the change in kobs with the total catalyst
concentration [M]0 in a non-linear fitting procedure,
giving access to the rate constants kcat and kA and the
dimerization constant Ka. In order to reduce the number
of unknown parameters, the rate constant kA was deter-
mined in the absence of any catalyst as kA¼
1.066� 10�2 l2 mol�2 s�1 at 296 K. Using catalyst con-
centrations of up to 20� 10�3 mol l�1, the rate data for
pyridones 1–8 given in Table 2 were then obtained.


The results obtained for pyridones 2 and 3 are in
surprising contrast to those of the 1H NMR studies.
Whereas the latter predict practically no dimerization in
chloroform–n-butylamine solutions, the Ka value ob-
tained for 2 from kinetic model 1 is much larger than
that determined for pure chloroform solutions (244 000
vs 8340 M


�1). Moreover, the Ka values determined for 2
and 3 (having rather similar structures) using kinetic
model 1 are vastly different, whereas no such difference
is apparent from the 1H NMR results. Also, the associa-
tion constants determined from kinetic model 1 for
pyridones 5–8 are difficult to explain with the structural
characteristics of these compounds. It is particularly
irritating to see that the association constants are much
larger for the tert-butyl substituted pyridone 8 than for
the ethyl- and isopropyl-substituted compounds 6 and 7.
Taken together, the association constants predicted
from kinetic model 1 seem unreliable, despite the fact
that Eqn (6) can be used to fit the non-linear de-
pendence of the observed rate constant kobs on the total
pyridone concentration in a satisfactory manner. The
same must, unfortunately, also be said of the catalytic
rate constants kcat, whose values are determined simulta-
neously with Ka.


An alternative model for the non-linear dependence of
the observed rate on the total catalyst concentration is
based on the assumption of the pre-equilibrium com-
plexation of the ester substrate with the pyridone catalyst
(Scheme 4). At the high amine concentrations used in the


Figure 4. Dependence of the ratio kobs/[amine] on the
concentration of pyridone 2. The curve corresponds to
that predicted by Eqn (6)


Table 2. Rate constants kcat and dimerization constants Ka


for kinetic model 1a


Compound kcat (l2 mol�2 s�1) Ka (l mol�1)


1 7.8� 10�1� 2� 10�2 230� 15
2 1.3� 101� 2� 10�1 244 000� 6900
3 1.1� 100� 2� 10�2 750� 32
4 4.2� 10�1� 1� 10�2 136� 10
5 1.2� 101� 3� 10�1 315 000� 15 000
6 3.8� 10�1� 2� 10�2 444� 61
7 2.5� 10�1� 9� 10�3 455� 40
8 9.1� 100� 9� 10�1 143 000� 29 000


a All results were obtained by assuming a rate constant for the background
reaction of kA ¼ 1.066� 10�2 l2 mol�2 s�1 (296 K, 0.25 mol l�1 n-butyl-
amine).
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experiment, the catalyst will most likely be present as a
1:1 amine–pyridone complex (The amine concentration
exceeds that of the catalyst by at least 12.5-fold even at
the highest catalyst concentrations used in this study).22


This assumption is also in line with the influence of added
butylamine on the NMR spectroscopic properties of
pyridone 2 as described in Fig. 3. The catalyst–amine
complex will in the following be designated with the
‘cat*’ symbol. The concentration of this species is as-
sumed to be identical with the total pyridone concentra-
tion [cat]0. Formation of the catalyst–substrate complex
proceeds with equilibrium constant KC and can be ex-
pected to be rapid as compared with the following (rate-
determining) step, in which formation of the amide bond
occurs. In parallel with this catalysed process (I), we must
(as in kinetic model 1) also expect the self-catalysed
aminolysis (II) to occur at substantial rates and consider
the decrease of ester concentration. This completes the
definition of kinetic model 2, which has in the past been
used to rationalize the methylimidazole-catalysed hydro-
lysis of p-nitrophenyl carboxylate esters, the aminolysis
of sulfamate esters in chloroform and metal ion-assisted
methanolysis of acetylimidazoles.23–25 In line with the 1H
NMR experiments performed in the presence of amine 9,
kinetic model 2 does not assume any self-association of
the pyridone catalysts, but quantitative formation of
pyridone–amine complexes. The formation of pyri-
done–ester complexes is, of course, equally possible.
However, given the changes observed in the 1H NMR
spectrum of 2 on addition of butylamine and the lack of
such an effect on addition of ester 10, we prefer the
assumption of predominant pyridone–amine complex
formation.


The definition of the observed rate constant kobs for
kinetic model 2 is given by the equation


kobs ¼
k0 þ kcatKC½cat��
ð1 þ KC½cat��Þ ð7Þ


The first variable in Eqn (7), k0 ¼ kA[amine]2, des-
cribes the self-catalysed process. The second term
describes the pyridone-catalysed pathway with the
catalytic constant kcat, the complexation constant KC


and the corresponding concentration of the amine-
complexed catalyst [cat*]. Owing to the nature of the
latter, the amine concentration does not appear expli-
citly in this second term. The KC and kcat values were
obtained by non-linear least-squares fitting of the
experimentally determined values of kobs to Eqn (7).


The rate constant kA was again held constant at its
independently determined value of kA ¼ 1.066�
10�2 l2 mol�2 s�1 at 296 K. The experimentally mea-
sured values for pyridone 2 and the curve predicted by
Eqn (7) are shown in Fig. 5. The results obtained for
pyridones 1–8 are given in Table 3.


The substrate–catalyst association constants KC pre-
dicted by kinetic model 2 are small and depend much less
on the structural characteristics of catalysts 1–8 than the
effective dimerization constant Ka (Table 2). Variations in
the catalytic rate constant kcat are also much smaller than
predicted by kinetic model 1 and again show little
variation with the catalyst structure. The catalytic activity
of pyridones 1–8 can best be characterized by the ratio of
the rate constant for the pyridone-catalysed pathway
(kcat) and the effective background rate constant (k0) as
contained in Eqn (7) for the observed rate constant kobs.
The values reported in Table 3 were obtained for a
concentration of [9]¼ 0.250 mol l�1. In practically all
cases the calculated speedup ratio kcat/k0 is modest and
shows little variation with the substitution pattern of the


Scheme 4


Figure 5. Dependence of the pseudo-first-order rate con-
stant kobs on the concentration of pyridone 2. The curve
corresponds to that predicted by Eqn (7)


Table 3. Rate constants kcat and complexation constants KC


for kinetic model 2a


Compound kcat (s�1) KC (l mol�1) kcat/k0
b


1 2.30� 10�3� 3� 10�5 85� 3 3.45
2 1.30� 10�3� 2� 10�5 248� 18 1.95
3 1.81� 10�3� 2� 10�5 127� 5 2.72
4 1.67� 10�3� 2� 10�5 87� 3 2.51
5 9.82� 10�4� 1� 10�5 584� 40 1.47
6 1.08� 10�3� 2� 10�5 156� 14 1.62
7 9.99� 10�4� 1� 10�5 118� 6 1.50
8 1.46� 10�3� 7� 10�5 146� 27 2.19


a All results were obtained by assuming a rate constant for the back-
ground reaction of kA¼ 1.066� 10�2 l2 mol�2 s�1 (23 �C, 0.25 mol l�1 n-
butylamine).
b see text for definition.
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pyridone catalysts. It is particularly interesting to see that
the size of the C-6 substituent does not perturb the
catalytic efficiency of the catalysts. This would be more
in line with a purely supramolecular mechanism of
catalysis, in which the pyridone catalysts provide a
hydrogen bonding environment that is more favourable
for the aminolysis transition state than the substrate
ground state, but cannot rule out alternative mechanisms
including double hydrogen transfer (see below).26


CONCLUSIONS


The combination of results obtained from temperature-
and concentration-dependent 1H NMR measurements
with those obtained from kinetic studies of the aminolysis
reaction of p-nitrophenyl acetate in CDCl3 leaves no
doubt that the reactivity data for pyridones 1–8 can best
be analysed using kinetic model 2. According to this
model, the pyridone catalysts (present as 1:1 pyridone–
amine complexes) form a weakly bound complex with
the p-nitrophenyl acetate substrate. Unimolecular reac-
tion of this substrate complex to yield the product amide
11 and p-nitrophenol (12) represents the rate-limiting
step of this sequence. Comparison of the self-catalysed
background reaction and the pyridone-catalysed pathway
at high catalyst loadings shows that the pyridones 1–8 are
not sufficiently active to accelerate the overall reaction
substantially.


The low sensitivity of the catalytic rate constant kcat on
the substitution pattern of pyridones 1–8 can best be
rationalized by assuming the stabilization of the amino-
lysis transition state through favourable hydrogen bond-
ing interactions (a supramolecular effect). This is in
contrast to earlier suggestions that, starting from a reac-
tant complex such as 13 (Scheme 5), bifunctional cata-
lysis through pyridones follows a double proton transfer
mechanism through a formally eight-membered ring as
depicted in structure 14. Alternatively, the reaction may
proceed through the same mechanism as in the uncata-
lysed case, in which amine and ester react directly
through a four-membered ring transition state. As re-
flected in transition structure 15, the catalytic effects of
pyridones would then be the result of providing a hydro-
gen bonding environment particularly favourable for the
aminolysis transition state. However, the experimental


results obtained in this study cannot be used to rule out
one of these two mechanistic options. The small varia-
tions in kcat as a function of pyridone structure are,
however, more easy to reconcile with transition structure
15, in which the pyridone is not actively involved in any
bond making/bond breaking processes.


EXPERIMENTAL


Materials. Pyridones 2–8 were synthesized and purified
according to the procedures described in Ref. 14. Pyr-
idone 1 was purchased from Aldrich, recrystallized from
acetone, dried in vacuo and stored under nitrogen prior to
use.


General procedure for dimerization studies (1H NMR
spectroscopy). All concentration-dependent measure-
ments for 2 and 3 were recorded on a Bruker AMX 600
(600.13 MHz) spectrometer at a constant temperature of
300.00� 0.05 K. Before the measurements, all solutions
were freshly prepared by a dilution series from one stock
solution. Deuteriochloroform was stored over CaH2 and
distilled under a nitrogen atmosphere prior to use. The
same procedure was applied to prepare the samples for
the low-temperature measurements on a Varian VXR
400 S spectrometer. All measurements were performed
at a constant temperature of 219.75� 0.05 K (�53.4 �C)
in deuteriochloroform in triplicate form.


General procedure for the kinetic studies by 1H NMR
spectroscopy. All kinetic measurements were recorded at
a constant temperature of 296.15 K (23 �C) on a Varian
Mercury 200 (199.98 MHz) spectrometer. The reaction
rate was determined by following the signals for the aryl
protons of p-nitrophenyl acetate and p-nitrophenol. Be-
fore the measurements, the solutions with the required
concentrations of n-butylamine (9) (250� 10�3 mol l�1),
p-nitrophenyl acetate (10) (50� 10�3 mol l�1) and the
appropriate catalyst (various concentrations) were freshly
prepared. Deuteriochloroform was stored over CaH2 and
distilled under a nitrogen atmosphere prior to use.
n-Butylamine (9) was purified in the same manner.
Compound 10 was recrystallized from hexane27 and,
after confirmation of the correct elemental analysis,
stored under a nitrogen atmosphere prior to use. There
are two basic procedures for the preparation of the
solutions and the reaction mixtures, as follows.


Procedure 1. For catalysts that are sufficiently soluble in
deuteriochloroform (1–4 and 6–8) a stock solution of
known concentration can be prepared directly from the
catalyst and deuteriochloroform. Variation of the catalyst
concentration is achieved through dilution with CDCl3.
The three solutions containing the amine 9, the ester 10
and the catalyst are mixed in equal portions of 180 ml
each in the NMR tube immediately prior to use.Scheme 5
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Procedure 2. Catalyst 5 is less soluble in CDCl3 but more
soluble in n-butylamine–CDCl3 solution. Hence prepara-
tion is achieved by dissolving an exact amount of catalyst
in a well-defined volume of n-butylamine solution in
CDCl3. The amine concentration is identical with that
used in the measurements. Dilution of the catalyst solu-
tion for varying concentrations is achieved in the same
manner as described in Procedure 1, but now using the n-
butylamine–deuteriochloroform solution. The reaction
mixtures are prepared through addition of 25ml of 2 M


ester solution to 1 ml of the appropriate n-butylamine–
catalyst solution in the NMR tube.


Acknowledgement


We thank the DFG for financial support of this project
(Zi 436/4-2).


REFERENCES
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ABSTRACT: The kinetics of 1,3-dipolar cycloadditions of benzonitrile oxide with a series of N-substituted
maleimides and with cyclopentene are reported for water, a wide range of organic solvents and binary solvent
mixtures. The results indicate the importance of both solvent polarity and specific hydrogen-bond interactions in
governing the rates of the reactions. The aforementioned reactions are examples for which these factors often
counteract, leading to a complex dependence of rate constants on the nature of the solvent. For the reactions of N-
ethylmaleimide and N-n-butylmaleimide with benzonitrile oxide, isobaric activation parameters have been deter-
mined in several organic solvents, water, and water–1-propanol mixtures. Interestingly, the activation parameters
reveal significant differences in solvation in different solvents that are not clearly reflected in the rate constants. In
highly aqueous mixtures, enforced hydrophobic interactions lead to an increase in rate constant, relative to organic
solvents. However, the overall rate enhancement in water is modest, if present at all, because the solvent polarity
diminishes the rate constant. This pattern contrasts with common Diels–Alder reactions, where polarity, hydrogen-
bond donor capacity and enforced hydrophobic interactions work together, which can result in impressive rate
accelerations in water. Copyright # 2005 John Wiley & Sons, Ltd.


KEYWORDS: Diels–Alder reaction; cycloaddition; water; hydrophobic interactions; binary solvent mixtures; isobaric


activation parameters


INTRODUCTION


Diels–Alder (DA) reactions are often described as rela-
tively insensitive towards the nature of the solvent,
although rate enhancements of the order of 102–103 on
going from n-hexane to water are nevertheless commonly
found.1 Rate constants of 1,3-dipolar cycloadditions
(DC) are even less dependent on the the solvent.2–5


Even rate constants in water hardly differ from those in
other solvents and, when accelerations are observed,6–8


they are modest, compared with those for DA reactions.
Notably, DC reactions sometimes show a reverse depen-
dence of rate constant on the polarity of the medium, the
reactions being slowed in polar media.2,7,9,10 Intermedi-
ate cases are also known, leading to almost negligible
changes in rate constants. For example, for the reaction
between phenyldiazomethane and norbornene, rate con-
stants vary only by a factor of 1.8 over a wide range of
solvents (water not included).2 The inverse dependence
of rate constant on the polarity of the solvent is most
pronounced for nitrones and nitrile oxides as dipolaro-
philes. These compounds possess relatively high dipole


moments, which are (partially) lost during the activation
process. The latter accounts for the inverse dependence
on polarity. Rate constants plotted against ET(30) (a mea-
sure of the solvent polarity, see below) usually show a fair
correlation. However, rate constants in protic solvents
sometimes deviate from this trend.2 Lewis acids are also
known to sometimes induce either accelerations or in-
hibitions of DC reactions.11–13


1,3-Dipolar cycloadditions of benzonitrile oxide


Benzonitrile oxide (1, Scheme 1), a very reactive 1,3-
dipole, was first prepared in 1886 by Gabriel and
Koppe.14 Benzonitrile oxide is often generated in situ,
because it dimerizes quickly. In fact, it dimerizes in
solution so easily that its reactivity was at first not
recognized,15 but cycloadditions proceed smoothly even
with completely unactivated dipolarophiles such as
ethene under ordinary laboratory conditions.16 Cycload-
ditions with 1 were explored in the 1950s (for an over-
view, see in Ref. 17); early mechanistic studies include
Refs 18 and 19.


Solvent effects on DC reactions with 1 and derivatives
are remarkably small.2 Studies of solvent effects have
often been brief and inconclusive about the different
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factors that control rates.8,20,21 In a detailed kinetic study,
the DC reactions between 1 and several electron-rich and
electron-poor dipolarophiles have been studied for a
number of solvents, including water, and also for mix-
tures of ethanol and water.9 The dipolarophiles include
cyclopentene, methyl vinyl ketone and N-methylmalei-
mide. Whereas reactions involving an electron-rich di-
polarophile are still 3–10 times faster in water than in
most organic solvents, reactions involving electron-poor
dipolarophiles are slightly decelerated. This difference
was rationalized on the basis of FMO theory;22 1 is a
good hydrogen-bond acceptor, and its FMOs are lowered
in energy when dissolved in a protic solvent. On reacting
with the electron-rich dipolarophile cyclopentene, the
dominating interaction is LUMO1–HOMOcyclopentene.
Consequently, the energy gap, and hence the Gibbs
energy of activation, are smaller in a protic solvent. In
the case of an electron-poor dipolarophile, the dominat-
ing interaction is LUMOdipolarophile–HOMO1. FMO en-
ergies of both reactants are lowered in a protic solvent
(the electron-poor dipolarophiles studied are also suscep-
tible to hydrogen-bond formation), but it was proposed
that this occurs more effciently for 1, leading to a rate
retardation. (The relative energies of the FMOs of 1 and
electron-poor dipolarophiles are such that both LUMO1–
HOMOdipolarophile and HOMO1–LUMOdipolarophile inter-
actions may contribute significantly. The focus on only
one of these HOMO–LUMO interactions may therefore
not be fully justified, although this simplification was
sufficient to interpret the data presented in this paper.)
However, this explanation does not account for the
complicated dependence of the rate constants on the
solvent; for instance, k(n-hexane)� k(ethanol)� k(water)>
k(1,4-dioxane)> k(dichloromethane)� k(2,2,2-trifluoroeth-
anol) for the reaction of 1 with N-ethylmaleimide (2a,
Scheme 1). The fact that, for electron-poor dipolaro-


philes, rate constants in n-hexane, ethanol and water are
nearly equal contradicts the explanation of the lowering
of the rate constant due to the hydrogen-bond interactions
with 1. A larger destabilization of the hydrophobic initial
state, relative to the less hydrophobic transition state
(enforced hydrophobic interactions), may explain why
in water the rate is not much lower than in organic
solvents, but for ethanol such a counteracting effect on
the rate is not possible. In summary, hydrogen bonding
and hydrophobic interactions are important factors that
influence rate constants in water, but in general, solvent
effects on DC reactions of 1 are still only partially
understood.


As mentioned, rate constants for the reaction of 1 with
N-methylmaleimide in several solvents have been pre-
viously determined.9 The complicated results prompted a
more detailed study. Here, an extensive study is presented
of the influence of the medium (pure solvents and
mixtures of solvents) on rate constants of 1,3-dipolar
cycloadditions of benzonitrile oxide (1) with N-alkyl-
substituted maleimides (2a–c) and with cyclopentene (4)
(Scheme 1). Emphasis is placed on the complex interplay
of different factors that control the rate, in particular
hydrogen bonding and polarity. In this regard, the reac-
tions of 1 with 2a–c are of particular interest, because
both substrates are susceptible to hydrogen-bond forma-
tion. The reaction of 1 with 4 is a convenient reference,
because 4 does not form significant hydrogen bonds.


RESULTS AND DISCUSSION


Solvent dependence of the rate constant


In Fig. 1, logk2 is plotted against ET(30)23 for a wide
range of solvents for the reaction of 1 with 2a and with
4 (Table 1). The solvents roughly form two groups: protic
and aprotic solvents.


First, when considering the group of apolar solvents
[with values of ET(30) below �40], logk2 decreases
roughly linearly with ET(30). This pattern is indicative
of a polar initial state (1) and a less polar activated
complex, in which the charge separation of the 1,3-dipole
has partly disappeared. Note that DA reactions are almost
invariably faster in a more polar solvent. In the activated
complex, some charge separation developes, that is
stablilized by polar interactions. One reason why rates
of DC reactions (proceeding via an analogous mechan-
ism) are so weakly dependent on the solvent is that this
charge separation is mediated by the partial disappear-
ance of the 1,3-dipole, leading to only small accelera-
tions, or even, as for the reactions of 1 with 2a and 4, to a
decrease in rate on going to a more polar solvent.


For solvents where ET(30)> 40, the medium effects
are more complicated. A comparison of the reactions
between 1 and 2a and between 1 and 4 sheds some light
on this phenomenon. The latter reaction is classified as


Scheme 1
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inverse electron demand (IED). Therefore, hydrogen
bonding to 1 is favorable. Furthermore, 4 is not capable
of forming hydrogen bonds. Compared with the aprotic
solvents, alcohols show larger rate constants for the
reaction of 1 with 4. The more polar the alcohol, the
smaller is the rate constant (except for TFE). This trend
may be the continuation of the effect of the polarity (see
below; Fig. 3). Two solvents stand out. 2,2,2-Trifluoro-
ethanol (TFE), a very potent hydrogen-bond donor,
causes a larger rate constant than the other alcohols.
This is also true for water. In addition, a further accel-
eration may be ascribed to enforced hydrophobic inter-
actions.9 Hence both solvent polarity and the hydrogen
bond-donating capacity of the solvent affect the reaction
rates and, interestingly, in this particular case in opposite
directions (the hydrogen bond-donating capacity, of
course, also contributes to the solvent polarity). For
most DA reactions, both factors increase the rate of the
reaction. For DC reactions, it appears that usually these
two factors either enhance or diminish the rate constants.
The DC reaction of 4 with 1 is an example where these


factors are opposed, and therefore generate a much more
complex dependence of rate constant on solvent.


For the reaction of 1 with 2a, hydrogen bonding is also
possible for the dipolarophile, which introduces further
complexity. In the absence of hydrogen-bond donors, the
same dependence of rate constant on solvent polarity is
found as for the reaction of 1 with 4. Again, hydrogen
bond-donating solvents produce an additional rate in-
crease, but now the rate constant in TFE is much lower
than that in other alcohols.


The two simplest explanations for this pattern are: (i)
the reaction is still mainly IED; hydrogen bonding occurs
both to 1 and 2a, affecting 1 more than 2a; only in the
case of TFE is hydrogen bonding more efficient to 2a; (ii)
the reaction is mainly NED, hydrogen bonding also
occurs both to 1 and 2a, but affects 2a more than 1.
Only in the case of TFE does hydrogen bonding to 1
supersede hydrogen bonding to 2a. The kinetic data can
be understood using either explanation, but UV–visible
spectra of 1 in different solvents support the latter
explanation (Fig. 2). The maximum in the absorption


Figure 1. Values of logk2 (M
�1 s�1) for the reaction of 2a (left) and of 4 (right) with 1 vs the ET(30) values


23 of various solvents at
25 �C. DMSO is left out, as side-reactions interfered with the cycloaddition; the choice of solvents is further limited by the
requirement of being able to monitor the reaction at 273 nm (closed circles are values for N-methyl- rather than N-
ethylmaleimide9)


Table 1. Rate constants for the reaction of 1 with 2a and 4 in various solvents at 25 �C


Solvent ET(30)a k2,2a
b k2,4


c Solvent ET(30)a k2,2a
b k2,4


c


n-Hexane 30.9 0.330 0.333 2-BuOH 47.1 0.308 0.334
CCl4 32.5 0.210 0.255 2-PrOH 48.4 0.289 0.274
1,4-Dioxane 36.0 0.12d 0.170 1-BuOH 49.7 0.310 n.d.
THF 37.4 0.100 n.d. 1-PrOH 50.7 0.320 0.259
Chloroform 39.1 0.059 0.127 EtOH 51.9 0.22d 0.265
CH2Cl2 41.1 0.07d 0.120 MeOH 55.5 0.196 0.229
t-BuOH 43.3 0.254 n.d. TFE 59.8 0.061 0.380
CH3CN 45.6 0.10 0.124 Water 61.3 0.350 0.978


aValues from Ref. 23.
bUnits M


�1 s�1.
cUnits 10�2


M
�1 s�1.


dValue for N-methylmaleimide.9
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band of 1 shifts from 252 nm in n-hexane to 248 nm in
acetonitrile, 250 nm in 1-propanol, 243 nm in water and
240.5 nm in TFE, indicating both a relatively weak
interaction with 1-propanol and an efficient interaction
with TFE (even more efficient than with water). The
energy of the transition [ET(1)] plotted against ET(30)
clarifies this pattern. For 1þ 4, the rate constant for TFE
deviates positively from the trend found among the
alcohols, whereas for 1þ 2a, a negative deviation is
found (Fig. 3). This pattern is also in line with a relatively
efficient binding of TFE to 1, and supports the NED
mechanism for the reaction of 1 with 2a.


A sharp deviation from a general trend in a plot of logk
against solvent polarity (Fig. 3) may indicate a change in
mechanism. In this case, one may perhaps regard the
introduction of hydrogen bonds as a change in mechanism.
A similar (but reversed) pattern was found for the reaction
of phenylazide with norbornene, both experimentally6 and
theoretically.24 Nevertheless, the deviation remains an unu-
sual observation. An alternative explanation, based on a
change from a concerted mechanism to a mechanism
involving a zwitterionic intermediate, may be rejected on
several grounds: (i) the dependence on the solvent polarity
should be much larger for such a mechanism;5 (ii) Hammett
� values for the reaction of 1 with electron-poor styrenes
(in CCl4)19 and with acrylonitrile (in water)21 are small
and similar, contradicting a (change to a) zwitterionic
mechanism; (iii) activation entropies are large and negative
over the full range of solvents (see below) and are
characteristic of a concerted reaction mechanism.


The effect of solvent polarity is extrapolated from the
range of solvents with ET(30) values between 30 and 40
(Fig. 3), to illustrate the divergence from this trend for the
more polar solvents [ET(30) values> 40]. The ET(30)
scale is based on one parameter, that includes hydrogen-
bond donor capacity, hydrogen-bond acceptor capacity


and polarizability–dipolar interactions. The contribution
of the hydrogen bond-donating capacity of the solvent in
just providing a more polar reaction environment could
be smaller than indicated by ET(30), as betaine-30 is
rather sensitive to these interactions. In fact, the fair
correlation of logk with ET(30), including alcohols, found
for many other DA and DC reactions,2 may be the result


Figure 2. UV spectra of 1 in various solvents at 25 �C. The inset shows the corresponding transition energies [(ET (1) plotted
against ET(30)]


Figure 3. Data from Fig. 1, with various trends indicated.
Main plot, 1þ2a; inset, 1þ4
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of solvent polarity (including hydrogen bonds) playing a
smaller role in determining the rate in alcohols than
estimated on the basis of ET(30), together with hydrogen
bonds inducing (catalyze/inhibit) additional effects,
which work in the same direction as the solvent polarity.
This is supported by many other cases, in which a
difference in slope is found among the alcohols, and is
consistent with the idea that in general both non-specific
(polarity) and specific (‘catalytic’ hydrogen bonds) sol-
vation is important.


Acetonitrile is the odd one out, in particular for the
reaction of 1 with 2a. A similar pattern was found for a
related reaction.8 A specific accelerating effect of aprotic
dipolar solvents has been suggested,25 but the effect is far
from general (in the case of 1þ 4, the rate constant for
acetonitrile deviates only slightly. Examples where the
effect is absent are given in Refs 2, 5 and 7).


Several multiparameter analyses have also been under-
taken (results not shown), using the Abraham–Kamlett–
Taft model, extended with the solvent parameter Sp. These
models discern different aspects of polarity, e.g. the
hydrogen-bond donor capacity (�). Usually, decent corre-
lations are found for DA reactions, but for the DC reactions
descibed in this paper no satisfactory fit was obtained.


Isobaric activation parameters


Isobaric activation parameters (�zG�o, �zH�o and �zS�o)
for the reactions of 1 with 2a and 2b have been deter-
mined in different solvents (Table 2). On going from n-
hexane to chloroform, the rate decreases, and the accom-
panying increase in activation enthalpy is in line with a
stabilization of the polar initial state (with respect to the
activated complex) by the more polar chloroform. Cur-
iously, for the reactions in 1-propanol, �zH�o and �zS�o


are the same as those in n-hexane. When compared with
chloroform, the enthalpy of activation is decreased, as a
result of hydrogen bonding (to the dipolarophiles), in
such a way that the FMO interaction energy is lowered.
Note that in both cases, the changes in �zH�o and �zS�o


are much larger than the changes in �zG�o, but strongly
compensating. This indicates that differences in solvation


play an important role, although the overall rate constant
need not be affected to a large extent, because of this
compensating behavior.


In TFE, the rate constants of these reactions are low,
which has been explained in terms of FMO theory.9 The
activation parameters reveal that the decrease in rate
constant is entirely due to a more unfavorable entropy
of activation, which seems hard to reconcile with a larger
difference in energies between the HOMO and LUMO of
the reactants. [Note that for ordinary Diels–Alder reac-
tions, a larger hydrogen bond-donating capacity of a
solvent leads to an increase in rate because of TS
stabilization and that this is reflected in a decrease in
the enthalpy of activation. In terms of FMO theory, the
LUMO of the dienophile is lowered in energy because of
(stronger) hydrogen bonding and the energy gap with the
HOMO of the diene is decreased.] Instead, the high
solvent polarity may be responsible for the low rate
constant, but this is expected to lead to an increase in
�zH�o also. Moreover, for the reaction of 1 with 4 no
corresponding decrease in rate constant is found. Yet
another explanation is that the activated complex is more
strongly solvated by TFE than are the reactants, but that
this enthalpic advantage is overcompensated by an un-
favorable entropic effect, leading to an increase in the
Gibbs energy of activation. This explanation is highly
speculative, but in line with the large negative entropy of
activation in TFE. Of course, this effect ultimately may
be present together with the lowering of the HOMO of 1.
As mentioned, it is possible that the changes in desolva-
tion cause (large) differences in �zH�o and T�zS�o that
nearly compensate each other.


The activation parameters for the reactions in water are
more in line with expectation, with relatively small
negative entropies of activation and relatively large en-
thalpies of activation. Water and aqueous mixtures will be
discussed later.


Isobaric activation parameters for the reactions of 1
with 2a and 2b follow the same pattern. Differences in
solvation (hydration) due to the presence of a larger alkyl
substituent apparently do not affect the activation pro-
cess. The n-butyl tail is still too small to fold back or have
any interaction with 1.


Table 2. Isobaric activation parameters for 1þ2a and 2b at 25 �C


Compounds Solvent �zG�o (kJ mol�1)a �zH�o (kJ mol�1)b �T�zS�o (kJ mol�1)b


1þ 2a n-Hexane 75.8 42.5 33.3
Chloroform 80.0 51.8 28.2
1-Propanol 75.9 42.7 33.1
Trifluoroethanol 79.9 34.4 45.5
Water 75.7 50.2 25.5


1þ 2b n-Hexane 75.5 40.8 34.7
1-Propanol 75.2 40.5 34.8
Trifluoroethanol 79.5 33.0 46.4
Water 74.6 48.0 26.6


aStandard error< 0.1 kJ mol�1.
bStandard error 1.5–2 kJ mol�1 for 2a, 1 kJ mol�1 for 1b.
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Binary solvent mixtures


To investigate further the complex kinetic behavior of the
present reactions, rate constants for reaction of 1 with 2a
were determined in the solvent mixtures chloroform–
CCl4, chloroform–TFE, chloroform–1-propanol and 1-
propanol–TFE (Figs 4 and 5). A comparison with ET(30)
values in these mixtures provides information concerning
the influence of the solvent polarity on the reaction. The
ET(30) values already offer clues concerning the nature of
the mixtures. In all cases, ET(30) shows a linear depen-
dence on the composition, except for a small range of
compositions (Figs 4 and 5). In case of chloroform–TFE,
the formation of strong hydrogen bonds between TFE and
betaine-30 is definitely responsible for the sharp increase
in ET(30) at low mole fractions of TFE. In mixtures of
acetonitrile with 1-propanol26 or chloroform with etha-
nol27 the same pattern was observed, with a dependence
of ET(30) on the mole fraction resembling a binding
curve at low mole fractions of 1-propanol or ethanol, and
a more gradual, linear dependence once ‘saturation’ has
been reached. Strong hydrogen bonds between the alco-
hol and the negatively charged phenolic oxygen of
betaine-30 are responsible for this pattern. In the other
mixtures, a strong preference for one of the solvents is not
observed because (i) neither of the two solvents is a
(strong) hydrogen bond donor or (ii) both solvents are
(strong) hydrogen bond donors. The chloroform–CCl4
mixture is an interesting case, because chloroform is a
relatively weak hydrogen bond donor. Nevertheless,
some kind of binding is observed.28


Analogously to betaine-30, 1 can be expected to form
strong hydrogen bonds. Also 2a is a good hydrogen bond
acceptor, but probably to a lesser degree.


In chloroform–CCl4 mixtures, two linear relationships
are observed in a plot of logk2 versus solvent composition,
with slightly different slopes. No strong interactions


Figure 4. Logarithms of the bimolecular rate constants
(M�1 s�1) of the reaction of 2a with 1 in mixtures of chloro-
form with (a) CCl4, (b) 1-propanol and (c) TFE at 25 �C. (In all
cases, the plots hardly differ when converted to a molar
scale, as in all cases the molar volumes of the solvents are
similar and the extent of non-ideal mixing limited.) The insets
show the corresponding ET(30) values and logk2 vs ET(30) Figure 5. Logarithms of the bimolecular rate constants


(M�1 s�1) of the reaction of 2a with 1 in mixtures of 1-
propanol with TFE at 25 �C. The insets show the correspond-
ing ET(30) values and logk2 vs ET(30)
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(hydrogen bonds) between solvents (the hydrogen bond
donor capacity � is 0.78 for 1-propanol, 0.93 for metha-
nol, 1.17 for water and 0.44 for chloroform; this indicates
that chloroform has an ability to form hydrogen bonds,
but to a much lesser extent than the alcohols) and
reactants are anticipated, and the rate constant is gov-
erned primarily by the polarity of the medium. As
reactants and betaine-30 are preferentially solvated to
different degrees, a linear correlation between logk2


and ET(30) over the full range of composition is not
observed.


In chloroform–1-propanol mixtures, 1-propanol will be
the better hydrogen-bond donor. The FMOs of both
reactants will be affected by the formation of hydrogen
bonds. In this case, a net accelerating effect results. A plot
of logk2 versus composition reveals that no strong bind-
ing of 1-propanol to either reactant occurs, because logk2


gradually increases towards the value of logk2 in pure 1-
propanol. The increased slope for x1-PrOH> 0.3 may
result from additional hydrogen bonding with 2a starting
to be significantly involved in the activation process.
Solvent polarity also plays a role, but the ‘catalytic’
effect of 1-propanol is more prominent.


In mixtures of chloroform and TFE rate constants for
reaction of 2a with 1 [Fig. 4(c)] are lower than those in
either pure solvent, passing through a minimum at
xTFE¼ 0.5. ET(30) values are indicative of preferential
solvation of betaine-30 by TFE, and the same may well
be the case for 1. However, the changes in ET(1) indicate
that although a significant degree of preferential solva-
tion of 1 occurs, the preferential solvation is not as
dramatic as for betaine-30 (Fig. 6). For the sake of
comparison, the reaction of 1 with 4 was also studied
using chloroform–TFE mixtures (Fig. 6). A nearly linear
dependence of logk2 on the mole fraction of TFE was
found, with only a small deviation in the chloroform-rich
region. This pattern rules out any irregular effects of TFE
on 1. Perhaps the catalytic effect of TFE on 2a is small
initially, but gains importance at higher mole fractions of
TFE, bearing in mind that a similar pattern is found for
mixtures of chloroform with 1-propanol, albeit without a
minimum.


These observations lead to the following explanation:
the rate-accelerating effect induced by hydrogen bonding
depends on the solvent and is different for the different
reactants. TFE interacts efficiently with 1 and induces
catalytic effects that enhance the reacion with 4 but
reduce the rate constants for 2a. The interactions are
not so strong that extensive preferential solvation of 1 by
TFE occurs in mixtures of chloroform and TFE. 1-
Propanol interacts with 1 less efficiently, inducing smal-
ler effects. By contrast, 1-propanol interacts efficiently
with 2a, and an overall accelerating effect is found for 1-
propanol. In mixtures of chloroform with TFE, the rate
initially drops (1þ 2a) because of hydrogen bonding of
TFE to 1. However, at higher mole fractions of TFE, the
rate constant again increases, most likely because then
(additional) hydrogen bonds between TFE and 2a are
involved.


Compared with 1-propanol, the rate inhibition in TFE
due to hydrogen bonding to 1 seems to dominate. How-
ever, note that in the hypothetical case that only the
polarity would affect the rate constant (as illustrated in
Fig. 3) the rate constant would be (much) lower. The
‘catalytic’ effect (hydrogen bonding with 2a) therefore
still contributes more than inhibition due to hydrogen
bonding to 1. The inhibition is just more efficient with
TFE than with other alcohols.


In mixtures of 1-propanol with TFE, the many possi-
bilities for TFE to form hydrogen bonds to 1-propanol
will reduce peculiarities in solvating 1 or 2a, and a linear
dependence of logk2 on xTFE is found for the complete
solvent composition range (Fig. 5).


Water and aqueous solvent mixtures


Rate constants for the reactions of 1 with 2a–c in water
and 1-propanol are given in Table 3. The rate constants
show a slight increase with increasing tail length R (Et, n-
Bu, Bz) in 1-propanol, and a more pronounced increase in
water. In other words, the rate constants in water com-
pared with 1-propanol (kw/kalcohol) increase with increas-
ing hydrophobicity of the dipolarophile. This pattern has


Figure 6. Left: values of logk2 (M�1 s�1) for the reaction of 1 with 4 at 25 �C in mixtures of chloroform and TFE. Right:
corresponding values of ET(1) (&) and ET(30) (*)
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also been observed for DA reactions of 2,3-dimethylbu-
tadiene with N-alkylmaleimides,29 and are possibly due
to an additional hydrophobic interaction between the
reactants, lowering the Gibbs energy of activation.
Another, extreme example of this phenomenon is ob-
served for the DC reactions of C,N-diphenylnitrone with
dimethyl fumarate and dibutyl fumarate, for which kw/
kalcohol is 12 and 108, respectively.7 Inspection of Fig. 3
reveals that, compared with the trend found among the
alcohols, the rate constant in water shows a positive
deviation. This minor effect may be attributed to enforced
hydrophobic interactions.9 Such a small contribution is to
be expected for two polar reactants. From elaborate
calculations on DA reactions involving the hydrophobic
cyclopentadiene, the contribution of enforced hydropho-
bic interactions was estimated to be a factor of 5–6 in
rate.30 In this case, the contribution is estimated to be a
factor of 2–3. For the reaction of 1 with 4, the effect
appears larger, which can be attributed to the fully apolar
character of 4.


Rate constants in aqueous alcohol mixtures


In mixtures of water and 1-propanol or 2-methyl-2-
propanol, with [alcohol] 2 M, the reactions of 1 with 2a
and 2b are slightly accelerated, compared with water
(Fig. 7), leading to a maximum in rate constant, at around
45 M water. Similar maxima have been observed for many
cycloadditions, although there are examples where the


effect is absent.31 Plotted versus the mole fraction of
water, the positions of the maxima seem to depend on the
hydrophobicity of the alcohol. However, Fig. 7 reveals
that the maximum appears at roughly equal concentra-
tions of water. In other words, the positions of the
maxima correlate with the size of the cosolvent mole-
cules, if the mole fraction scale is used. The mole fraction
scale may not be the best choice for discussing medium
effects in aqueous solvent mixtures.


There is also a shallow minimum in rate constant
around 15 M of water. In this concentration range, the
hydrogen-bond network of water becomes completely
disrupted and hydrophobic effects no longer play a role.
Compared with 1-propanol, addition of a small amount of
water increases the hydrogen bond-donating capacity of
the solvent mixture, which for these reactions is both
favorable (activation of the dipolarophile) and unfavor-
able (deactivation/stabilization of the 1,3-dipole), and a
net unfavorable effect results.9 In methanol–water mix-
tures, the minimum is absent, and the rate constant
increases monotonically on adding water, up to 40 M.
Once more, an unusually complex dependence of rate
constant on the nature of the reaction medium is found.


Isobaric activation parameters in mixtures
of water and 1-propanol


Isobaric activation parameters have also been determined
for the reactions of 1 with 2a and 2b in water–1-propanol
mixtures (Fig. 8). Up to 40 M water, the variation in
activation parameters is small. �zH�o slightly decreases
and �T�zS�o increases accordingly. In the water-rich
mixtures, �T�zS�o suddenly drops significantly, accom-
panied by a largely compensating increase in �zH�o. In
the water-rich regime, hydrophobic effects come into
play, and �T�zS�o drops (initial state destabilization by
hydrophobic hydration). Whereas at around 40 M of water
the solvent mixture behaves as a ‘normal’ polar solvent,
at higher water concentrations the characteristic features
of water at room temperature (i.e. hydration of apolar
compounds accompanied by a large unfavorable entropy
term) become apparent. The patterns in the activation
parameters are in part similar for 2a and 2b, as was found
among the pure solvents, but significant differences are
observed for �zH�o and �zS�o in the concentration range
where hydrophobic effects are important. The alkyl
substituent in the dipolarophile clearly influences the
activation process in these aqueous mixtures, most likely


Table 3. Rate constants for the reaction of 1 with 2a–c in water and in 1-propanol at 25 �C


2a 2b 2c


Medium k2 (M
�1 s�1) k/kw k2 (M


�1 s�1) k/kw k2(M
�1 s�1) k/kw


Water 0.35 1 0.55 1 0.73 1
1-Propanol 0.30 0.86 0.37 0.67 0.45 0.59


Figure 7. Rates in water–1-propanol mixtures (squares) and
water–2-methyl-2-propanol mixtures (circles), for the reac-
tion of 1a with 2a (closed symbols) and 2b (open symbols)
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by inducing differences in solvation/hydration. The butyl
group could, for example, induce a larger preference of
the dipolarophile for being solvated by propanol. These
differences in solvation are again ‘innocent’, i.e. not
reflected in the rate constants. Nevertheless, these data
show that despite the absence of large effects of water on
the rate constants of these reactions, typical ‘aqueous’
behavior is occurring in water-rich mixtures.


CONCLUSIONS


A systematic study of solvent effects on the reactions of
benzonitrile oxide (1) with N-alkylmaleimides (2) and
cyclopentene (4) has provided additional insights into the
factors that determine the rates of cycloadditions in
different media. This study emphasizes the importance
of both polarity and hydrogen-bond donating capacity: (i)
differences in charge distributions for reactants and
activated complex cause polar interactions with the
solvent (including hydrogen bonds) to enlarge or reduce
the energy gap between both states; (ii) a hydrogen bond
formed between reactant and solvent (hydrogen-bond
donor) affects the HOMO and LUMO of the reactant,


similarly to the impact of a Lewis acid catalyst, and this
specific effect can either accelerate or inhibit the reaction.
For the present reactions these two factors oppose each
other, which partially explains the modest solvent effects
on these reactions, and leads to the complex dependence
of rate constants on solvent.


In the case of the reactions of the N-alkylmaleimides
with benzonitrile oxide, hydrogen bonding (with corre-
sponding changes in the FMOs) to both reactants occurs,
with opposite effects: hydrogen bonding to the dipolar-
ophiles is favorable, but hydrogen bonding to the benzo-
nitrile oxide unfavorable. This pattern can be rationalized
with FMO theory, assuming the reaction has normal
electron demand (NED).


In mixtures of solvents, of which only one is a hydrogen-
bond donor, logk varies gradually with the composition
(often linearly), indicating the absence of significant
preferential solvation of the reactants due to hydrogen-
bond interactions. The specific, ‘catalytic’ effects of
hydrogen bonds are not accompanied by strong binding
or complexation of the hydrogen bond-donating solvent
to the reactants.


Interestingly, isobaric activation parameters reveal sig-
nificant differences in solvation in different solvents that
are not reflected in the rate constants.


In (highly) aqueous mixtures, hydrophobic effects are
important, but this does not lead to large increases in rate,
because the contribution of these effects is modest, and
these effects are counteracted by other factors. This
pattern contrasts with common DA reactions, where
polarity, hydrogen-bond donor capacity and enforced
hydrophobic interactions work together, which can result
in impressive rate accelerations in water.


EXPERIMENTAL


Materials


N-n-Butylmaleimide (2b)29 has been synthesized pre-
viously. The ET(30) probe was kindly provided by Prof.
Dr Chr. Reichardt (University of Marburg, Germany). All
other materials were obtained from commercial suppliers
and were of the highest purity available. Solvents were
either of analytical grade or distilled. Acetonitrile was run
over basic aluminium oxide prior to use. Cyclopentene
(4) was distilled before use.


Kinetic experiments


The procedure, described in the literature,9 where 1 is
generated in situ in a CH2Cl2–bleach two-phase system,
and small aliquots of the organic layer are transferred to
the reaction mixture, was found to lead to poor kinetics
for aqueous solutions because of solubility problems.
Instead, the preparation of 1 was performed by dissolving


Figure 8. Activation parameters for the reaction of 1 with
(a) 2a and (b) 2b in water–1-propanol mixtures at 25 �C:
�zG�o �30 (^); �zH�o (&); �T�zS�o
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benzaldoxime in a bleach–1-propanol mixture in a test-
tube and shaking this tube for a few seconds. After the
addition of sodium chloride a two-phase system quickly
emerged, and 0.5–1ml of the organic layer was trans-
ferred to a quartz cuvet, which contained the reaction
mixture with the dipolarophile. This method led to
excellent kinetics and was used for most kinetic measure-
ments. No differences in rate constants were found in
aprotic solvents when using 1-propanol rather than di-
chloromethane for this method.


Kinetic measurements were performed using UV–
visible spectroscopy (Perkin-Elmer �5 or �12 spectro-
photometer). The dipolarophile was used in excess, and
reactions were monitored at 273 nm. The reactions were
followed for at least four half-lives and pseudo-first-order
rate constants were obtained using a fitting program.
Typical conditions were [dipolarophile]¼ 1–10 mM and
[1,3-dipole]� 0.025–0.05 mM. Activation parameters
were calculated from 4–5 rate constants in the tempera-
ture range 20–40 �C.


UV–visible spectra of 1 and the ET(30) probe were
recorded on a Perkin-Elmer �5 spectrophotometer at
25 �C. ET(30) values were calculated from the longest
wavelength charge-transfer absorption band of the dye,
ET(30) (kcal mol�1)¼ 28591/�max (nm);23 ET(1) values
were calculated accordingly from its longest wavelength
absorption band. A few microliters of solvatochromic dye
was injected into a known volume of solution or solvent
mixture. In the case of betaine-30, stock solutions were
prepared in ethanol. For 1, the procedure described above
was used.
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W. Lewandowski,1* G. Świderski,1,2 R. Świslocka,1 S. Śojtulewski2 and P. Koczoń3
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ABSTRACT: The FT-IR, FT-Raman and 1H and 13C NMR spectra of lithium, sodium, potassium, rubidium and
caesium picolinates were recorded, assigned and compared in the Li!Na!K!Rb!Cs series and analysed.
Experimental, vibrational and NMR spectra were interpreted with the aid of calculated data from density functional
theory at the B3PW91/6–311þþG** level. Distance, angles and dipole moments and also aromaticity indices
(HOMA, EN, GEO, I6) for the optimized structures of picolinic acid and sodium picolinate were calculated.
Comparison of theoretical and experimental (x-ray) data and the application of Bader’s theory enabled us to evaluate
the intramolecular interactions in picolinic acid. Also, the influence of the carboxylic anion structure and the
nature of metal–ligand bonding on the electronic charge distribution in the aromatic ring was investigated. The degree
of perturbation in the electronic system of the ligand under the influence of metal in the Li!Cs series was
investigated with the use of statistical methods (principal component analysis) and calculated aromaticity indices.
Copyright # 2005 John Wiley & Sons, Ltd.
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Bader’s theory


INTRODUCTION


In our previous work,1–3 the electronic structure of pyr-
idinecarboxylic acid (isonicotinic and nicotinic acids)
derivatives and their complexes with selected metals
were studied. The ligands were treated as models to
study enzymes and other biologically important mole-
cules. Preliminary results of our earlier investigations
allowed us to draw the interesting conclusion that there is
a correlation between the position of the metal in the
periodic table and the degree of electronic charge dis-
tribution or stabilization in the ligands studied. Alkali
elements and heavy metals, such as Hg(I), Hg(II), Pb(II),
Cd(II) and Ag(I), perturb the electronic system of ligands,
whereas 3d, 4f transition metals, e.g. Cr(III), Fe(III),
Zn(II) and Ln(III), and Al(III) stabilize it. In the case of
these metals stabilization of the electronic system of the
ligands increases with decrease in the ionic radius of
the central ion.4–6 An increase in the ionic radius of the
central ion, and a decrease in ionic potential (defined as
the charge to radius ratio), results in an increase in the
perturbation of the electronic system of the ligand.4,7


Further, from our previous work on transition metal
complexes,4,5 it follows that there is a relationship be-
tween the delocalization of the electronic charge in the
aromatic ring and in carboxylic anion and the delocaliza-
tion of f orbitals in coordinated lanthanide ions. An
increase in delocalization of f orbitals in central ions is
followed by an increase in delocalization of electronic
charge in the carboxylic anion and the aromatic ring.8–10


The aims of the present work were as follows:


1. to investigate the correlation between the vibrational
structure (spectroscopic study) and the electronic
charge distribution in the aromatic ring, carboxylic
anion and the metal ion;


2. to establish the theoretical structures of the studied
compounds (calculation of the bond lengths and
angles, dipole moments and aromaticity indices)
and to compare them with the real structures, allowing
for the intermolecular effects. Collection of new data
on the geometry and electronic structure of the studied
complexes will contribute to the study of the mole-
cular mechanisms of metal-induced perturbation or
stabilization of the electronic structure.


A further aim was to gather missing spectroscopic data
on alkali metal picolinates, from FT-IR, FT-Raman
and NMR (1H, 13C) studies. Available data on these
compounds are fragmentary and come mainly from the
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Raman spectra of picolinic acid.11 In the literature, there
is a lack of any IR, Raman and NMR spectral data on
rubidium and caesium picolinates.


To accomplish the above aims, it will be helpful to use,
in addition to the experimental data, also calculations of
aromaticity indices and quantum calculations for evalua-
tion of structure and electronic charge distribution.


In this work we examined a new set of compounds,
namely lithium, sodium, potassium, rubidium and cae-
sium picolinates. Picolinic acid and its complexes with
alkali metals were thoroughly investigated by different
experimental (IR, Raman, NMR) and theoretical
(B3PW91, B3LYP, HF) methods.


Picolinic acid (PA) is a very interesting model, as it
is a biologically important ligand incorporated into some
enzymes and its molecule is an active agent in some
drugs. The structures, chemical properties and biologi-
cal activities of picolinic acid and metal complexes of
picolinates have been widely investigated.12–19 PA is the
body’s prime natural chelator of vital trace elements:
chromium, zinc, manganese, copper, iron and molyb-
denum. Biosynthesized in the liver and kidneys from the
amino acid tryptophan, and stored in the pancreas during
digestion, PA is secreted into the intestine. PA is present
in dietary additives as a carrier of the divalent zinc or
chromium cation and these compounds are widely
distributed and consumed.20


EXPERIMENTAL AND
THEORETICAL CALCULATIONS


The alkali metal picolinates were obtained by dissolv-
ing PA powder in an aqueous solution of the appropriate
base in a stoichiometric ratio. Elemental analysis show-
ed that the metal-to-ligand ratio was 1:1. The results
of elemental analysis for sodium picolinate are %C¼
49.6 (theoretically 49.7), %H¼ 2.5 (theoretical 2.8),
%N¼ 9.5 (theoretical 9.6) and %Na¼ 15.6 (theoretical
15.8). The IR spectra were recorded with an Equinox 55
spectrometer within the range 400–4000 cm�1. Samples
in the solid state were measured in a KBr matrix; pellets
were obtained with a hydraulic press under 739 MPa
pressure. Raman spectra of solid samples in capillary
tubes were recorded in the range 400–4000 cm�1 with an
FT-Raman accessory of a Perkin-Elmer 2000 system. The
resolution of the spectrometer was 1 cm�1. The NMR
spectra of D2O saturated solution were recorded with a
Bruker unit at room temperature. TMS was used as an
internal reference.


To calculate optimized geometric structures, a few
quantum mechanical ab initio methods were used:
(i) Hartree–Fock (HF), (ii) the density functional theory
(DFT) hybrid method B3PW91, which uses the Becke’s
three-parameter functional with non-local correla-
tion provided by the Perdew-Wang 91 expression and
(iii) the DFT hybrid method B3 LYP with non-local


correlation provided by the Lee–Yang–Parr expression.
The calculation was carried out with two functional
bases: 6–311þþG** (for atoms H–Kr) and LANL2DZ
(for atoms H–Ba, La–Bi). All theoretical calcula-
tions were performed using the Gaussian 98W package
of programs21 running on a PC.


Experimental spectra were interpreted in terms of cal-
culated data from DFT at the B3PW91/6–311þþG**
level. Theoretical wavenumbers were calculated accord-
ing to the equation �scaled¼ 0.955�calculatedþ 25.7.22 The
chemical shifts were calculated using the GIAO (gauge
including atomic orbitals) method at the B3PW91/6–
311þþG** level. Chemical shifts (�i) were calculated
by subtracting the appropriate isotopic part of the shield-
ing tensor (�i) from that of TMS (�TMS): �i¼�TMS��i


(ppm). The isotropic shielding constants for TMS cal-
culated using the same basis set at the B3PW91/6–
311þþG** level were equal to 31.8676 ppm for the 1H
nuclei and 187.2388 ppm for the 13C nuclei.21


Additionally, the AIM theory of Bader23 was used to
localize bond critical points and to calculate their pro-
perties: electron densities at bond critical points (�RCPS)
and electron densities at ring critical points (�RCPS).
All AIM calculations24,25 were performed using the
AIM2000 program.26


The aromaticity indices (HOMA, GEO, EN, I6) were
calculated for optimal geometric structures of picoli-
nates.27–30


The HOMA (harmonic oscillator model of aromaticity)
index differs from all other geometry-based ones by
assuming another reference bond length.27–29 In this
model, instead of the mean bond length, a concept of
the optimal bond length is applied:


HOMA ¼ 1 � �


n


X
ðRopt � RiÞ2


where n is the number of bonds taken into account, �
is an empirical constant chosen to give HOMA¼ 0 for
the hypothetical Kekulé structure of benzene and
HOMA¼ 1 for the system with all bonds equal to the
optimal value Ropt, Ropt is a length of the CC bond for
which the energy of the compression to the length of a
double bond and expansion to the length of a single bond
in 1,3-butadiene is minimal (the same procedure can be
applied to bonds with heteroatoms) and Ri is an indivi-
dual bond length. Within the confines of the HOMA
model, it is possible to obtain two components which
describe different contribution to a decrease in aromati-
city, i.e. (a) due to bond elongation (the EN component)
and (b) due to bond length alternation (the GEO compo-
nent). Hence the final equation for HOMA is


HOMA ¼ 1 � � Ropt � Rav


� �2þ�


n


X
Rav � Rið Þ2


h i
¼ 1 � EN � GEO
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where


GEO ¼ �


n


X
Rav � Rið Þ2


and


EN ¼ � Ropt � Rav


� �2


The value of the HOMA index is equal 1 for the entirely
aromatic system, HOMA¼ 0 when the structure is non-
aromatic and HOMA< 0 for an anti-aromatic ring.27–29


I6, the Bird aromaticity index, is defined as


I6 ¼ 100½1 � ðV=VkÞ


where


V ¼ 100=Navð Þ �
Xn
r¼1


Nr � Navð Þ2=n


" #1
2


and


N ¼ a


R2
� b


R is the observed bond length, Nr is the individual bond
order, Nav is the mean bond order, n is the number of
bonds and Vk, a and b are constants.30 Bird’s index can be
used for hetero- and carbocyclic systems.


RESULTS AND DISCUSSION


Structure of picolinic acid and
sodium picolinate


According to an x-ray diffraction study,31 PA in a crystal-
line state takes the intermediate form between the neutral
molecule and zwitterion. The molecules are linked by two
symmetric minimum double hydrogen bonds, i.e. N—
H—N and O—H—O, with a small potential barrier.32


The C——O bond length indicates that this bond does
not possess a full double bond character, but the asym-
metric stretching �as(C——O) band is observed in the IR
spectrum of PA at 1720 cm�1.


Theoretical calculations at the B3PW91/6–311þþG**
level performed for an isolated molecule of PA indicate
that the most stable structure contains intramolecular
hydrogen bonding between the hydrogen of the carboxylic
group and the nitrogen atom in the ring [Fig. 1(c)].
According to these criteria, we can say that an H-bond
exists if the electron density at the H � � �Y bond critical
point is in the range 0.002–0.035 au. Based on Bader’s
AIM theory,23 a critical point was found between the
hydrogen atom of the carboxylic group and the nitrogen
atom in the PA ring. The electron density was calculated
as 0.031 au and confirms the presence of intramolecular
hydrogen bonding between the atoms considered. The
ring critical point value is 0.027 au (Fig. 2).


Bond lengths and angles in the compared structures
of PA quantified theoretically (neutral molecules and
zwitterion) and obtained experimentally from x-ray dif-
fraction are given in Table 1. Geometric aromaticity
indices, HOMA27–29 and Bird’s I6,30 were also calculated
for both structures. As can be seen in Table 1, there is
good compatibility between the experimental data and
theoretically calculated bond lengths, angles and aroma-
ticity indexes. Considerable differences occur only in the
case of the EN aromatic index.


The most stable structure for sodium picolinate was
found using the B3LYP/6–311þþG** data basis set. The
results of the calculations are given in Table 2 (intramo-
lecular distances, aromaticity indices and angles) (Fig. 3).


FT-IR and Raman spectra


In Tables 3 and 4, the wavenumbers, intensities and
assignments of the bands occurring in the vibrational
spectra of the studied picolinates are given. The spectral
assignment was based on literature data2,32,33 and theo-
retical calculations.21


Figure 1. Crystallographic (a) and theoretically by calculated structures (b)–(d) for picolinic acid
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The bands in the spectra were divided into two
groups: (i) those connected with carboxylic anion
vibrations and (ii) those connected with aromatic ring
vibrations.


In the first group, characteristic wide and intense bands
responsible for the asymmetric [�as(COO�): 1629–
1610 cm�1 IR spectra, 1626–1617 cm�1 Raman spectra]
and symmetric [�s(COO�): 1397–1393 cm�1 IR spectra,
1410–1391 cm�1 Raman spectra] stretching of the car-
boxylic anion were observed.


The bands assigned to the symmetric in-plane defor-
mation of the carboxylic anion (�sym: 856–840 cm�1


Raman spectra, 849–840 cm�1 IR spectra) and asym-
metric in-plane deformation of the carboxylic anion
were present (�as: 525–521 cm�1 Raman spectra, 548–
516 cm�1 IR spectra). The bands connected with the
aromatic ring vibration [�(CC), �(CH), �(CH), �(CH)
and �(CC)] were observed in the whole spectral range
(4000–400 cm�1).


The influence of the metal on the vibrational struc-
ture of the carboxylic anion bands in the series
Li!Na!K!Rb!Cs were small, but a characteristic


Figure 2. Location of bond critical points and ring critical
points for the theoretical (most stable) structure of Picolinic
acid


Table 1. Distances (Å), angles ( �), dipole moments, energies and aromaticity indices for picolinic acid (experimental and
theoretical, Fig. 1)


Experimental31 Theoretical (B3PW91/6–311þþG**)


Structure (a)a Structure (b) Structure (c) Structure (d)


Distances (Å)b


C1—C2 1.51 1.56 1.51 1.50
C2—C3 1.37 1.39 1.39 1.39
C3—C4 1.38 1.39 1.39 1.39
C4—C5 1.37 1.40 1.39 1.39
C5—C6 1.38 1.38 1.39 1.39
C6—N 1.34 1.40 1.33 1.33
N—C2 1.35 1.34 1.34 1.33
C1—O1 1.21 1.23 1.20 1.21
C1—O2 1.28 1.25 1.33 1.34
O2—8H 0.80 — — —
N—7H 0.91 1.06 0.99 0.97
Angles ( �)b


C2—C3—C4 119.9 118.5 117.9 118.2
N1—C2—C3 120.4 119.2 123.6 123.7
C4—C5—C6 118.7 119.0 118.8 118.5
O2—C1—O1 126.8 134.3 123.1 123.1
C2—N1—C6 120.0 124.4 118.6 117.4
C3—C4—C5 119.3 120.4 118.9 118.6
N1—C6—C5 121.8 118.6 122.6 123.5
Dipole moment (D) — 10.7053 5.9430 2.4873
Energy (hartree)c — �436.7853 �436.8128 �436.8067
Geometric aromaticity indicesd


HOMA 0.948 0.991 0.997 0.996
GEO 0.004 0.008 0.001 0.003
EN 0.047 0.000 0.002 0.001
I6 81.50 83.29 85.21 87.88


a The average estimated standard deviation of the carbon–carbon bond lengths is <0.005 Å.
b The atoms are numbered as in Fig. 1.
c 1 hartree¼ 2625.500 kJ mol�1.
dHOMA, harmonic oscillator model of aromaticity (HOMA¼ 1�EN�GEO); GEO, geometric contribution to the aromaticity; EN, energetic contribution to
the aromaticity; I6, Bird index, which describes the geometric contribution to the aromaticity.
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and general tendency might be observed. The wavenum-
bers of the bands �s(COO�) in the IR spectra and
�as(COO�) and �s(COO�) in the Raman spectra show a
general decreasing trend in the series Li!Na!K!
Rb!Cs. The wavenumbers of the �as(COO�) and
�as(COO�) bands in the IR spectra and �s(COO�) in
the Raman spectra show a general decreasing trend


(except for the Rb complex). The wavenumbers of the
�s(COO�) band in the IR spectra do not show any
tendency.


The wavenumbers of the �s, �as, �s and �as bands
were correlated with three parameters: electronegativity,
ionic potential and the reverse atomic mass. The wave-
numbers of these bands except �as correlate linearly with
all factors tested at the statistically important level. For
the symmetric stretching, the correlation coefficients are
0.83, 0.93 and 0.91 for electronegativity, ionic potential
and reverse atomic mass, respectively. The correlation
coefficients for the asymmetric stretching are small.
The correlation coefficients for the symmetric in-plane
deformation are 0.92, 0.98 and 0.96 for electronegativity,
ionic potential and reverse atomic mass, respectively.
Appropriate linear equations are y¼ 76.9xþ 778.5,
y¼ 1924.7xþ 828.3 and y¼ 114.2xþ 839.9 for electro-
negativity, ionic potential and reverse atomic mass,
respectively. The correlation coefficients for the asymme-
tric in-plane deformation are 0.83, 0.94 and 0.95 for elec-
tronegativity, ionic potential and reverse atomic mass,
respectively. Analysis of the correlation coefficients
shows that none of metal parameters examined relates
at the same high level to change in wavenumber of all


Table 2. Distances (Å), angles ( �), dipole moments, energies and geometric aromatic indices calculated for sodium picolinate
using three theoretical methods


HF/6–311þþG** B3PW91/6–311þþG** B3LYP/6–311þþG**


Distancea


C2—N7 1.32 1.33 1.34
N7—C6 1.32 1.33 1.33
C6—C5 1.39 1.39 1.39
C5—C4 1.38 1.39 1.39
C4—C3 1.38 1.39 1.39
C3—C2 1.39 1.40 1.40
C1—C2 1.52 1.52 1.52
C1—O8 1.25 1.27 1.27
C1—O9 1.23 1.26 1.26
O8—Na10 2.21 2.22 2.22
O9—Na10 2.20 2.21 2.21
Anglea


C2—N7—C6 118.4 117.7 117.9
N7—C6—C5 123.5 123.8 123.7
C6—C5—C4 118.0 118.2 118.2
C5—C4—C3 118.7 118.6 118.6
C4—C3—C2 118.6 118.8 118.9
C3—C2—C1 119.2 119.1 119.2
N7—C2—C1 118.1 118.1 118.1
C2—C1—O8 116.8 116.6 116.7
C2—C1—O9 119.4 119.2 119.3
O8—C1—O9 123.8 124.2 124.0
O8—Na10—O9 60.4 60.5 60.7
Dipole moment (D) 5.6207 5.6997 5.5030
Energy (hartree) �595.7500 �598.5201 �598.7443
Geometric aromaticity indices
HOMA 0.979 0.992 0.987
GEO 0.007 0.003 0.003
EN 0.230 0.005 0.010
I6 87.48 85.49 85.23


a The atoms are numbered as in Fig. 3.


Figure 3. Atom assignments for sodium picolinate
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carboxylic anion vibrations. This means that the analysis
of these data in such a way does not provide an answer
as to which of the proposed metal parameters is most
important in view of the influence of the metal on the
vibrational structure of carboxylic anion. Principal com-
ponent analysis was performed on wavenumbers of the
four above mentioned bands (�s, �as, �s and �as).


The wavenumbers of the aromatic 19b bands in the
Raman spectra (except for the caesium complex) show a
decreasing tendency and wavenumbers of the other aro-
matic bands do not change systematically (scatter) along
the metal series. The shift of the aromatic bands (regular
and irregular) expresses the influence of the metal on
the vibrational structure of the aromatic rings. The wave-
numbers of the 19a, 19b, 9a, 8a and 8b bands were
correlated with the same metal parameters as in case of
wavenumbers of the bands related to carboxylic anion
vibration. The correlation coefficients for the 18a and 18b
bands are very small and statistically unimportant. The
correlation coefficients for the 19a bands were 0.74, 0.67
and 0.59 for electronegativity, ionic potential and reverse
atomic mass, respectively. For the 19b band the correlation
coefficients were 0.86, 0.86 and 0.79 for electronegativity,
ionic potential and reverse atomic mass, respectively.


The correlation coefficients for the 8b bands were 0.94,
0.97 and 0.91 for electronegativity, ionic potential
and reverse atomic mass, respectively. For the 8a band
the correlation coefficients were 0.80, 0.95 and 0.98
for electronegativity, ionic potential and reverse atomic
mass, respectively. The correlation coefficients for the 9a
bands were 0.90, 0.91 and 0.85 for electronegativity,
ionic potential and reverse atomic mass, respectively.
The wavenumbers of the �(C–N), 6a and 6b bands do
not correlate with any of the metal parameters studied.


The wavenumbers of some other bands reflecting vi-
bration of the aromatic ring were analysed to estimate the
influence of the coordinated metal on the uniform electro-
nic charge distribution around the aromatic ring. How-
ever, the differences between correlation coefficients
obtained for electronegativity, ionic potential and reverse
atomic mass were too small to say which of the tested
parameters is mostly responsible for the influence of the
metal on the vibrational structure of the aromatic ring.


Principal component analysis
Principal component analysis (PCA) is a well-known
statistical technique which produces linear combinations
of the original data to reduce the number of input data.
That is, PCA is a factor analysis technique that reduces
the dimensions of a set of variables by reconstructing
them into uncorrelated combinations (one can use PCA
whenever uncorrelated linear combinations of variables
are of use). The first principal component produced
accounts for the largest amount of the input data variance.
The second principal component accounts for the next
largest amount of variance, and so on, until the total
sample is combined into component groups. Each succes-T
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sive component explains progressively smaller portions
of the variance in the total sample. All of the components
are uncorrelated with each other, assuming that the
obtained principal components represent variability of
the input data which are small in number.


PCA was performed on the data obtained from the IR
experiment. Wavenumbers of the 8a, 8b, 19a, 19b and 9a
bands were analysed. The PCA procedure extracted two
principal components. Together they account for 86.25%
of the variability in the original data. The FPC (first
principal component) accounts for 63.86% and the sec-
ond for 22.39%. The principal components and their
weights are given in Table 5. The components obtained,
treated as characteristic for changes in electronic charge
distribution along the series of analysed compounds,
were correlated with different parameters: ionic potential,
atomic mass, reverse atomic mass and electronegativity
of the studied alkali metals. There is no correlation at a
statistically important level between the second principal
component and any of studied parameters. On the other
hand, for FPC the correlation coefficients are 0.89,
� 0.60, 0.80 and 0.60 for ionic potential, atomic mass,
reverse atomic mass and electronegativity, respectively.
This observation confirms that ionic potential is the main
parameter responsible for changes in electronic charge
distribution in the aromatic ring.


A similar procedure was performed on wavenumbers
of the carboxylic anion band, �as(COO�), �s(COO�),
�s(COO�) and �as(COO�), to estimate changes in the
electronic charge distribution in this part of molecule.
The first and second principal components are given in
the Table 6 together with appropriate weights. Again,
correlations were established between the studied para-
meters and the obtained statistical data. Once again the
highest correlation coefficients were obtained for ionic
potential (0.99) and for reverse atomic mass (0.97). This
means that ionic potential is the most important para-


meter of the metal influencing the electronic charge
distribution in the molecule.


Theoretical IR spectra
Wavenumbers of IR vibrations for PA and for lithium,
sodium and potassium picolinates were calculated. Wa-
venumbers of the chosen spectral bands are compared
with those calculated theoretically at the B3PW91/6–
311þþG** level in Table 3. Wavenumbers obtained
theoretically were scaled up according to the equation
�scaled¼ 0.955�calculatedþ 25.7.22 Comparison of the cal-
culated band wavenumbers with those obtained experi-
mentally gave satisfactory results.


Aromaticity indices of alkali metal picolinates


The structures of lithium, sodium, potassium, rubidium
and caesium picolinates at the B3PW91/LANL2DZ level
were calculated. Additionally, the structures of lithium,
sodium and potassium picolinates at the B3PW91/
6-311þþG** level were calculated as well.21 Based on
the geometric data for the analysed compounds,
geometric indices of aromaticity were calculated.27–30


Comparison of the geometric index values for PA and its
derivatives with alkali metals is shown in Table 7.


From the results obtained we conclude that heavier
metals, such as rubidium and caesium, perturb the aro-
matic system of the acid to a greater extent than light
metals, such as lithium and sodium. Perturbation in-
creases generally in the series Li!Cs. With increasing
atomic number of the coordinated metal, its energetic
contribution to ring dearomatization increases (EN27,28),
whereas the geometric contribution remains the same
(GEO27–29). The HOMA and I6 values show a tendency to
increase. More precise calculations can be obtained using


Table 4. Experimental IR and Raman wavenumbers (cm�1) for rubidium and caesium picolinates


Rubidium picolinate Caesium picolinate Assignment and
normal mode of


Raman IR Raman IR the aromatic ring33


3062w 3045m 3062w 3045w �(CH)ar 7b
— 1610vs — 1612vs �as(COO�)
1587w 1585vs 1586w 1585s �(CC)ar 8a
1562vw 1565vs 1567w 1565s �(CC)ar 8b
1472vw 1466w 1471w — �(CC)ar 19a
1430vw 1422m 1434w — �(CC)ar 19b
1391w 1396vs 1391w 1393s �s(COO�)
1235vw 1229w — 1231w �(C–N)
1167w 1167vw 1166w 1166w �(CH)
1136w 1149vw 1146w 1149w �(CH)
1091vw 1086w 1089w 1086w �(CH) 18b
1042vw 1044m 1049w 1045w �(CH) 18a
842vw 840s 840w 840m �s(COO�)
697vw 698s 699w 698m �(CC) 6a
623vw 621m 622w 621w �(CC) 6b
525vw 520vw — 518vw �as(COO�)
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the 6–311þþG** function base,21 but this base does not
contain data for rubidium and caesium. To compare the
whole set of investigated metal complexes, calculations
with the less precise database LANL2DZ were per-
formed; this database includes all H–Ba and La–Bi
atoms. The aromaticity of the analysed compounds re-
mains similar, but one can observe a distinct decreasing
trend in the order Li!Cs for geometric indices, which
was also confirmed by the spectroscopic results presented
in this paper.


NMR spectra


The theoretical and experimental NMR data for picoli-
nates are given in Tables 8 (1H NMR) and 9 (13C NMR).


The NMR assignment was based on literature data.34,35


The chemical shifts of protons (1H NMR) and carbons
(13C NMR) in the series of studied alkaline metals
express the influence of different metals on the electronic
charge around those atoms.


1H NMR spectra
When we replaced a hydrogen atom with metal we ob-
served a decrease in chemical shifts compared with the
ligand. This is evidence for an increase in the electron
density around protons (screen effect). The protons’
chemical shifts show a general decreasing tendency in
the series of Li!Na!K!Rb. Caesium has higher
values of chemical shifts than rubidium (Table 8). The
aromaticity shows a general decreasing tendency in the
series of HPic!Li!Na!K!Rb (increasing desta-


bilization of the aromatic system). Values of the proton 3,
4 and 5 signals show a general decreasing tendency in the
series Li!Na!K!Rb (Table 8). Values of the proton
6 signals change irregularly. The greatest differences in
the chemical shifts of the investigated complexes com-
pared with the ligand can be observed for proton 6.


The smallest differences in chemical shifts for all
protons compared with the ligand were observed for
lithium picolinate; higher values were observed for the
other picolinates.


1H chemical shifts were calculated using the GIAO
method at the B3PW91/6–311þþG** level for opti-
mized structures of Li, Na, and K picolinates and PA.
Theoretical values of the chemical shifts of the analysed
nuclei were deducted from the difference in the shield
tensor trace of TMS and the examined compound.22


The theoretical values of the chemical shifts obtained
were compared with the experimental values versus TMS
(Table 8). Good correspondence was found for the
calculated and experimentally obtained chemical shifts
of protons 6 and 4 (Fig. 2). In case of the chemical shifts
of protons 3 and 5 (Fig. 2), no satisfactory correlation
between the experimental and theoretical results was
found. Experimental chemical shift values of protons 5
were found to be much higher than the theoretical values
for the respective complexes. The greatest difference
between the experimental and theoretical shift values
for protons 3 was found for the potassium complex
(1.51 ppm). In the case of protons 3, higher values of
the calculated than the experimental chemical shifts were
found. For the chemical shifts of protons 4 and 6 no
differences greater than 0.5 ppm were found between the


Table 5. First and second principal components and their weights obtained for alkali metal picolinates using wavenumbers
of the 8a, 8b, 19a, 19b and 9a bands


First principal Second principal
Compound component Band Weight component Band Weight


Li picolinate 2.24 8a 0.52 �0.21 8a �0.33
Na picolinate 1.52 8b 0.38 �0.28 8b 0.36
K picolinate �1.64 19a 0.50 0.13 19a �0.24
Rb picolinate �1.57 19b 0.55 �1.28 19b 0.03
Cs picolinate �0.55 9a 0.16 1.64 9a 0.84


Table 6. First and second principal components and their weights obtained for alkali metal picolinates using wavenumbers
of the �as(COO


�), �s(COO
�), �s(COO


�) and �as(COO
�)


First principal Weight
Compound component Band component Second principal Band Weight


Li picolinate 2.55 �as(COO�); 0.38 �0.56 �as(COO�); 0.68
Na picolinate 0.58 �s(COO�); 0.32 1.56 �s(COO�); �0.73
K picolinate �0.83 �s(COO�) 0.62 �0.77 �s(COO�) 0.02
Rb picolinate �0.95 �as(COO�) 0.61 �1.03 �as(COO�) �0.05
Cs picolinate �1.35 0.80
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experimental and theoretical values for the investigated
complexes.


13C NMR spectra
The investigated complexes contain the carboxylic anion.
The presence of an oxygen atom in this group causes an
increase in the chemical shift of the carbon atom band.
This is evidence for a decrease in the electron density
around this atom. Analysis of the chemical shift values of
the metal complexes compared with the ligand shows an
increasing tendency for the C-1 and C-2 carbon atoms
(Fig. 2); for other signals it shows a decreasing tendency
(Table 9). The electron densities around the C-1 atom
are lower than for other carbon atoms, which is why we
see the largest chemical shift values for this atom. The
changes in the chemical shift values for the carbons of
picolinates are not regular. The chemical shift values for
C-1 and C-2 show an increasing tendency in the series
Li<Na<Rb<Cs (Table 9). The signal values for C-3,
C-4 and C-5 show a decreasing tendency (except for the
caesium complex).


13C chemical shifts were calculated using the GIAO
method at the B3PW91/6–311þþG** level for opti-
mized structures of Li, Na, and K picolinates and PA.
Theoretical values of the chemical shifts of the analysed
nuclei were deducted from the difference in the shield
tensor trace of TMS and the examined compound.22 The
theoretical values of the chemical shifts obtained were
compared with the experimental values versus TMS.


Good correspondence was found for the calculated
and experimentally obtained chemical shifts of carbon
atoms C-2, C-3, C-5 and C-6 (Fig. 2). In the case of
C-1 and C-4, considerable differences between the cal-
culated and experimentally obtained chemical shift va-
lues were observed.


CONCLUSIONS


The type of carboxylic anion structure and character
of the metal–ligand bond influence the structure and
electron charge distribution in the aromatic ring.


The investigation on the structure of alkali metal
picolinates proved that Rb and Cs cations perturb the
electron charge distribution in PA to a greater extent than
the light metals Na and K.


Calculated aromaticity indices (HOMA, I6) confirm
that heavy metals perturb the electronic charge distri-
bution more than light metals. Although the differences
in aromaticity indices are small, the general trend
Li<Na<K<Rb<Cs is noticeable.


The changes in aromaticity (uniform electronic charge
distribution) were confirmed by 1H and 13C NMR data.


Analysis of the correlation between the wavenumber
of one chosen band in the IR spectrum and analys-
ed metal parameters (ionic potential, electronegativity,T
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mass) did not give any unambiguous answer as to which
parameter determines the perturbation of the electronic
charge distribution. The answer to this question was not
obtained until we applied PCA. The PCA results imply
that the ionic potential of the metal is the parameter
that influences’ the electronic charge distribution to the
greatest-extent.


There is an intramolecular bond between the nitrogen
atom and hydrogen atom of the carboxylic group in the
most stable structure of PA. This conclusion is based on
data from the Bader theory (AIM).
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ABSTRACT: Ternary systems of surfactants, water and organic solvents were studied by monitoring the steady-state
fluorescence of the versatile solvatochromic probe Nile Red. We found not only that Nile Red can be used throughout
the whole isotropic regions in the phase diagram, but also that subtle changes in the aggregation state of the surfactant
can be monitored. The formation of inverted micelles in n-hexane could be followed upon the addition of small
amounts of water, in addition to the formation of normal micelles in water and water–organic solvent mixtures. In
aqueous C12EO4 solutions the temperature-dependent micelle-to-vesicle-to-inverted micelle transition was visualized
by Nile Red fluorescence. Finally, the incorporation of solvent into the micellar interior could also be monitored using
Nile Red as the probe. Copyright # 2005 John Wiley & Sons, Ltd.


KEYWORDS: Nile Red; ternary phase diagram; organic solvent; surfactant; micelle; inverted micelle; aggregation


INTRODUCTION


Ternary mixtures of surfactants, water and organic sol-
vents exhibit complex phase behavior. These mixtures of
in many cases different kinds of amphiphiles (ionic, non-
ionic, soap) are often employed in laundry and other
types of detergents. Our interest lies in the aggregation
state of the surfactant in the optical isotropic regions of
the complex phase diagram.


We found the solvatochromic fluorescent probe Nile Red
to be highly efficient in its capability to identify different
aggregate morphologies formed by amphiphile mixtures.
Nile Red1 has been used previously in ternary surfactant
systems.2,3 Nile Red is soluble over a very wide range of
solvents and shows a large bathochromic absorbance shift
with increasing solvent polarity (108 nm from n-hexane to
water),4 which is linear with that of the long-wavelength
absorption band of the popular ET(30) probe.5


The ET(30) value of a solvent is the energy of the
intramolecular charge transfer transition of 2,6-diphenyl-
4-(2,4,6-triphenyl-1-pyridinium) phenolate, which de-
pends strongly on the polarity of the medium.6 Nile Red
in its ground state has low polarity, whereas in the excited
state the molecules undergo an intramolecular transfer of
an electron from the donor (dialkylamino group) to the
acceptor group which is accompanied by a twist between
the donor and the acceptor moieties. This twisted intramo-
lecular charge transfer (TICT) process gives a highly polar
state,5 for which the activation barrier decreases linearly
with increasing ET(30).7–9 Consequently, the excited state
with a large dipole is stabilized in more polar solvents.
The large solvatochromic shift makes it possible to excite
probe molecules selectively in different environments. In
micelles Nile Red is situated in the interface. However,
some molecules are facing water, whereas others are
located more towards the hydrophobic tails of the amphi-
philes. In inverted micelles there are two interfaces, the
surfactant headgroup region facing a water pool and the
surfactant tail region facing the apolar solvent. Because of
the large polarity-dependent absorbance shift, Nile Red in a
more polar or apolar environment can be selectively
excited.8 These properties of the probe lead to an excita-
tion-dependent emission maximum (�max) when different
microdomains (e.g. micelles, bilayers or inverted micelles)
are present. If there is no aggregation of the surfactant
molecules, for example below the critical micelle concen-
tration (CMC) or in a solvent in which surfactant molecules
are randomly mixed,10 no excitation-dependent emission is
found.
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Since Nile Red is poorly soluble in water, there is a
large preference to partition into micelles or other ag-
gregates which offer hydrophobic binding sites. Further-
more, probe molecules have a general tendency to be
located at the surface of micelles owing to the large
surface-to-volume ratio.11


In the present study, we examined in detail the emis-
sion maximum of Nile Red (�max), determined accurately
with a log-normal fit, in ternary surfactant–water–organic
solvent mixtures. The results allowed us to identify both
large and small, subtle changes in the organization of the
surfactants in these solutions and to determine the phase
behavior.


EXPERIMENTAL


Nile Red was obtained from ACROS (Landsmeer, The
Netherlands). A 2.5 mM Nile Red stock solution was
made in ethanol and diluted 2000-fold in the surfactant
systems. Non-ionic detergent Neodol 1–5 (CxEOy, x on
average 11, y on average 5) was obtained from Shell
Chemicals, penta ethylene glycol mono-n-dodecyl ether
(C10EO5) from Bachem (Switzerland), tetraethylene
glycol mono-n-dodecyl ether (C12EO4) from Nikko
Chemicals (Tokyo, Japan). LAS-acid (linear alkylbenze-
nesulfonic acid) from Lever Brothers (Port Sunlight,
UK), isostearic acid (Prisorine 3509) from Uniqema
(Gouda, The Netherlands) and monoethanolamine
(MEA) from BASF. All surfactants used were of techni-
cal grade except C10EO5 and C12EO4, which were of the
highest purity available, and all other chemicals were of
analytical grade. The surfactant mixture consisted of non-
ionic Neodol 1–5, LAS-acid and isostearic acid (molar
ratio 37:38:25) neutralized with a 10 mol% excess of
MEA. MEA–LAS was made by mixing equal molar
amounts of MEA and LAS acid. Surfactants were mixed
with water and/or organic solvents to the desired ratio
(w/w) and stirred until a homogeneous isotropic solution
was obtained.


Nile Red fluorescence was measured on an SPF-500c
spectrofluorimeter (SLM Aminco) at 25 �C using an
excitation wavelength between 490 and 590 nm. Fluor-
escent emission was measured from 550 to 700 nm at
5 nm intervals. The Nile Red emission maximum (�max)
was calculated using a log-normal fit.12 In Fig. 1,
emission spectra of Nile Red in water, methanol and
tert-butanol are given. A 5 nm step size for the emission
was found to be sufficient to obtain a resolution of
several tenths of a nanometre after a log-normal fit. The
width of the fitted peak was carefully monitored to
make sure that the Nile Red signal is derived from one
population. A broadening of the peak could mean that
multiple populations were measured and a deconvolu-
tion of the peak is necessary. Surface tension was
measured using a drop volume tensiometer (Lauda,
TVT1).


RESULTS AND DISCUSSION


We found Nile Red to be highly effective for measuring
the local polarity throughout the ternary phase diagram of
surfactants, water and organic solvents. Furthermore, we
found that Nile Red could be used to monitor subtle
changes in the organization of the surfactant in the
solvent systems that we explored.


When a surfactant is dissolved in an apolar medium
such as n-hexane, it is likely that inverted micelles are
formed with their hydrophobic tails directed towards the
solvent. This requires, however, hydration of the head-
groups of the surfactant molecules in the core of the
aggregate. Nile Red can partition either into the interface
with water or into the interface between the hydrophobic
tails and the apolar solvent. By changing the excitation
wavelength, the different probe environments can be
selectively excited.8 It is unlikely that inverted micelles
are formed in the complete absence of water.


We measured the excitation-dependent Nile Red fluor-
escence of a 10% (w/w) Neodol 1–5 solution in n-hexane
on adding small amounts of water [Fig. 2(a)]. Appreci-
able changes in �max were found after the addition of
0.05–1% (w/w) water. A strong increase in polarity
(increase in Nile Red �max) was seen at high excitation
wavelengths, which is indicative of the formation of
inverted micelles. Hydrated surfactant headgroups will
form a region of high local polarity, the ‘water pool’ of an
inverted micelle. This shift in the emission peak coin-
cides with a strong increase in fluorescent intensity at
590 nm. Nile Red, located close to the aqueous core of the
inverted micelles, is selectively excited at 590 nm. A
slight increase in polarity was found at an excitation
wavelength of 490 nm, between 0.05 and 0.5% water,
indicative of the penetration of some water into the n-
hexane (hydrated surfactant molecules not in inverted
micelles). Probably 0.05–0.5% water is not sufficient to


Figure 1. Nile Red fluorescence in methanol, tert-butanol
and water excited at 550 nm. A four-parameter log-normal
fit was used to determine the emission maximum. The
intensity of Nile Red in water is very low, therefore the scale
was increased (right y-axis)
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assemble all the surfactant molecules into inverted micel-
les. With a further increase in the water content, the
emission at 490 nm decreases again. This indicates
further structuring of the surfactant molecules into in-
verted micelles. The general polarity of the solvent will
decrease in the organized solution because there will be
fewer randomly dissolved surfactant molecules and a
smaller contribution of their polar headgroups to the
general polarity. This is indeed observed at 2% of water
[Fig. 2(a)]. On the polar side there is hardly any influence
on increasing the water concentration from 1 to 2%.
Indeed, 2% water is about the maximum allowed before
a phase separation takes place. If no inverted micelles
were formed in the absence of water, we would expect the
0% water line to be flat, because of the random dissolu-
tion of the surfactant molecules. However, the observed
significant slope is probably due to water which is already
present in the Neodol 1–5 solution (0.2% as determined
by Karl Fisher titration), leading to some organization of
surfactant molecules.


The original spectra resulting from excitation at 490
and 520 nm can be deconvoluted into two spectra origi-
nating from Nile Red residing at the two interfaces of the
inverted micelles, a polar interface and an apolar inter-
face [Fig. 2(b)]. At 0% water the polarities of the two
interfaces are only slightly different since formation of
inverted micelles hardly occurs under these conditions.
On addition of water, clearly two interfaces are present, a
polar interface at an almost fixed position and an apolar
interface undergoing a hypsochromic shift with increas-
ing amounts of water, due to increased structuring of the
surfactant molecules as discussed above. When the sam-
ples are excited at 550 or 590 nm, the emission spectra are
only derived from the polar interface.


Nile Red could also be effectively used to measure the
CMC of a surfactant solution in water and other polar
solvents by following the maximum of the Nile Red
emission peak (�max) as a function of the surfactant
concentration (Fig. 3). The equivalence point reflects


the CMC, and coincides with a strong increase in the
fluorescence intensity (not shown), as was demonstrated
previously.13 The advantage of using the �max instead of
the fluorescence intensity is that the �max can also be used
in turbid solutions without making a correction for the
absorbance and in non-aqueous polar solvents in which
Nile Red gives a hight intensity by itself, as demonstrated
for glycerol. The CMCs of C10EO5, Neodol 1–5 and
MEA-LAS were compared with the results obtained by
surface tension measurements. Since Nile Red is hardly
soluble in water, it is most likely effectively shielded by
surfactant molecules due to the hydrophobic effect,14


leading to a lower CMC value. This effect is well known
for other hydrophobic fluorescent probes, such as pyrene,
as discussed by Capek in a recent review.15 Low con-
centrations of Nile Red (micromolar range) do not
influence the CMC as measured by surface tension
(data not shown). This means that the shielding of Nile
Red by surfactant molecules lowers the Nile Red �max


and the apparent CMC. However, it does not affect the
CMC as measured by surface tension. In a non-aqueous


Figure 2. (a) Excitation-dependent emission of Nile Red in 10% (w/w) Neodol 1–5 in n-hexane. Influence of water on the
formation of inverted micelles. (b) Deconvolution of the spectra excited at 490 nm. Each set of data points is deconvoluted into
two peaks representing the polar and apolar interface. The sum of these two is drawn through the corresponding data points


Figure 3. CMC of C10EO5 and Neodol 1–5 in water and of
MEA-LAS in glycerol and in water measured using the Nile
Red (NR) emission wavelength maximum (�max, closed sym-
bols; NR was excited at 550 nm) and using surface tension
measurement (�, open symbols)
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solvent hydrophobic effects do not play a role, as can be
seen from the CMC measurements of MEA–LAS in
glycerol, where the surface tension overlaps with the
Nile Red data (Fig. 3). Obviously, the formation of
micelles in glycerol (and also in other polar organic
solvents) is less cooperative, which shows up as a faint
curve for both �max and for the surface tension. Following
a shift in �max instead of the Nile Red intensity has the
advantage that it can be used both in polar organic
solvents and in water. As soon as the CMC is reached,
Nile Red will bind in the interfacial region of the micelle,
and the locally decreased polarity is expressed by an
emission peak at lower wavelength.


Because a fraction of the Nile Red will be located more
to the outside and some more towards the core of the
micelle, a small difference in emission maximum can be
found when the probe is excited with different wave-
lengths [Fig. 4(a)]. Owing to the large polarity-dependent
absorbance shift of Nile Red, the probe which resides
more towards the core of a micelle will be preferentially
exited at lower wavelength and emit at a lower wave-
length. By contrast, the probe residing more towards the
outside of the micelle (facing solvent) will be preferen-
tially excited and emit at higher wavelength. The con-
tribution of the different probe positions to the fluorescent
signal will therefore change slightly with the excitation
wavelength, which results in an overall shift of �max.
Different probe positions have also been reported for the
slightly different 2-hydroxy-Nile Red, as demonstrated
by selective quenching of probe molecules at the water
interface.16


When surfactants are dispersed in methanol, there is no
sign of surfactant aggregation and the surfactant mole-
cules are randomly mixed.10 This is reflected in the
excitation wavelength-independent emission of Nile
Red (490–590 nm) [Fig. 4(b)]. On mixing a 10% (w/w)
surfactant-mix solution in methanol with a 10% (w/w)
surfactant-mix solution in water, a different behavior of
the excitation-dependent fluorescence of Nile Red was
observed [Fig. 4(a)]. We find that up to 40% (w/w)
methanol the micelles stayed intact, as indicated by
the excitation-dependent Nile Red emission (although
the slope decreases). This change in slope is most likely
due to the incorporation of methanol into the core of the
micelles or a decrease in aggregation number of the
micelles with unchanged geometry17 and to the decreased
polarity of the solvent. Incorporation of methanol into the
core of the micelle shows up particularly at low excitation
wavelength (e.g. 490 nm) as an increase in the polarity
(increase in �max, methanol is more polar than the
hydrocarbon surfactant tails). Nile Red molecules that
report more from the surface of the micelles show a
decrease in polarity on addition of methanol. The inter-
facial region seems not to be affected by methanol as long
as the micelles persist. In methanol the Nile Red fluor-
escence is excitation-independent and just reports the
polarity of the solution containing randomly dissolved


surfactant molecules. The addition of a surfactant-mix in
water to a surfactant-mix in methanol will in this case
lead to in increase in polarity, as can be seen by an upshift
of the horizontal lines [Fig. 4(b)]. Between 60 and 40%
methanol micelles are gradually formed, as indicated by
the deviation from the almost linear relationship when
two solvents of different polarity are mixed9 (M. C. A.
Stuart et al., in preparation).


The previous experiments were performed with a
surfactant mixture with a rather broad composition. The


Figure 4. Excitation-dependent fluorescence of Nile Red in
a surfactant mixture (a, b) and in a non-ionic (Neodol 1–5)
and an ionic (MEA-LAS) surfactant (c). Effect of methanol on
10% surfactant in water (a, c) and effect of water on 10%
surfactant in methanol (b) (surfactant:water:solvent, w/w/w)
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individual components were found to give similar results,
although the position of the probe and the general polarity
of the surfactant solutions differ. The ionic LAS has a
much higher general polarity than the non-ionic Neodol
1–5 [Fig. 4(c)]. As expected, in the ionic LAS the
location of Nile Red is more towards the outside of the
micelles, which can be seen on addition of methanol to
micelles formed in water. At low excitation wavelength
the Nile Red emission maximum is not influenced. At
high excitation wavelength, however, Nile Red senses the
addition of methanol as a decrease in polarity.


In micelles formed from the non-ionic Neodol 1–5, the
response of Nile Red fluorescence to the addition of
methanol is completely the opposite. In the Neodol 1–5
micelles Nile Red is likely buried between the short
ethylene oxide chains. This environment is less polar
than that at the micellar surface of the ionic LAS
aggregates. Methanol penetrates into the core of the
micelles, leading to an increased local polarity, as can
be seen by an increase in �max at 490 nm excitation. The
interfacial region of hydrated ethylene oxide groups in
these micelles is hardly influenced by the addition of
methanol.


In addition to measurements in micelles, Nile Red can
also be used to monitor the phase behavior, as is demon-
strated with C12EO4, which forms in water micelles (L1)
below 20 �C, between 20 and 50 �C the surfactant is
lamellar (L�) arranged into vesicles (niosomes) and
above 65 �C a micro-emulsion is formed of inverted
micelles (L2).18 The Nile Red �max is the highest in micel-
les at low temperature and lowest in inverted micelles at
high temperature [Fig. 5(a)]. In micelles some water will
penetrate between the headgroups of the surfactant
molecules, which is reflected by a higher polarity experi-
enced by Nile Red. In a bilayer the surfactant molecules
are better packed and water is more expelled from the
interface, reflected by a lower Nile Red �max. In inverted
micelles Nile Red has the opportunity to migrate to the
hydrophobic tails which are now pointing outwards,
leading to an even lower �max. The formation of an L2


phase in water above 65 �C was checked by the Nile Red
signal in a 95% (w/w) C12EO4 sample in water [see the
phase diagram Fig. 5(b)] and a 9% C12EO4–1% H2O in n-
hexane dispersion. In both cases the Nile Red signal is
identical [bars in Fig. 5(a)] with the signal in water above
65 �C. From the original spectra with their best fit to
determine �max [Fig. 5(c)] it is clear that there is an
overall shift in polarity. The intensity decreases with
increase in temperature as a result of the hypsochromic
absorbance shift. Because the samples are only excited at
550 nm the apolar interface is not excited. This makes
Nile Red useful for the determination of the phase
behavior and for the vesicle-to-micelle transition, without
making corrections for the turbidity.19


In sum, we have shown that both large (formation of
inverted and normal micelles) and small (increased
structuring of surfactant in apolar solvent, incorporation


Figure 5. (a) Temperature-dependent phase behavior of
1% (w/w) C12EO4 measured by Nile Red fluorescence
(�max) (line). L2 phase of 95% C12EO4 in water and 9%
C12EO4–1% water in n-hexane (bars). (b) Phase diagram of
C12EO4. Reproduced by permission of the Royal Society
of Chemistry.18 (c) Fluorescent emission spectra of 1% (w/
w) C12EO4 in water, excited at 550 nm, at 12, 40 and 70 �C
with their calculated maximum (drop lines)
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of solvent into micellar core) changes in the organization
of surfactant both in water and in polar organic solvents
can be successfully monitored using Nile Red as a
solvatochromic, fluorescent probe. These properties of
the probe exemplify the unique versatility of Nile Red in
characterizing surfactant self-assembly processes and
phase behavior. Of course, the probe molecule may affect
the aggregation of the amphiphilic molecules, but the low
concentrations of Nile Red will ensure that these effects
will be of minor importance. A great advantage is the use
of the emission maximum, �max, which makes it possible
to employ turbid solutions.


Further studies of more complicated surfactant systems
will be reported in due course (M. C. A. Stuart, J. C. van
de Pas and J. B. F. N. Engberts in preparation).
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ABSTRACT: Several salen-type ligands functionalized with two pyrrole derivative pendant arms were prepared.
These Schiff base ligands, which differ in the imine bridge, were prepared by a multi-step procedure that includes (i)
synthesis of 3-pyrrol-1-ylpropanoic acid, (ii) transformation of the latter compound into the mixed carboxylic–
carbonic anhydride (MCCA) intermediate followed by reaction with 2,3-dihydroxybenzaldehyde to give (3-formyl-2-
hydroxyphenyl) 3-(pyrrol-1-yl)propanoate and finally (iii) Schiff condensation of the different 1,2-diamines with
(3-formyl-2-hydroxyphenyl) 3-(pyrrol-1-yl)propanoate. The key step in the Schiff base ligand preparation is the
functionalization of the 2,3-dihydroxybenzaldehyde at the C-3 hydroxyl group without protection of the C-2 hydroxyl
group, by a regiospecific acylation of the ortho-hydroxyl group via esterification with the mixed carboxylic–carbonic
anhydride of 3-pyrrol-1-ylpropanoic acid. The compounds were characterized by elemental analyses, 1H and 13C
NMR spectroscopy, mass spectrometry and FTIR and UV–visible spectrophotometry. Copyright # 2005 John Wiley
& Sons, Ltd.


KEYWORDS: Salen-type ligands; regiospecific acylation; functionalized ligands; pyrrole derivatives; salicylaldehyde


INTRODUCTION


The design of functionalized receptors for the develop-
ment of potential molecular chemosensors is a field
of active research; the sensing function is generally
achieved by coupling selective binding sites and signal-
ling subunits.1–3 Salen-type ligands constitute one of the
most promising building blocks for the preparation of
multifunctional ligands as they are easy to functionalize
with receptor groups (crown ethers, calixarenes and
cryptands)4–6 and can coordinate a great variety of
transition metal cations which can act as signalling units.
Owing to the intrinsic spectroscopic and redox properties
of transition metal cations, these functionalized salen-
type complexes can act as molecular sensors for charged
and neutral guests.


We have been interested in the preparation of salen-
type ligands and N2O/N2O2 Schiff base ligands functio-
nalized with crown ether groups (dibenzo-18-crown-6
and benzo-15-crown-5), which, after transition metal
coordination, have acted as hosts for alkali and alkaline
earth metal and lanthanide ions in solution7–9 or as
polymeric films deposited on Pt and ITO electrodes.10


We are now pursuing our work on the design of molecular


sensors based on salen-type ligands to receptors with
mixed O,N coordinating atoms, to extend their recogni-
tion properties to softer cations (Cd, Zn and Hg) and to
allow for anion interactions. Although crown ethers and
other macrocycles are known for their ability to act as
efficient and selective hosts for representative cations,4–7


the homologous open-chain derivatives containing donor
atoms can also be extremely effective in this respect.8,9


In this paper, we report the preparation of new salen-
type ligands functionalized at the C-3 of the aldehyde
moieties with pendant arms derived from pyrrole. These
ligands have two mixed N,O-type coordination sites: one
that comprises the N2(imine)O2 coordination sphere that
is well suited for coordination of transition metal cations,
and the other that is composed by the coordinating atoms
within the pyrrole derivative pendant arms, which can
potentially act as a receptor site for representative ca-
tions, lanthanides and also anions. To follow on our work
on the design of molecular receptors based on salen
complexes, these ligands will be used to complex transi-
tion metals and the resulting compounds will be screened
as molecular receptors for cations and anions.


The pyrrole-based salen ligands were prepared using a
multi-step procedure that involves a key step, the func-
tionalization of the 2,3-dihydroxybenzaldehyde at C-3
via a regiospecific acylation using a pyrrole-based mixed
carboxylic–carbonic anhydride (MCCA) intermediate;
within this synthetic approach the C-3 hydroxyl group
of 2,3-dihydroxybenzaldehyde could be functionalized
without protection of the C-2 hydroxyl group.
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The preparation of MCCA intermediates from the
corresponding carboxylic acids and alkyl haloformates
is a common method in peptide synthesis11 and in the
preparation of alcohols by reduction using soft condi-
tions.12 MCCA are useful mediators in soft esterification
leading to high product yields, as for example in the
preparation of esters of N-protected �-amino acids with-
out loss of optical activity.13 In this work, we prepared the
MCCA intermediate from 3-pyrrol-1-ylpropionic acid
and reacted it with 2,3-dihydroxybenzaldehyde to obtain
a mono-O-acylated ester.


In previous work, functionalization of 2,3-dihydroxy-
benzaldehyde at the C-3 hydroxyl group was performed
with protection of the C-2 hydroxyl group by regioselec-
tive mono-O-alkylation to prevent multi-substitutions;14


this procedure used 1 equiv. of NaH and allyl bromide
and depended on the experimental conditions, such as
pH (alkaline), solvent and alkylating agent.14,15 In the
present work, the C-3 functionalization of the same
salicylaldehyde was effected under mild conditions,
using a straightforward methodology, with no need for
C-2 hydroxyl protection, by using regiospecific mono-O-
acylation via an MCCA pyrrole based intermediate.


RESULTS AND DISCUSSION


Salen-type ligands with two OC(O)CH2CH2NC4H4 pen-
dant arms were prepared in a multi-step procedure as
depicted in Scheme 1. In the first step, the pyrrole
precursor derivative 3-pyrrol-1-ylpropanoic acid (I),
was prepared by reaction of 3-pyrrol-1-ylpropionitrile
with sulfuric acid in presence of sodium hydroxide. This
compound was converted into the corresponding MCCA
intermediate by treatment with triethylamine and ethyl
chloroformate following the methodology described by
Kim et al.;13 the MCCA intermediate, which was not
isolated, was reacted directly with 2,3-dihydroxybenzal-
dehyde, giving (3-formyl-2-hydroxyphenyl) 3-(pyrrol-1-
yl)propanoate in 60% yield.16,17 No protection of the C-2
hydroxyl group was needed to prevent its functionaliza-
tion, as the MCCA intermediate induces the regiospecific
acylation of the C-3 hydroxyl group; moreover, the
predicted keto–enol tautomerism involved in 2,3-dihy-
droxybenzaldehyde also contributed to a more effective
functionalization at C-3 due to the higher nucleophilic
character of this hydroxyl group compared with the more
hindered C-2 hydroxyl group.


Schiff condensation of (3-formyl-2-hydroxyphenyl) 3-
(pyrrol-1-yl)propanoate with the diamines meso-1,2-
diphenylethylenediamine, 4,5-dimethyl-1,2-phenylene-
diamine and 4,5-dichloro-1,2-phenylenediamine gives
the corresponding ligands H2-[1,2-diphenylethylene-
bis(3-oxyethylpyrrole)salicylideneimine] (III), H2-[1,
2-(4,5-dimethyl)phenylenebis(3-oxyethylpyrrole)salicy-
lideneimine] (IV) and H2-[1,2-(4,5-dichloro)phenylene-
bis(3-oxyethylpyrrole)salicylideneimine] (V).


The precursor compound I was characterized by 1H
NMR spectroscopy to confirm its structure and the
functionalized salicylaldehyde II was characterized by
1H NMR and mass spectrometry (EI). The new pyrrole-
based salen ligands III–V were characterized by elemen-
tal analyses, 1H and 13C NMR spectroscopy, mass spec-
trometry [fast atom bombardment (FAB)] and FTIR and
UV–visible spectrophotometry. All data are summarised
in the Experimental section.


The mass spectrum [electron ionization (EI)] of (3-
formyl-2-hydroxyphenyl) 3-(pyrrol-1-yl)propanoate (II)
reveals the presence of an intense peak corresponding
to the molecular ion Mþ , whereas for those of Schiff
base ligands (III–V) (FAB) a peak due to [MþH]þ was
observed. The mass spectra of II and those of III–V
reveal similar fragmentation profiles: the spectrum of
II evidences a peak at m/z 122 due to the
C4H4NCH2CH2CO fragment and the spectra of III–V
show peaks corresponding to [M�C4H4NCH2CH2COþ
H]þ and [M� 2C4H4NCH2CH2COþH]þ . The high-
resolution mass spectra of the Schiff base ligands confirm
the proposed structures.


The presence of a resolved singlet with � between
8.67 and 8.10 ppm assigned to the two C(H)——N protons
in the 1H NMR spectra of III–V confirms the Schiff
condensation reaction between the diamines and the
aldehyde group of (3-formyl-2-hydroxyphenyl) 3-(pyr-
rol-1-yl)propanoate (II). For III–V, a singlet due to the
C-2 OH proton is observed in the range 13.57–
12.87 ppm; it is worth noting that the OH chemical shift
is strongly increased in these compounds compared with
II, suggesting the presence of hydrogen bonding with the
oxygen atoms of the pendant arms.


For all compounds the pyrrole aromatic protons con-
stitute an AA0XX0 system and therefore � values
were measured at the middle of each multiplet.18 The
protons in the ��0 position with respect to N (� in the
range 6.67–6.74 ppm) are more deshielded than those
in the ��0 position (� in the range 6.14–6.22 ppm); III
shows the highest � value and V the lowest. The CH2CH2


group in each pendant arm gives two triplets, with
the group in the ��0 position with respect to N being
more deshielded (� in the range 4.40–4.26 ppm) than that
in ��0 position (� in the range 3.14–3.00 ppm); as
observed before, III shows the highest � value and V
the lowest.


As regards the phenyl group substituted in at position 1
by CH——O or CH——N (II and III–V, respectively), at
position 2 by OH and at position 3 by an OCO pendant
group, H-5 behaves as a real triplet and is the more
shielded, H-6 [ortho to CH——O (II) or to CH——N (III–V)
is the more deshielded and H-4 (ortho to the OCO
pendant group) is at an intermediate position;18 both H-
4 and H-6 give a doublet of doublets. Compound II when
compared with III–V shows all the � at higher values,
indicating that the Schiff condensation with the diamines
has introduced some electron density within the phenyl
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moieties. On comparing the Schiff bases, III shows the
more shielded H-4–H-6 protons.


For the aromatic protons in the imine bridge, a singlet
is expected for IV and V at 7.06 and 7.33 ppm, respec-
tively; the two different values are a consequence of the
electron-donating properties of the methyl groups (lower
�) in opposition to the withdrawing properties of the
chloride atoms (higher �). In III, ortho and meta protons


of the phenyl imine bridge appear at 7.30, para protons at
7.00 ppm and the methine protons at 4.70 ppm.


The 13C NMR spectra of the Schiff base ligands (III–
V) also confirm the structure of the synthesized com-
pounds. From the comparison of the three spectra it is
possible to make some peak assignments, especially for
the resonances at the two limits of the spectra: those
which are in the most deshielded region and those 13C


Scheme 1. Multi-step procedure used in the preparation of salen-type ligands functionalized with pyrrole derivative pendant
arms
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which are more shielded, which in these compounds
correspond to aromatic carbon atoms linked to electro-
negative atoms (O and N) and aliphatic carbons, respec-
tively.18 In this context we propose the following peak
assignments for III–V:—13C——O resonance � at 169.0–
169.1 ppm, � N——


13CH in the range 165.5–162.6 ppm,
�13C2–OH at 152.7–153.1 ppm, 13C��0 pyrrole at 108.4–
108.5 ppm, in the CH2CH2 group of the pendent arm
the 13C in the ��0 position with respect to N is more
deshielded (� in the range 44.9–44.8) than that in the ��0


position (� in the range 36.3–36.5). For III the
13CH—13CH group in the imine bridge has a resonance
peak at 79.8 ppm and IV has a resonance peak at
19.6 ppm that can be assigned to 13CH3 in the phenyl
group of the imine bridge.


In pursuing the assignments of aromatic carbons near
electronegative atoms, the peak that appear in IVand Vat
the same value, � 138.7 ppm, and 138.8 ppm for III, can
be tentatively assigned to 13C3—O—C——O, as the 13C
is far from the direct influence of the imine bridge,
leading to similar values for all three compounds. The
next resonance peaks in the range 139.1–141.2 for IV
and V can be tentatively assigned to 13Cf in the aromatic
imine bridge and the peak at 138.4 ppm for III can be
tentatively assigned to 13Cb in the phenyl ring of the
imine bridge.


One more tentative assignment can be made consider-
ing the relative intensity of some peaks. In fact, in all
three compounds the pyrrole carbons that are ��0 with
respect to N are unambiguously assigned at 108.5, 108.4
and 108.5 ppm; four equivalent carbons contribute to
these signals. However, in IV and V there is only one
other signal originating from four equivalent carbons,
which corresponds to the pyrrole carbons that are ��0


with respect to N and its intensity must be very similar to
those of the 108.4 and 108.5 ppm signals and, therefore,
higher than all other signals of these compounds, which
originate from two equivalent carbons. In this context,
the peaks with the highest intensity, that match that of
13C��0-pyrrole, appear at exactly the same value for both
compounds, 120.6 ppm, and can be tentatively assigned
to 13C��0-pyrrole. Once these assignments have been
made, the corresponding signal in III can be assigned
since it will appear at a very similar position: 120.7 ppm.
Finally, the other peaks that appear in the range 135–
105 ppm can not be unambiguously assigned separately
and include all the others aromatic carbons.


The IR spectra of III–V show the C——O (pendant arm)
and C——N(imine) bond stretching vibrations in the re-
gions 1762–1756 and 1628–1614 cm�1 respectively;19


the latter values are similar to those observed for other
salen-type ligands with similar imine bridges.7–9 It is also
possible to observe one band due the C–H out-of-plane
bending of pyrrole in the range 730–723 cm�1.19 No
bands due to NH2 stretching vibrations are present, thus
confirming that Schiff condensation took place between
the diamines and functionalized salicylaldehyde.


There is a decrease in the frequency of C——N(imine)
bond stretching vibration on going from III to V; this
variation suggests a decrease in the electronic density of
the C——N(imine) bond, induced by the electronic proper-
ties of the different imine bridges.


Electronic spectra of the functionalized Schiff base
ligands (III–V) show high-intensity bands in the range
�¼ 260–370 ("¼ 29 000–8000 dm3 mol�1 cm�1) and a
medium-intensity shoulder at �¼ 410–460 nm ("¼
340–350 dm3mol�1cm�1), which are assigned to �*! n
and to �*!� transitions within the aromatic moieties.20


As observed in the IR spectra, there is a small shift of all
bands towards lower energies on going from III to V, a
consequence of the electronic effects of the different
imine bridge substituents.


CONCLUSIONS


Three new salen-type ligands functionalized with pyrrole
derivative arms, which differ in the imine bridge, were
prepared using a new and facile methodology that in-
volves the C-3 hydroxyl functionalization of 2,3-dihy-
droxybenzaldehyde with pyrrole derivatives without any
protection step for the C-2 hydroxyl group of the same
aldehyde moiety.


The spectroscopic characterization of the ligands has
shown that the different imine bridges, which have dif-
ferent electronic properties, have an effect on the electro-
nic density distribution within the ligand. This aspect is
of great importance for the ultimate goal of these com-
pounds, which is to act as hosts for representative cations,
lanthanides and anions, after their complexation by
transition metal ions. Their electronic/structural proper-
ties will be enhanced by coordination of transition metal
complexes and will determine the extent of interaction
between the target species and the host, thus determining
their efficiency and selectivity as molecular chemosen-
sors. We are now preparing and characterizing their
respective transition metal complexes.


EXPERIMENTAL


All solvents were obtained from Merck and all other
reagents from Aldrich; all were used as received. Ele-
mental analyses (C, H, N) were performed at the Micro
Analytical Laboratory, Department of Chemistry, Uni-
versity of Manchester (UK), and EI and FAB mass
spectra were measured at the Facultad de Quı́mica,
Universidad de Santiago de Compostela (Spain), using
3-nitrobenzylalcohol (NBA) as matrix (FAB). 1H and 13C
NMR spectra were recorded in CDCl3 with a Bruker
DRX-300 instrument at the Departamento de Quı́mica,
Universidade de Aveiro (Portugal); chemical shifts are
reported in ppm referred to TMS as internal standard. IR
spectra in the 400–4000 cm� 1 region were recorded on a
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Biorad FTS 155 instrument using KBr pellets or Nujol
mulls. UV–visible spectra were recorded with a Unicam
UV-2 instrument in the range 250–600 nm, using quartz
cells with a 1 cm optical path; acetonitrile solutions of
the Schiff base ligands with concentration between
1.00� 10�3 and 4.00� 10�5 mol dm�3 were used.


Syntheses


3-Pyrrol-1-yl-propanoic acid (I): 3-pyrrol-1-ylpropioni-
trile (11.83 g; 0.098 mol) and a solution of NaOH
(5 mol dm�3) in water (79 cm3) were stirred for 8 h, at
room temperature, under an argon atmosphere. Concen-
trated sulfuric acid was added to the mixture until pH3.
The mixture was extracted with diethyl ether and the
extract dried over MgSO4. The resulting solution was
concentrated and n-hexane was added. After cooling, 3-
pyrrol-1-ylpropionic acid (I) was obtained as yellow
crystals, which were washed with n-hexane and dried
under vacuum. Yield 10.92 g (80.1%). 1H NMR (CDCl3):
� 6.68 (m; 2H; ��0-pyrrole), 6.16 (m; 2H; ��0-pyrrole),
4.22 (t; 2H; C20H2), 2.84 (t; 2H; C10H2).


(3-Formyl-2-hydroxyphenyl) 3-(pyrrol-1-yl)propano-
ate (II): under an argon atmosphere, triethylamine
(8.0 cm3, 0.057 mol) was added to 3-pyrrol-1-ylpropa-
noic acid (I) (8.79 g; 0.063 mol) in dried CH2Cl2 at
�17 �C. Ethyl chloroformate (5.4 cm3; 0.056 mol) in
dried CH2Cl2 was added slowly to the solution, under
an argon atmosphere, with stirring, at �17 �C during
30 min; then a solution of 2,3-dihydroxybenzaldehyde
(7.15 g; 0.052 mol) in dried CH2Cl2 was added. The
mixture was kept between �17 and �13 �C for 1 h, at
�3 �C during 1.5 hours and finally at room temperature,
with stirring, for 20 h under an argon atmosphere. The
mixture was extracted with water and the organic layer
was washed with a saturated aqueous solution of
NaHCO3. The organic layer was dried with MgSO4, the
solvent was evaporated and the solid (3-formyl-2-hydro-
xyphenyl) 3-(pyrrol-1-yl)propanoate (II) was obtained.
Recrystallization from acetone afforded the expected
white solid. Yield 6.72 g (50.0%). MS (EI) m/z (%):
259 (Mþ , 50%). 1H NMR (CDCl3): � 11.13 (s; 2H;
HO), 9.93 (s; 2H; CHO), 7.49 (m, 2H, C6-H), 7.25
(m; 2H; C4-H), 7.02 (t, 2H, C5-H), 6.74 (m; 2H; ��0-
pyrrole), 6.18 (m; 2H; ��0-pyrrole), 4.35 (t; 2H; C20H2),
3.09 (t; 2H; C10H2).


H2-[1,2-diphenylethylenebis(3-oxyethylpyrrole)salicy-
lideneimine] (III): to a solution of meso-1,2-dipheny-
lethylenediamine (1.38 g; 0.0065 mol) in methanol was
added a solution of (3-formyl-2-hydroxyphenyl) 3-(pyr-
rol-1-yl)propanoate (II) (3.37 g; 0.013 mol) in CHCl3.
The resulting yellow solution was refluxed for 1.5 h to
afford a yellow solid, which was filtered under reduce
pressure, recrystallized from acetone and dried under
vacuum. Yield 3.98 (88.1%). Anal. Calcd for C42H38


N4O6: C, 72.60; H, 5.51; N, 8.07. Found: C, 71.90; H,


5.65; N, 7.88% MS (FAB) m/z (%): 695 (Mþ , 20%); high
resolution: 695, C41


13CH38N4O6, found 695.283506;
calc. 695.282490. 1H NMR (CDCl3, ppm): � 13.54 (s;
2H; HO), 8.10 (s; 2H; N——CH), 7.30 (m, 2H, C6-H), 7.04
(m; 2H; C4-H), 7.30 (m, 8H, Cc,d-H), 7.00 (m, 2H, Ce-
H), 6.83 (t, 2H, C5-H), 6.79 (m; 4H; ��0-pyrrole), 6.22
(m; 4H; ��0-pyrrole), 4.75 (s, 2H, Ca-H), 4.40 (t; 4H;
C20H2), 3.14 (t; 4H; C10H2). 13C NMR (CDCl3, ppm): �
169.1 (s; 13C——O), 165.5 (s; N——


13CH), 152.7 (s; arom
13C2-OH), 138.8 (s, arom 13C3-OCO), 138.4 (s, arom
13Cb), 129.2 (s, arom 13C), 128.7 (s, arom 13C), 128.1 (s,
arom 13C), 128.0 (s, arom 13C), 125.7 (s, arom 13C), 120.7
(s, 13C��0-pyrrole), 119.8 (s, arom 13C), 118.2 (s, arom
13C), 108.5 (s, 13C��0-pyrrole), 79.8 (s, 13Ca), 44.9 (s,
13C20H2), 36.4 (s, 13C10H2). IR (KBr) � (cm�1): 3463
(br), 3135, 3103, 3055, 3025, 2930, 2895, 1754, 1628,
1586, 1498, 1463, 1422, 1365, 1343, 1283, 1269, 1234,
1200, 1149, 1092, 1073, 1034, 982, 928, 876, 854, 823,
787, 769, 750, 727, 705, 606, 577, 551, 530, 506, 434.
UV–visible (CH3CN) �max (nm) (" (dm3 mol�1 cm� 1)):
260 (28 220), 320 (8050), 414 sh (340).


H2-[1,2-(4,5-dimethyl)phenylenebis(3-oxyethylpyrro-
le)salicylideneimine] (IV): this compound was prepared
using the procedure described for III, but using a metha-
nolic solution of 4,5-dimethyl-1,2-phenylenediamine
(0.44 g; 0.0033 mol) and a solution of (3-formyl-2-
hydroxyphenyl) 3-(pyrrol-1-yl)propanoate (II) (1.69 g;
0.0065 mol) in CHCl3. The resulting light-orange solid
was collected by filtration, recrystallized from methanol,
washed with diethyl ether and dried under vacuum. Yield
0.81 g (40.0%). Anal. Calcd for C36H34N4O6: C, 69.89;
H, 5.54; N, 9.06. Found: C, 69.68; H, 5.75; N, 8.86%. MS
(FAB) m/z (%): 619 ([MþH]þ , 100%); high resolution:
619, C36H35N4O6, found 619.257389; calc. 619.255660.
1H NMR (CDCl3): � 13.57 (s; 2H; OH), 8.67 (s; 2H; N——
CH), 7.32 (m, 2H, C6-H), 7.11 (m; 2H; C4-H), 7.06 (s,
2H, Cg-H), 6.92 (t, 2H, C5-H), 6.75 (m; 4H; ��0-
pyrrole), 6.18 (m; 4H; ��0-pyrrole), 4.31 (t; 4H;
C20H2), 3.05 (t; 4H; C10H2), 2.36 (s, 6H, CH3). 13C
NMR (CDCl3, ppm): � 169.0 (s; 13C——O), 162.6 (s;
N——


13CH), 153.1 (s; arom 13C2-OH), 139.1 (s, arom
13Cf), 138.7 (s, arom 13C3-OCO), 136.8 (s, arom 13C),
129.9 (s, arom 13C), 126.1 (s, arom 13C), 121.1 (s, arom
13C), 120.6 (s, 13C��0-pyrrole), 120.5 (s, arom 13C),
118.4 (s, arom 13C) 108.4 (s, 13C��0-pyrrole), 44.8 (s,
13C20H2), 36.3 (s, 13C10H2), 19.6 (s, 13CH3). IR (KBr) �
(cm�1): 3453 (br), 3096, 2919, 1762, 1746, 1617, 1574,
1496, 1450, 1410, 1382, 1363, 1283, 1230, 1187, 1144,
1088, 1068, 1043, 1015, 978, 925, 879, 853, 831, 777,
750, 735, 723, 701, 614, 564, 482, 425. UV–visible
(CH3CN) �max (nm) (" (dm3 mol�1 cm�1): 268 (17 015),
332 (14 530), 368 (9635), 455 sh (345).


H2-[1,2-(4,5-dichloro)phenylenebis(3-oxyethylpyrrole)
salicylideneimine] (V): this compound was synthesized
following the procedure described for III, but using a
methanolic solution of 4,5-dichloro-1,2-phenylenedia-
mine (0.73 g; 0.0041 mol) and a solution of (3-formyl-
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2-hydroxyphenyl) 3-(pyrrol-1-yl)propanoate (II) (2.14 g;
0.0082 mol) in CHCl3. The resulting brown solid was
collected by filtration, recrystallized from acetonitrile and
dried under vacuum. Yield 0.93 g (34.2%). Anal. Calcd
for C34H28N4O6Cl2: C, 61.92; H, 4.28; N, 8.49. Found: C,
61.31; H, 4.22; N, 8.46% MS (FAB) m/z (%): 659
([MþH]þ , 45%); high resolution: 659, C34H29N4O6Cl2,


found 659.146714; calc. 659.146415. 1H NMR (CDCl3):
� 12.87 (s; 2H; OH), 8.60 (s; 2H; N——CH), 7.33 (s, 2H,
Cg-H), 7.30 (m, 2H, C6-H), 7.11 (m; 2H; C4-H), 6.91 (t,
2H, C5-H), 6.70 (m; 4H; ��0-pyrrole), 6.14 (m; 4H; ��0-
pyrrole), 4.26 (t; 4H; C20H2), 3.00 (t; 4H; 1010, C10H2).
13C NMR (CDCl3, ppm): � 169.0 (s; 13C——O), 164.5
(s; N——


13CH), 153.0 (s; arom 13C2-OH), 141.2 (s, arom
13Cf), 138.7 (s, arom 13C3-OCO), 131.3 (s, arom 13C),
130.3 (s, arom 13C), 127.5 (s, arom 13C), 121.5 (s, arom
13C), 120.6 (s, 13C��0-pyrrole), 120.0 (s, arom 13C),
118.9 (s, arom 13C), 108.5 (s, 13C��0-pyrrole), 44.8 (s,
13C20H2), 36.3 (s, 13C10H2). IR (KBr) � (cm�1): 3133,
3094, 2949, 2869, 1762, 1748, 1614, 1583, 1566, 1550,
1499, 1462, 1399, 1362, 1283, 1244, 1214, 1197, 1147,
1092, 1069, 1012, 985, 972, 955, 924, 887, 874, 851, 785,
763, 738, 730, 716, 679, 616, 557, 535, 424. UV–visible
(CH3CN) �max (nm) (" (dm3 mol�1 cm�1)): 274 (32 870),
338 (23 220).
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Part II—molecular organic wire resistivities:
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ABSTRACT: Polyacetylenic, allenic and polyynic molecular wire series, containing electron-donor (D) and electron-
acceptor (A) groups as two terminal units of the oligomeric bridge (D–wire–A), can be well described by means of a
one-dimensional conduction model, which considers a scattering process of electrons through the charge-transfer
conduction bridge. The conduction constants (�i) of the oligomeric structures of the three molecular series under
study were determined from the functional dependence between the dipole moment of the oligomers (�n) and the �-
molecular orbital bridge length (L). According to our one-dimensional molecular organic wire model:


�n ¼ �o þ �1ð1 � e��LÞ


where �o is the dipolar moment of the first compound of the oligomeric series without a bridge unit (n¼ 0) and �1 is a
limit value for L!1. By means of the Landauer theoretical expression for the conductance of a metallic one-
dimensional conductor and our molecular wire conduction constants (�i), we determined the intrinsic resistivities
associated with the molecular resistances of these oligomeric wires. Using this approach we determined, for the first
time, the linear and non-linear contributions to the net molecular resistivity. The order of magnitudes of the linear
resistivities determined in these oligomeric systems agrees very well with the expected results of experimental
measurements for macroscopic wires. Copyright # 2005 John Wiley & Sons, Ltd.


KEYWORDS: oligomers; dipole moments; conduction constants; molecular resisitivities


INTRODUCTION


Molecular electronic devices in nanostructured materials
are a new area of current interest. The synthesis of
potential molecular wires based on oligomeric structures
of conjugated molecules is proceeding at a rapid pace and
the electronic conduction properties through different
new materials have been the subject of novel studies at
a molecular scale.1–4


Previous studies in our laboratory,5–8 based on the
electronic charge-transfer process between electron-do-
nor (D) and electron-acceptor (A) groups, bound through
a conjugated oligomeric molecular wire bridge (D–wire–
A), led to useful prototypes in order to understand the


conduction properties associated with new molecular
electronic devices, such as molecular organic wires.


Recently, we determined conduction properties of the
organic molecular wires involving D and A groups in a
D–wire–A type system, based on dipole moments and the
electronic properties of the �-molecular orbital channel
of the molecular wire.5–7 This simple approach permitted
us to generate a new theoretical model capable of
explaining the main aspect governing the electronic
interaction between donor and acceptor sites linked by
a conductor molecular bridge.


In the present work, we extended this approach to the
study of linear and non-linear electrical properties of
these D–wire–A oligomeric systems, derived from a
novel comprehension of the role of the polyenic wire
bridge. The �-conduction channel of the molecular wires
can be seen as a one-dimensional channel of charge
migration between the donor and acceptor groups.5 In
addition to the above, we considered the dipole moments
as the physical parameter involved in the history of the
charge-transfer migrations through the molecular wire.
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Thus, the inner conductance of this molecular wire
associated with the charge flow between the D and A
groups determines the final charge distribution in the
compound, i.e. the dipole moment and the molecular
resistances.6


Three molecular wire series, based on polyacetylenic,
allenic and polyynic oligomers, containing two terminal
units at the end of the conduction bridge (D–wire–A),
(CH3)2N—as electron-donor (D) and—CHO as elec-
tron-acceptor (A) groups, were defined as prototype
systems in the present work. These molecular wires can
be well described by means of a one-dimensional con-
duction model, which considers a scattering process of
electrons through the charge-transfer conduction bridge
(Figs 1–3). Dipole moments, molecular resistances and
linear and non-linear contributions to the molecular
resistivity were determined and analyzed according to
our approach.


THE MODEL


Some years ago, we developed a simple one-dimensional
conduction model based on the scattering process of
electrons through the �-conduction channel.8 This model
can be applied to any oligomeric molecular system that
preserves the orientation of the dipole moment through
the main axis of the molecular wire.


The observed molecular wire length, between the D
and A terminal units, and the ground-state charge-transfer
process from D to A, are two fundamental parameters
which characterize the ground dipolar moment (�n) for
every oligomer of these series, where n represents the
number of oligomeric units.


Further, we proposed a novel description of the dipole
moments in the oligomer series5 based on a new con-
sideration of the charge flow behavior through the polye-
nic conduction bridge, constituted by a �-molecular
orbital channel, assuming a typical scattering process of


electrons as can be found in the Landauer one-dimen-
sional metal wire model.9 Thus, in these polyenic series
of n oligomeric units, where the molecular conductor
wire length (L) of the oligomers under study can be
determined by L¼ nd, d being the oligomeric unit length,
the dipole moment can be represented as


�n ¼ �o þ �1ð1 � e��LÞ ð1Þ


This fundamental equation defines new molecular
parameters such as �o, the dipole moment of the first
compound of the oligomeric series, i.e. the dipole mo-
ment of the first compound of the series without a bridge
unit (n¼ 0); �1, a molecular constant of the oligomeric
series at the limit value for L!1; and �, the conduction
constant of the oligomeric molecular wire. Obviously,
this approach considers a scattering process of the elec-
tronic flow through the polyenic wire given by the
transmission factor probability (T) and the reflection
probability factor (R), where TþR¼ 1 and T¼ T0 e��L.


Over two decades ago, Landauer9 developed a theore-
tical expression for the conductance of a metallic one-
dimensional conductor (G) as


G ¼ ð2e2=hÞfðT ;RÞ ð2Þ


where e is the electron charge, h is Planck’s constant and
f(T,R) is a function of the transmission and reflection
probability factors of the electrons. These last factors are
defined according to the relationships f(T,R)¼ T/R or
f(T,R)¼T/(1� T).


However, if we want to represent the molecular resis-
tance (Rm) of the one-dimensional conductor (Rm¼ 1/G),
we can make use of the same Eqn (2) according to


Rm ¼ ðh=2e2Þ½T=ð1 � TÞ� ð3Þ


Now, if we assume an electronic scattering transmis-
sion of the type5


T ¼ T0e��L ð4Þ


we substitute in Eqn (3) with T0¼ 1, and finally we obtain
a general equation for the molecular resistance Rm:


Rm ¼ ðh=2e2Þ½e�L � 1� ð5Þ


However, in order to determine the linear and non-
linear contributions to the molecular resistance we can
make use of the Maclaurin series10 and Rm, according to
Eqn (5), can finally be expressed as follows:


Rm ¼ ðh=2e2Þ �Lþ 1


2
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3
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Figure 1. Polyacetylenic (a), allenic (b) and polyynic (c)
oligomers, containing two terminal units at the end of the
conduction bridge (D–wire–A). D¼ (CH3)2N—, as electron-
donor and A¼—CHO, as electron-acceptor groups. The
allenic oligomers under study correspond to the uneven
bridges (n¼1, 3, 5, 7, etc.)
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From this last equation, the linear contribution to the
molecular resistance is given by the first term of the
series:


RmðLÞ ¼ ðh=2e2Þ½�L� ð7Þ


and the non-linear contribution to Rm is given by


RmðLnÞ ¼ ðh=2e2Þ 1


2
!�2L2 þ 1


3
!�3L3 þ � � � þ 1


n
!�nLn


� �


ð8Þ


Hence


Rm ¼ RmðLÞ þ RmðLnÞ ð9Þ


Now, if we made use of the linear contribution to the
molecular resistance Rm (L) [(Eqn (7)] and compare it
with the classical resistance observed in macroscopic
metal wires given by R¼ �(L/S), where � is the molecular
resistivity, L is the length of the molecular wire and S is
the cross-section of the conduction channel of the mole-
cular wire, we find the following relationship:


ðh=2e2Þ½�L� ¼ �ðL=SÞ ð10Þ


From this last equation, we obtain the following
expression for the linear molecular resistivity in the
oligomeric wire:


� ¼ ðh=2e2Þ�S½� cm� ð11Þ


RESULTS AND DISCUSSION


Molecular geometry, electronic charge distribution and
dipole moment calculations of the (CH3)2N–wire–CHO


systems studied in this work were obtained by means of
AM1 semiempirical molecular orbital theory calcula-
tions,11 under complete relaxation of the bond lengths
and bond angles reaching the lowest energy condition.
Although AM1 is not parametrized for dipole moments,
after comparing different molecular orbital calculations
in ab initio and semiempirical approaches, we observed
that AM1 follows very well the experimental dipole
moment trends in similar molecular organic systems.7


The computational work was done using the WinMOPAC
3.0 software package12 on a PC network station in our
laboratory.


Dipole moments of the polyacetylenic and polyynic
molecular wire series are depicted in Table 1 and those of
the allenic series in Table 2. This last oligomeric series
was determined for the uneven oligomer units, because
the pair units determine a change in the molecular
orientation of the dipolar moments and do not follow
the one-dimensional model basis.


Table 1. Dipole moments of polyenic and polyynic series from AM1 molecular orbital calculations (in debye)


�0 �1 �2 �3 �4 �5 �6 �7 �8 �9 �10


Polyenic series
L (Å) 0 2.81 5.62 8.43 11.2 14.0 16.8 19.7 22.5 25.1 27.9
Me2N(HC——CH)nCHOa 3.58 5.71 6.74 7.37 7.78 8.06 8.25 8.39 8.49 8.57 8.62
Polyynic series
L (Å) 0 2.62 5.17 7.73 10.28 12.83 15.38 17.93 20.48 23.03 25.59
Me2N(C———C)nCHO 3.58 4.95 5.75 6.38 6.77 7.10 7.40 7.60 7.70 7.81 7.94


a Ref. 5.


Table 2. Dipole moments of allenic series from AM1 molecular orbital calculations (in debye)


�0 �3 �5 �7 �9 �11 �13 �15 �17


L (Å) 0 5.28 7.82 10.36 12.89 15.43 17.96 20.50 23.04
Me2NHC——(C——C)n——CHCHO 3.58 7.57 9.36 11.10 12.76 14.34 15.92 17.44 18.83
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Figure 2. Dipole moments of the polyenic, polyynic and
allenic oligomers from AM1 molecular orbital calculations,
where D¼ (CH3)2N—and A¼—CHO
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In order to determine the conduction constants �i of the
molecular wires under study, we plotted the dipole
moments (�n) versus the bridge length (L) following
the functional dependence defined by Eqn (1). In Fig. 2
we present the best curves for the corresponding �i
conduction constants of every oligomeric series. These
constants are given in Table 3.


It is interesting to note from our results that all these
molecular series follow Eqn (1) and, therefore, our model
can be understood as a first approximation to the one-
dimensional conduction description of the organic mole-
cular wires. Hence, the allenic oligomer emerges as the
best conduction wire, and the polyynic oligomer is
slightly better than the polyenic oligomer wire.


Based on the conduction constants, we determined
the molecular resistances for every oligomeric series,
according to Eqn (4). The functional dependence of the
molecular resistance versus the molecular wire length
can be observed in Fig. 3. Allenic oligomers follow a
quasi-linear functionality, whereas the other two oligo-


mers show a strong non-linear behavior. Therefore, in
order to compare the linear resistivity in every molecular
wire, we used Eqn (11), with consideration of a molecular
wire cross-section8 of 4.5 Å2. In Table 4, where the three
systems are compared, it can be appreciated that the
orders of magnitude are similar to macroscopic metal and
non-metal wires. However, the allenic oligomers present
the best conduction properties as one-dimensional or-
ganic wires.
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Figure 3. Molecular resistances of the oligomeric series as
function of the molecular wire length


Table 4. Molecular linear resistivity


Material �(m� cm)


Molecular wires
Me2N(HC——CH)nCHO 104� 4
Me2N(C———C)nCHO 75� 2
Me2NHC——(C——C)n——CHCHO 9.0� 0.2
Macroscopic wiresa


Cu (electrolytic) 1.7
Constantan 49
Hastelloy C 125
Polyacetylene (doped)b 100.0


a Ref. 13.
b Ref. 14.
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ABSTRACT: Rate and equilibrium constants for methyl benzoylformate oxime formation were determined as a
function of pH over the range from about 0 to 6. The reaction occurs with rate-determining carbinolamine dehydration
over the entire range of pH investigated. Specific acid catalysis is dominant at pH< 4. Above that value, a pH-
independent reaction becomes apparent. This early appearance of an uncatalyzed reaction is interpreted as
intramolecular assistance of the ester moiety in carbinolamine dehydration. Copyright # 2005 John Wiley &
Sons, Ltd.


KEYWORDS: methyl benzoylformate; oxime formation; kinetics; carbinolamine dehydration


INTRODUCTION


Investigations of the kinetics and mechanism of imine
formation from the most basic amines and/or the most
activated carbonyl compounds exhibits a pH–rate profile
of type C, as results from plotting pH values versus
logarithms of second-order rate constants.1 The figures
obtained from these plots show only one break, indicative
of a transition in the rate-determining step from uncata-
lyzed carbinolamine formation to hydronium ion cata-
lyzed dehydration with increasing pH. The change of
rate-determining step occurs at lower pH values when the
basicity of the amine and/or the activity of the carbonyl
compound are sufficiently increased, e.g. no break is
observed in the pH–rate profile in the pH range from
about 1 to 5 when oxime and phenylhydrazone are
formed from the very activated 2-, 3- and 4-formyl-1-
methylpyridinium ions.2 The justification for this beha-
vior was basically attributed to two factors: (i) very
activated substrates for addition and (ii) the difficulty of
the acid-catalyzed dehydration of the carbinolamines
owing to an unfavorable electrostatic situation. Accord-
ing to this last argument, an uncatalyzed carbinolamine
dehydration has a better chance of existence when the
acid-catalyzed process is more difficult. This require-
ment, although indispensable, is not sufficient. In fact, the
acid-catalyzed dehydration rate constants for oxime for-
mation from 2-, 3- and 4-formyl-1-methylpyridinium
ions have values of 4.11, 175 and 117 M


�1 s�1, respec-
tively, and do not show spontaneous reactions2 in the pH


range from about 0 to 5. In contrast, the same constant
observed for oxime formation from methyl pyruvate has a
value of 200 M


�1 s�1 and a contribution of the uncata-
lyzed reaction is noted since from a pH of about 5.3 Since
the nucleophile is common, their different behavior must
be due to the substrate structures. Apparently, the pre-
sence of an ester group directly bonded to the carbonyl
group increases the rate constant of the uncatalyzed
dehydration. Since to our knowledge there are no studies
that relate the values of pH at which spontaneous reac-
tions are important to acid-catalyzed dehydrations, it was
of interest to examine the behavior of the same reaction
using methyl benzoylformate as substrate. In comparison
with methyl pyruvate it should be less disposed to accept
catalysis by the hydrated proton because of the electron-
withdrawing effect of the benzene ring directly bonded to
the central carbon atom of the tetrahedral carbinolamine
intermediate, an argument that will lead to the observa-
tion of the appearance of the uncatalyzed reaction at a
lower pH value.


EXPERIMENTAL


Materials


Hydroxylamine and semicarbazide hydrochlorides, hy-
drochloric acid, benzoylformic acid, formic acid, chlor-
oacetic acid, acetic acid, potassium hydrogenphosphate
and potassium chloride were obtained commercially.
Solutions of these reagents were prepared just prior to
their use to minimize the possibility of decomposition.
Buffer solutions from hydrochloric acid, formic acid,
chloroacetic acid, acetic acid and potassium hydrogen-
phosphate were employed according to the pH
investigated. Glass-distilled water was used throughout.
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Methyl benzoylformate was prepared by mixing concen-
trated sulfuric acid (99.99%; Aldrich) with a solution of
benzoylformic acid (97%; Aldrich) in methanol (analy-
tical reagent grade; Riedel-de Haën). The isolation and
purification of the product were carried out following the
technique described for the synthesis of ethyl benzoyl-
formate.4 The product was isolated by distillation (b.p.
90 �C at 8 mmHg; lit. b.p. 246–248 �C and 137 �C at
14 mmHg5). Its purity is indicated by the 13C NMR
spectra recorded on a JEOL 270 MHz instrument in
CDCl3: � 52.84, 128.96, 130.11, 132.43, 135.07, 164.11
and 186.16. Methyl benzolylformate oxime was prepared
by mixing water–methanol solutions of methyl benzoyl-
formate and hydroxylamine hydrochloride. The crystals
obtained were recrystallized from methanol–water (m.p.
135–139 �C; lit. m.p. 138–139 �C5).


Equilibrium constants


Equilibrium constants for the addition of hydroxylamine
and semicarbazide to methyl benzoylformate (Kadd),
were determined at 30 �C, �¼ 0.5 (KCl), by monitoring
spectrophotometrically the disappearance of the chromo-
phore of the substrate at �¼ 260 nm. The values of Kadd


were obtained from the negative intercepts of plots of
1/� Aequi. vs 1/(amine)fb. In the case of hydroxylamine
addition, pH 7.02 was maintained constant by the use of
0.92 M potassium phosphate–potassium hydrogenpho-
sphate buffer. The concentration of the amine free base
was varied from 2.75� 10�2 to 9.10� 10�2


M. An aver-
age of 20 determinations were made and the value of Kadd


obtained was 80.00 M
�1 (r¼ 0.94, standard deviation


�5%). When the amine used was semicarbazide, Kadd


was estimated by the same procedure, under the follow-
ing experimental conditions: pH 5.00 (AcOH/ACO�,
0.47 M), (semic)fb¼ 0.187–0.426 M. An average of 25
determinations gave Kadd¼ 18.90 M


�1 (r¼ 0.97, standard
deviation �5%), ((semic)fb is the concentration of semi-
carbazide free base).


Kinetic measurements


UV spectra of methyl benzoylformate oxime obtained at
pH from about 0 to 5 indicate quantitative kinetic yields.
Above pH 5.0 it was necesassary to correct the values of
the experimental rate constants owing to the presence of
the lateral reaction of ester hydrolysis, as indicated in the
Results and discussion section. All rate measurements
were carried out spectrophotometrically employing a
Zeiss PMQ II spectrophotometer equipped with a ther-
mostated cell holder. Rate constants were measured in
water at 30 �C and ionic strength 0.5 (KCl) under pseudo-
first-order conditions. The pH was maintained constant
through the use of buffers with hydrochloric, formic,
chloroacetic and acetic acid and potassium hydrogenpho-
sphate. Values of pH were measured with Radiometer pH


meters. Oxime formation was followed by observing the
appearance of the product at 240 nm. Second-order rate
constants, kobs/(amine)fb, were obtained from the slopes
of plots of the first-order rate constants against the
concentration of amine free base and were corrected for
accumulation using kobs.¼ kexp[1þKadd (amine)fb] In
cases where the reactions were very slow (pH5 4.70),
the progress of the reaction was followed by the initial
rate method: with pH and hydroxylamine concentration
constant, using varying ester concentrations (3.74� 10�4


to 9.35� 10�5
M) the absorbance changes of the product


were measured at 10 s intervals until �100 s. Plots of
absorbance versus time under these conditions give ex-
cellent lines. Since oxime solutions obey Beer’s law, the
slope of the line represents the value of the initial rate. A
second plot of the slopes obtained versus ester concen-
tration permitted the first-order rate constant (kobs) to be
evaluated and finally the second-order rate constant was
obtained from the ratio kobs/(amine)f.


At constant pH values of 2.94, 3.00, 3.10, 3.35 and 3.65
(AcOH/AcO� buffer), the second-order rate constants
were measured at different buffer concentrations (0.2–
0.5 M). Plots of rate constant values against buffer con-
centration gave horizontal parallel lines. A second plot of
the intercept values of the lines obtained versus hydro-
nium ion concentration yielded an excellent straight line
(r¼ 0.997) whose slope provided the rate constant for the
specific acid component (KaddkH) and an intercept that
provided the rate constant for the pH-independent route
(Kaddk0) (kH and k0 are the rate constants of the acid-
catalyzed and spontaneous dehydration of the carbinola-
mine respectively).


RESULTS AND DISCUSSION


Second-order rate constants for methyl benzoylformate
oxime formation were determined under pseudo-
first-order conditions over the pH range 0.54–5.92 at
30 �C in aqueous solutions of ionic strength 0.5 (KCl).
The logarithms of the values obtained are plotted as a
function of pH in Fig. 1. The values decreased linearly
with increasing concentration of the hydrated proton up
to pH �4.2. Above this limiting pH value the logarithms
show positive deviations, more pronounced as the pH
increases, reaching a near constant value between pH 5.5
and 6.0. This pH–rate profile is interpreted as a process in
which the sole rate-determining step over the entire range
of pH investigated is the dehydration of the carbinola-
mine, which occurs with specific acid and spontaneous
catalysis. The rate law is:


Kobs=ðamineÞfb ¼ Kadd½kHðH3OþÞ þ k0� ð1Þ


where Kadd, kH and k0 are the equilibrium constant for
addition and the acid-catalyzed and spontaneous rate
constants of carbinolamine dehydration, respectively.
The solid line in Fig. 1 is a theoretical line based on
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Eqn (1) and on values of Kadd, kH and k0 evaluated
experimentally and summarized in Table 1. The points
in the figure are the experimental values of the second-
order rate constants corrected for accumulation and for
ester hydrolysis. The positive deviations shown in Fig. 1
are not a consequence of a general acid catalysis because
plots of second-order rate constants against the concen-
tration of acetic acid buffer at different pH values show
that at constant pH the rate constants are independent of
the buffer concentration. This suggests that the � value
for the dehydration of carbinolamine should be close to
unity and, therefore, difficult to determine. A plot of the
intercepts of the parallel lines obtained against the con-
centration of hydronium ion yields an excellent straight
line (r¼ 0.997) whose slope provides the rate constant for
the specific acid-catalyzed component and an intercept
that provides the rate constant for the pH-independent
route. The observed positive deviations are not the result
of a contribution of rate constants for ester hydrolysis, a
reaction that, without doubt, accompanied the process,
because the experimental values of the second-order rate
constants used to construct Fig. 1 have been corrected for
the extent of this additional reaction. Since benzoylfor-


mic acid and its anion have appreciable absorbances at
the same wavelength at which measurements of oxime
formation were made, the possibility that the positive
deviations from linearity were the result of a contribution
of ester hydrolysis to the experimental values measured,
it was necessary to correct them for the extent of this
contribution. The substrate shows similar behavior to
methyl pyruvate,6 its hydrolysis is insensitive towards
acid catalysis, as one would expect with a substrate
strongly activated by the carbonyl group, and the rate
constants of specific base catalysis and spontaneous
catalysis are 1.94� 103


M
�1 s�1 and 5.98� 10�6 s�1,


respectively (A. Malpica and M. Calzadilla, unpublished
data). Although these values represent very small con-
tributions to the experimental constants obtained here at
the higher pH values used, they were corrected for its
contributions. It was assumed that the complete law at
high pH values is


kobs ¼ ðamineÞfbKadd½kHðH3OþÞ þ k0� þ kOHðOH�Þ þ k�0


ð2Þ


kobs � ½kOHðOH�Þ þ k�0� ¼ ðamineÞfbKadd½kHðH3OþÞ þ k0�
ð3Þ


where kOH and k0* are the specific basic and spontaneous
rate constants for the ester hydrolysis, respectively. The
values obtained for the first term of Eqn (3) were
corrected for accumulation and the logarithms of the
ratio kcorr


obs /(amine)fb were inserted in Fig. 1.
Note that the theoretical limit of Eqn (3) will be


reached when the proton concentration is small enough
to make the acid-catalyzed process negligible; in such
a case the limit is kobs/(amine)fb¼Kaddk0, since
Kaddk0¼ 5.33� 10�2


M
�1 s�1, the corrected value of the


experimental measure at pH 5.92 (4.78� 10�2
M
�1 s�1)


indicates that the process of oxime formation at this pH is
close to attaining the limit.


Experimental values of the second-order rate constants
show accumulation with increasing pH, indicating that it
is difficult for the intermediate to render the imine, hence
their values were corrected for the extent of carbinola-
mine accumulation using


kobs ¼ kexp½1 þ KaddðamineÞfb�


The value of Kadd was determined at pH 7.02 using
potassium phosphate–potassium hydrogenphosphate and
varying the concentration of the nucleophile. The value
obtained is included in Table 1.


The proposed mechanism is outlined in Scheme 1. This
scheme does not include the conversion of the hydrate of
methyl benzoylformate to the reactive keto form, there-
fore the experimentally found equilibrium constant for
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Figure 1. Logarithms of second-order rate constants for
methyl benzoylformate oxime formation plotted as a func-
tion of pH. &, Experimental points. The solid line was
calculated based on the rate law in Eqn (1) and the constants
in Table 1


Table 1. Summary of rate and equilibrium constants for
methyl benzoylformate oxime formation in aqueous solu-
tions at 30 �C and ionic strength 0.5


Parameter Value


Kadd
a(M


�1) 80.0
Kadd


corra(M
�1) 83.0


kH
b(M


�1 s�1) 34.62
k0


b (s�1) 6.66� 10�4


KHyd 0.078
Kadd


a,c (M
�1) 18.9


a Standard deviation was �5%.
b In most cases the data agree within 3%.
c In semicarbazone formation.


KINETICS OF OXIME FORMATION FROM METHYL BENZOYLFORMATE 947


Copyright # 2005 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2005; 18: 945–949







addition of hydroxylamine to the keto ester should be
corrected for the hydration of the substrate using


Kcorr
add ¼ K


exp
addð1 þ KHydÞ ð4Þ


where KHyd represents hydrate/keto ester. To our knowl-
edge, the equilibrium hydration constant, KHyd, has not
been reported. A reliable value of the keto ester absor-
bance prior to its reaction could not be obtained because
the equilibrium is reached in less than 10 s. On the other
hand, use of an NMR method for evaluating this thermo-
dynamic parameter requires a considerably higher con-
centration of the substrate than in the corresponding
spectrophotometric method, restricting its use to water-
soluble substrates, and in addition giving erroneous
results unless account is taken of the sensitivity of such
a process to water concentration.7 Therefore, the value of
this equilibrium constant was estimated using the struc-
ture–reactivity correlationship of Sander and Jencks8 for
the addition of nucleophiles to aromatic carbonyl com-
pounds. In this linear free energy relationship, log
K0¼��þA, � is a measure of the sensitivity of the
carbonyl compound to the affinity of nucleophilic re-
agents and � is a measure of this affinity for a given
nucleophile. Based on the reported values of �¼ 1.24,
0.46 and � 3.58 for hydroxylamine, semicarbazide and
water, respectively, and on values of Kadd¼ 80.00 and
18.90 M


�1 for addition of hydroxylamine and semicarba-
zide, respectively, to methyl benzoylformate, a value of
KHyd¼ 0.078 was found from the relationship �log
KHyd¼��. With this value in hand, it is possible to
return to the original data and correct the apparent
addition equilibrium constant for the extent of hydrate
formation [Eqn (4)]. The corrected value, Kadd


corr¼
83.00 M


�1, has been included in Table 1. In comparison
with the value KHyd¼ 2.8 exhibited by methyl pyruvate,3


methyl benzoylformate is �36 times less hydrated,
which can be interpreted as a consequence of its reso-
nance stabilization. In fact, Fersht9 estimated that the
extra stabilization of the carbonyl in benzaldehyde


compared with acetaldehyde as 4� 0.4 kcal mol�1


(1 kcal¼ 4.184 kJ).
It is interesting that a w value, defined as w¼


logKHyd*/KHyd, where KHyd* and KHyd are the equili-
brium constant of water addition to a given compound
and of benzaldehyde, respectively, is obtained as 0.85.
Use of this w value in estimating the equilibrium constant
of hydroxylamine to the keto form of the substrate, from
another structure–reactivity relationship, logKketoform


add ¼
SwþB,10 where S is a measure of the reactivity of the
reaction examined (carbinolamine formation in this case)
compared with the model of hydration equilibrium con-
stant and B is a constant for a given reaction series
(B¼ 1.06 when the nucleophile is hydroxylamine), gives
Kketoform


add ¼ 86 M
�1, in reasonable accord with the previous


estimated value of 83.00 M
�1.


There are numerous reported cases in which sponta-
neous carbinolamine dehydrations occur, and in general
they are observed at pH values > 8.11–13 This is inter-
preted as a consequence of their higher competition with
an acid-catalyzed process carried out in solutions with
low proton concentration. This study, as for oxime for-
mation from methyl pyruvate,3 shows an important con-
tribution of the uncatalyzed carbinolamine dehydration
noted at relatively low pH values. Since this observation
applies also to oxime formation of methyl pyruvate, a
possible explanation is that an intramolecular general
basic catalysis exerted by the carbonyl oxygen atom on
the hydrogen atom bonded to nitrogen is helping the
expulsion of the leaving group:


C


N


HO


C


OMe


O


OH


H


Although this type of catalysis should be more im-
portant in the dehydration of carbinolamine derived from
the addition of hydroxylamine to the conjugated base of
pyruvic acid, it has not been reported.14 In that case, the
favorable elecrostatic attraction between the intermediate
and the hydrated proton, reflected in the high value of kH


(5.75� 104
M
�1 s�1) does not permit any contribution,


even when the spontaneous reaction is carried out by
intramolecular catalysis.


Future study of the behavior of imine formation from
methyl benzoylformate and N-methylhydroxylamine
could possibly clarify the detailed nature of the transition
state of the reaction.
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ABSTRACT: Substituent effects on the rate of electrophilic amination of phenylmagnesium bromides, magnesium
diphenylcuprates and catalytic phenylzinc cyanocuprates with O-methyhydroxylamine in THF were investigated in a
competitive kinetic study. Rate data and Hammett substituent constants are discussed on the basis of proposed
mechanisms for the substitution reactions of these organometallics with an electrophilic amino transfer reagent.
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INTRODUCTION


Electrophilic amination of carbanions, i.e. formation of
C—N bonds using electrophilic amino transfer reagents,
is an important synthetic methodology (Scheme 1).1,2


Several methods have been reported for the non-sym-
metric and symmetric synthesis of amines3–6 and �-
aminocarbonyl compounds7,8 from organometallic com-
pounds and �-metallocarbonyl compounds, respectively.
A number of sp3N- or sp2N-containing reagents are used
as NH2


�þ synthons. O-Methyl-, O-alkyl (or O-aryl)-,
O-sulfonyl-, O-acyl- and O-phosphinylhydroxylamines
(1–5) and their N-substituted derivatives, N,O-bis(tri-
methylsilyl)hydroxylamine (6), N-(tert-butoxycarbonyl)-
O-tosylhydroxylamine (7) and oxaziridines (8) react with
carbanions directly. O-Sulfonyloximes (9) produce imi-
nes which are hydrolyzed to amines. Amination with
azides (10), arene diazonium salts (11) and diazene
dicarboxylates (12) form intermediates which require
reductive work-up to produce amines.


However, most of the work on the electrophilic amina-
tion of carbanions has concentrated on the synthetic
potential of the amino transfer reagents. Mechanistic
investigations of the amination of carbanions are limited
and to the best of our knowledge, the kinetic investigation
of the reaction of N-aryl derivatives of O-pivaloylhydrox-


ylamine (4) (R1¼ t-Bu) with N,N-dimethylaniline as a
carbon nucleophile is the only published kinetic report.9


We therefore planned to investigate the kinetics of
electrophilic amination of organomagnesium, -lithium,
-zinc and -copper reagents and to establish structure–
reactivity relationships.


Beak’s group had already carried out a series of
detailed mechanistic studies of the amination of organo-
lithiums10,11 with O-alkyl- and O-arylhydroxylamines 1
and 2 and their N-alkyl derivatives, and also the amina-
tion of �-lithionitriles12 with N,N-dialkyl derivatives of
O-phosphinylhydroxylamines 5 (R1¼C6H5). They found
strong evidence favoring (i) the initial deprotonation of
O-(organyl)hydroxylamines 1 and 2 by organolithiums
leading to the formation of N-lithiated species 13, (ii)
ruling out a nitrene intermediate and (iii) a mechanism
involving an initial complex 14 with the N—OR bond
being polarized, thus leading to the transition state 15, in
which the displacement occurs via a concerted SN2-like
mechanism [Scheme 2(a)]. They also provided the first
experimental information about the geometry of transi-
tion state 15 of neutral sp3N [Scheme 2(b)].


Theoretical calculations by Boche and Wagner,13


Armstrong et al.14 and McKee15 indicated that the N-
lithium derivatives of 1 and 2 (‘nitrenoids’) actually
react with organolithiums. Their results are consistent
with the importance of Li bridging in the initial
complex 13. Experimental evidence was also provided16


for the formation of N-lithio and N,N-dilithio der-
ivatives of 1 to act as amino transfer reagents in the
amination of phenyllithium with 1. Radhakrishna et al.
considered17 various mechanisms for the amination of Li
enolates of esters with 2,4-dinitrophenylhydroxylamine 2
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(R1¼C6H3(NO2)2-2,4) and the experiments suggested
that the mechanism might involve a direct displacement by
the nucleophile on electrophilic nitrogen. For the amination
of higher order lithium cuprates with 6, Casarinl et al.
offered a mechanism which is in accordance with Beak
et al.’s approach.18 The crystal structure of N-lithio-N-
(tert-butoxycarbonyl)-O-tosylhydroxylamine (7) was re-
ported by Boche et al.19


Stimulated by our work on the competitive kinetic
study of the amination of phenyl carbanions with
acetone O-(2,4,6-trimethylphenylsulfonyl)oxime (9) (R1¼
C6H2Me3-2,4,6),20 we tried to find kinetic support for the
polar SN2-like mechanism for the amination of carba-
nions with 1.


In this paper, we report competitive kinetic studies and
Hammett correlations for the amination of a series of
substituted phenylmagnesium bromides, magnesium-de-
rived organocuprates and zinc-derived cyanocuprates
with 1 and we also discuss the mechanistic differences
between these three reactions on the basis of the experi-
mental results.


RESULTS AND DISCUSSION


For the purpose of determining structural and metal
effects in the electrophilic amination of substituted phe-
nylmetals with 1, we carried out competitive experiments


by reacting a pair of phenyl and 3- or 4-substituted
phenylmetal with a limited amount of 1. As source of
the carbanions, we used Grignard reagents, stoichio-
metric bromomagnesium cuprates and catalytic zinc
cyanocuprates (Scheme 3). The reaction temperatures
for the amination of these organometallics with 1 were
already optimized16,21,22 as �15 to 0 �C for organo-
lithiums, Grignard reagents and bromomagnesium cup-
rates and room temperature for CuCN-catalyzed mono-
or diorganozinc reagents. Since Beak et al.’s results10 on
the reaction of organolithiums provided a reminder of the
need for caution in the interpretation of results due to the
composition of aggregates, we omitted the amination of
organolithiums with 1 for competitive kinetics.


In preliminary experiments on model amination reac-
tions with the pair of C6H5MgBr (16a) and 4-
MeC6H4MgBr (16b), the pair of (C6H5)2CuMgBr (17a)
and (4-MeC6H4)2CuMgBr (17b) and the pair of
(C6H5)2Zn (18a) and (4-MeC6H4)2Zn (18b) in the pre-
sence of CuCN, we optimized the ratio [R1M]:[R2M]:[1]
as 5:5:1 and 2.5:2.5:1 and 4:4:1, respectively. We also
observed that the competitive kinetic method can be used
to find the relative reactivities of carbanions in a phenyl-
metal series since the differences between the reaction
rates of R1M and R2M are not large and the amounts of
R1NH2 and R2NH2 are much higher than the experimen-
tal error.


A survey of literature methods for studying the com-
petitive kinetics of organometallics revealed that compe-
tition experiments based on finding the yields of
products23–25 have been more frequently used than those
based on finding the relative rates of reagents.26–33


Thus, in the reaction of B with equimolar and larger
amounts of A1 and A2 to provide C1 and C2 (first-order
reaction in A is assumed):


A1 þ B ��!k1 C1


A2 þ B ��!k2 C2


The competitive rate ratios are calculated by using
Eqn (1):26,27


k2


k1


¼ % yield of C2


% yield of C1
ð1Þ


or Eqn (2):22–24


k2


k1


¼ logð½A2�t=½A2�0Þ
logð½A1�t=½A1�0Þ


ð2Þ


Scheme 1


Scheme 2


Scheme 3
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where [A]t and [A]0 are the concentrations of the com-
petitive reactants at time t (the end of the reaction or a
definite reaction time) and their initial concentrations,
respectively.


We found that calculation of rate ratios using Eqn (2) at
a series of reaction times gives the most reproducible and
accurate results in the competitive amination of phenyl
carbanions. However, rather than measuring [R1M]t and
[R2M]t, we were interested in the competitive formation
of product amines R1NH2 (19a) and R2NH2 (19b–g) and
we expressed Eqn (2) in terms of amine amounts by
assuming the simplification [RM]t¼ [RM]0 – [RNH2]t
and then leading to Eqn (3):


k2


k1


¼ logfð½R2M�0 � ½R2NH2�tÞ=½R2M�0g
logfð½R1M�0 � ½R1NH2�tÞ=½R1M�0g


¼ logf1 � ð½R2NH2�t=½R2M�0Þg
logf1 � ð½R1NH2�t=½R1M�0Þg


ð3Þ


In the competitive amination of pairs of C6H5M and
XC6H4M (M: 16, 17 and 18) with 1, the amounts of
amines were found by GLC analysis. In the case of
M¼MgBr (16) and M¼ZnCl/‘CuCN’ (18), carrying
out the reactions in the presence of an internal standard,
taking 5–7 samples at 4, 5 or 10 min intervals, calculating
the amine amounts (R1NH2)t and [R2NH2]t in each
sample and taking the average of the k1/k1 values, led
to a mean deviation of 4–7%, which is in the error limit of
GLC analysis. However, in the case of M¼ 1/2 CuMgBr
(17), the reproducibility for the quantitative analysis of
amines seemed low, possibly owing to the heterogeneous
reaction. Therefore, the method used in the competition
experiments with acetone O-(2,4,6-trimethylphenylsulfo-
nyl)oxime (9)20 was applied, i.e. a number of competition
experiments for the same pair of bromomagnesium
cuprates were carried out in different reaction flasks
and the reactions were quenched at different time points.
This method gave more reproducible results. We also
used Eqn (1) to calculate competitive rate ratios and
found that these values are in accordance with those
found by using Eqn (3).


The competitive rate ratios k2/k1, i.e. kX/kH for the
amination of substituted phenylmagnesium bromides
(16), bromomagnesium cuprates (17) and catalytic chlor-
ozinc-cyano cuprates (18) with (1), are given in Table 1.


The plots of log (kX/kH) against Hammett substituent
constants are given in Fig 1. A reasonably good linear
relationship was obtained for each reaction. However the
point for the 4-MeO substituent gives a downward
deviation for the reactions of Grignard reagents
[Fig. 1(A)] and also for zinc cyanocuprates [Fig. 1(C)].
This deviation is attributed to the inadequacy of applying
� constants of the hydrogen bond accepting substituents
for reactions carried out in an aprotic solvent.29,31 In
addition, upward deviations with 3-Br and 4-Br substi-
tuents were observed for the reaction of the magnesium


cuprate [Fig. 1(B)]. Except for these points lying sig-
nificantly off the linear plots, we obtained values of
�¼�0.95 (r¼ 0.975) for the amination of Grignard
reagents, �¼�3.28 (r¼ 0.965) for the amination of
magnesium cuprates and �¼�1.67 (r¼ 0.978) for the
amination of zinc cyanocuprates. The reaction constants
are essentially a measure of the susceptibility of the
amination of organometallics to polar effects35–37 and
the linearity of Hammett plots also supports the assump-
tion of first-order reaction in organometallics for the
calculation of competitive rate ratios.26,27


The signs of the reaction constants are all negative,
indicating the development of neutral charge at the
reaction centre,35,36 i.e. the carbon atom of the C–metal
bond, leading to higher reaction rates in the aminations of
carbanions substituted with electron-donating substitu-
ents. However, it is necessary to be cautious in interpret-
ing the magnitudes of the reaction constants, since they
can be particularly informative when substituent effects
are compared involving reactions which take place with
the same mechanism.35


The above kinetic data demonstrated that the mechan-
ism proposed for the amination of RLi reagents with 1
can also be proposed for the amination of RMgBr
reagents with 1. Electrons of the carbanion attack the
electrophilic nitrogen of N-bromomagnesium methoxy-
amide leading to an SN2-like transition state (20)
(Scheme 4). Beak and co-workers established that endo-
cyclic and exocyclic restriction tests support the structure
of transition state 14 (Scheme 2) offered for the amina-
tion of RLi reagents with 1.10–12


Table 1. Competitive rate ratios for the amination of sub-
stituted phenylmagnesium bromides 16a–g, bromomagne-
sium cuprates 17a–g and catalytic chlorozinc cyanocuprates
18a–g with 1


kX/kH
b


M:1/2 M:1/2
X �a M:MgBrc CuMgBrc Zn/‘CuCN’d


4-Me �0.17 1.38 3.30 2.54
4-MeO �0.27 0.40 4.15 0.55
4-Br 0.23 0.57 18 0.54
H 0.00 1.00 1.00 1.00
3-Me �0.07 1.36 1.31 1.70
3-MeO 0.12 0.92 0.23 1.04
3-Br 0.39 0.45 0.80 0.29


a Substituent constants are taken from Ref. 34.
b The values were calculated from the competition experiments using Eqn
(3). The relative error of the values does not exceed 7%.
c Reactions were carried out in THF at �15 �C.
d Reactions were carried out in THF at 25 �C.
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For the amination of organocuprates R2CuMgBr derived
from RMgBr and cyanocuprates RCu(CN)ZnR derived
from R2Zn, an oxidative addition–reductive elimination
mechanism can be proposed on the basis of reported
substitution mechanisms for cuprates.38–41 In our work,
R2CuMgBr reagents were obtained by stoichiometric trans-
metallation of RMgBr reagents with CuI,39,40,42 and
RCu(CN)ZnR reagents were obtained by in situ transme-
tallation of R2Zn reagents with CuCN catalysis.43,44 In the
amination of R2CuMgBr and catalytic RCu(CN)ZnR re-
agents, N-magnesium methoxyamide and N-zinc methox-
yamide, i.e. NHM(OMe) (M¼MgBr or ZnR), are
expected to form by deprotonation of 1, and then act as
an electrophilic nitrogen source rather than 1. For the
amination of R2CuMgBr and RCu(CN)ZnR reagents, it
seemed less speculative to propose the mechanism invol-


ving reactive intermediates in the reactions of cuprates
offered by Nakamura and Yoshikai.45


Amination of R2CuMgBr (17) or catalytic
RCu(CN)ZnR reagents (18) can take place by rate-
determining addition of the N-metallated derivative of
1, i.e. 1-M, to the cuprate to give the Cu(III) intermediate
21 and followed by reductive elimination of 21 to the
product N-metallated amine 19-M and an RCu compound
or the CuCN catalyst (Scheme 5).38–40,43


In order to propose a transition state, the contact ion pair
structure 22 of lithium organocuprates45 may be taken into
account for the structure of bromomagnesium cuprates
R2CuMgBr.40 Zinc cyanocuprates are tentatively described
as RCu(CN)ZnCl; however, the role of Cu—CN bond
formation is accepted owing to their higher reactivity than
that of zinc organocuprates.40,41,43 Hence the structure of a
lower order lithium cyanocuprate 2346,47 may be assumed
for the structure of zinc cyanocuprates.


Nakamura and Yoshikai45 suggested a reaction path-
way for the substitution of a carbon electrophile with a
lithium organocuprate cluster. In the amination of
R2Cu(CN)Li2 reagents, Casarini et al. proposed that
removal of the proton by one of the R ligands is concerted
with an intramolecular substitution path.18 Taking these
pathways into consideration, we thought that the oxida-
tive addition involves a two-electron nucleophilic attack
of the copper atom of 17 and 18 to the electrophilic
nitrogen of the N-metallated derivatives of 1, i.e. 1-MgBr
or 1-ZnR, to give transition states 24 and 25 in which a
Cu—N coordination and N–metal bonding take place
(Scheme 6). Formation of the C—N bond by reductive
elimination gives the product.


The coordination ability of the cyano group with both
the Cu(III) and Zn ions leads to the delivery of the R
group to the electrophilic nitrogen and formation of
CuCN in the catalytic turnover. The difference between
the reaction constants for the amination of R2CuMgBr
and RCu(CN)ZnR reagents (�¼�3.28 and �1.67, re-
spectively) does not suggest that the characteristics of the
rate-determining transition states are much different for
these reactions. However, the susceptibility of the reac-
tion to substituent effects seems larger in the case of
R2CuMgBr reagents. This result appears to be consistent
with the difference in the extent of C—N bond formation
in the transition states of these reactions. It is known that
the ligands on Cu(I) favor oxidative addition if they are �-
donor–�-acceptor ligands.38 As the �-donor properties of
the ligands R and CN for a soft acid center such as Cu(I)
decrease in the order R>CN, the C—N bond formation
rate and the dependence of the rate on the substituent
effects are expected to be higher in the amination of


Figure 1. Variations of reactivities with Hammett � values in
the amination reactions of substituted phenylmetals with O-
methylhydroxylamine 1 in THF. (A) Amination of substituted
phenylmagnesium bromides 16a–g at�15 �C; (B) amination
of substituted bromomagnesium diphenylcuprates 17a–g at
�15 �C; (C) amination of substituted diphenylzincs in the
presence of 20mol% CuCN 18a–g at 25 �C
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R2Cu� anion compared with the RCu(CN)� anion,
which also has one R group less to be aminated. However,
we still think that the C—N coupling in the transition
states proposed for substitution of cuprates with electro-
philic nitrogen need support from other mechanistic
studies. The much smaller reaction constant for the
amination of RMgBr reagents (�0.95) compared with
those for the amination of cuprates possibly reflects the
small extent of C—N bond formation in the transition
state 20, although the substituents on the R group are able
to interact with the reaction center more easily than they
interact in the transition state 21 of the amination of
cuprates.


In conclusion, the above competitive rate data obtained
in amination reactions of phenylmagnesium bromides,
phenylmagnesium-derived organocuprates and phenyl-
zinc-derived catalytic cyanocuprates with O-methylhy-
droxylamine exhibit linear Hammett plots. The reaction
constants of these plots are consistent with the proposed
SN2-type amination mechanisms of these reactions.


This study also provides an example for the kinetic
investigation of substituent effects in the substitution
reactions of Grignard reagents and stoichiometric or
catalytic cuprates with an electrophilic amino transfer
substrate. We are currently investigating the mechanisms
of the reactions of organometallic compounds with elec-
trophilic nitrogen transfer reagents of different types.


EXPERIMENTAL


All reactions involving air- and moisture-sensitive com-
pounds were carried out under a nitrogen atmosphere in
oven-dried glassware using standard syringe–septum
cap techniques.48 GLC analyses were performed on a
Unicam 610 gas chromatograph equipped with a flame
ionization detector and a DB-1 glass capillary column
packed with dimethyl polysiloxane. Quantitative analysisScheme 5


Scheme 6


Scheme 4
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was performed using an internal standard technique. THF
was distilled from sodium benzophenone dianion under
nitrogen immediately before use. All substituted bromo-
benzenes and bromobenzene and authentic samples of
substituted anilines and aniline are commercially avail-
able and were purified using literature procedures. Mag-
nesium turnings for Grignard reactions (Fischer) was
used without purification. Zinc chloride (Aldrich) was
dried under reduced pressure (2 mmHg) at 100 �C for 2h
and dissolved in THF prior to use. Copper(I) iodide
(Fischer)49 and copper(I) cyanide50 (Aldrich) were pur-
ified according to the published procedures, dried at 60–
90 �C under reduced pressure for 4 and 8 h, respectively,
and kept under dry nitrogen for at least 2 months without
any noticeable change.


Grignard reagents RMgBr (16a–g) were prepared in
THF by conventional standard methods and their con-
centrations were found prior to use by a modified Watson
and Eastham method.51 Bromomagnesium diorganocup-
rates R2CuMgBr (17a–g) were prepared by addition of
2 mol equiv. of a Grignard reagent to a suspension of
1 mol equiv. of CuI in THF at 0 �C and stirring at that
temperature for 15–30 min.42 Diorganozincs R2Zn (18a–
g) were prepared by addition of 2 mol equiv. of a
Grignard reagent to a solution of 1 mol equiv. of ZnCl2
in THF at �5 to 0 �C and stirring at that temperature for
15 30 min.43,44


O-Methylhydroxylamine was prepared and purified by
the method of Hjeds.52


The general procedure for the competitive amination
of a substituted phenylmetal with phenylmetal was as
follows. Into a flame-dried, two-necked, round-bottomed
flask equipped with a stirring bar and kept at �15 �C,
a substituted phenylmagnesium bromide (16b–g)
(20 mmol) and phenylmagnesium bromide (16a)
(20 mmol) were placed with syringes. Internal standard
was added. The reaction was initated by rapid addition of
1 (4 mmol in 5 cm3 of THF). Aliquots (5–7) were with-
drawn from the homogeneous solution at 4 or 5 min
intervals and hydrolyzed with saturated NH4Cl solution
containing 20% NH3. The aqueous phase was extracted
with diethyl ether and the product mixtures were ana-
lyzed by GLC. The competitive amination of a pair of
diorganozincs in the presence of CuCN catalyst was
carried out by following the same procedure, except
that the reaction was carried out at 25 �C. Preparation
of 18b–g (2 mmol) and 18a (2 mmol) from 16b–g
(2 mmol) and 16a (2 mmol) using ZnCl2 (2 mmol) was
carried out in the same reaction flask; 20 mol% CuCN
(0.359 g; 0.4 mmol) was added, the temperature was
allowed to rise to 25 �C and the green homogeneous
solution was stirred for 15 min before addition of 1
(0.25 mmol). Aliquots were withdrawn at 5 or 10 min
intervals. A different procedure was applied for the
competitive amination of a pair of bromomagnesium
diorganocuprates. Preparation of 17b–g (1 mmol) and
17a (1 mmol) from 16b–g (1 mmol) and 16a (1 mmol)


using CuI (0.5 mmol for each) was carried out separately,
and each cuprate was added to the flask kept at �15 �C by
means of a cannula. Following the addition of internal
standard and 1 (0.2 mmol), the reaction mixture was
stirred for an appropriate time (4, 8, 12, . . . , 40 or 5,
10, 15, . . . , 45 min) and then hydrolyzed.
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ABSTRACT: Direct measurement of the chemical force between chiral molecules was investigated by chemical force
microscopy (CFM). 2,2,2-Trifluoro-1-(9-anthryl)ethanol (TFAE) and N-(3,5-dinitrobenzoyl)phenylglycine (DNBP),
a well-known pair of enantiomers, were strongly immobilized on the surface of the cantilever tip and the substrate
surface, respectively, by the use of aminosilane, to propose a chiral stationary phase model system of a silica-based
chiral column. The modification of TFAE on a cantilever tip and DNBP on the substrate surface was confirmed by
x-ray photoelectron spectroscopic and time-of-flight secondary ion mass spectrometric measurements. The force
curve between (R or S)-TFAE and (R or S)-DNBP enantiomers were measured using the force measurement mode
scanning force microscopy to determine the magnitude of the interaction. The histograms of the adhesion force for a
different chirality pair [(R)-ATEA vs (S)-DNBP and (S)-ATEA vs (R)-DNBP] showed a broader distribution than those
for the identical chirality pair [(R)-ATEA vs (R)-DNBP and (S)-ATEA vs (S)-DNBP]. Since CFM measurement cans
recognize the difference of in nanonewton forces, the results can be regarded as a rational design for chiral recognition
in a silica-based chiral column. Copyright # 2005 John Wiley & Sons, Ltd.


KEYWORDS: chiral recognition; chemical force microscopy; surface modification; aminosilane monolayer


INTRODUCTION


Many kinds of enantiomers have been synthesized for
application to agricultural chemicals, pharmaceuticals,
etc. Chiral separation of enantiomers is very important in
order to improve safety and drug efficiency. Recently,
various methods for chiral separation such as recrystalli-
zation, a diastereomer method and chromatography have
been developed. Chiral recognition by chromatography
originates from the difference in the stability of diaster-
eomer complexes formed between enantiomers and a
chiral stationary phase (CSP). Since the successful devel-
opment of high-performance liquid chromatography


(HPLC) using CSPs by Pirkle and co-workers,1–3


considerable research on chiral separation using
CSPs has been carried out and various CSPs have been
developed.


Since a CSP can distinguish between enantiomers, it is
suggested that over three-point interaction is necessary
for a specific interaction, including ionic interaction,
dipole–dipole interaction, hydrogen bonding, �–� inter-
action, charge-transfer interaction and hydrophobic inter-
action, between the stationary phase and enantiomers.
However there are few examples of the direct systematic
evaluation of the interaction between them.4


To measure directly the interaction between a CSP and
enantiomers, measurements of the adhesion force and
friction force between chiral functional groups by scan-
ning force microscopy (SFM) have been employed.
Recently, SFM has attracted considerable attention owing
to its capability of sensing the interaction force between
its cantilever tip and substrate surfaces and acquiring
topographical images of sample surfaces. Chemical mod-
ification on the surface of the probe tip and substrates
allows the investigation of various chemical interactions
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on a molecular scale. SFM can measure, e.g., intermole-
cular forces,5–9 host–guest interaction force,10,11 inter-
molecular force between base pairs of DNA12 and
antigen–antibody interaction force.13,14 The main poten-
tial advantage of chemical force microscopy (CFM) over
other techniques which measure intermolecular forces,
such as the surface force apparatus, is its speed, combined
with the ability to map the spatial arrangement of ligands
on the surface. McKendry et al. reported the chiral
recognition of mandelic acid attached by means of an
alkanethiol to a gold surface by using a gold-coated probe
tip modified with acylated phenylglycine with a thiol
group.15


In the course of our studies on surface chemistry using
organosilane monolayers,16–20 the organosilane mono-
layers were recognized as good models for the stationary
phases of silica-based columns. In this work, we used
2,2,2-trifluoro-1-(9-anthryl)ethanol (TFAE) and N-(3,5-
dinitrobenzoyl)phenylglycine (DNBP) as a well-known
pair of enantiomers.21 As shown in Fig. 1, TFAE and
DNBP were strongly immobilized on the surface of the
cantilever tip and the substrate surface, respectively, by
the use of aminosilane, enabling us to propose a CSP
model system for a silica-based chiral column. Adhesion
force measurement was carried out between TFAE and
DNBP using the force measurement mode of SFM. The
mechanism of chiral recognition is discussed based on
the magnitude of the interaction between chiral func-
tional groups.


EXPERIMENTAL


Materials


1-(9-Anthryl)-2,2,2-trifluoroethoxyacetic acid (ATEA)
was synthesized by the method reported previously1


via Williamson-type alkylation of 2,2,2-trifluoro-1-(9-
anthryl)ethanol with ethyl bromoacetate followed by
hydrolysis. Either enantiomer of ATEA can be obtained
from the corresponding enantiomer of 2,2,2-trifluoro-1-
(9-anthryl)ethanol. Silicon wafers, polished n-type
Si(111) wafers with 0.5 mm thickness, were purchased


from Sumitomo-Mitsubishi Silicon. They were immersed
in H2SO4–30% H2O2 (70:30, v/v) at 373 K for 1 h to
obtain an Si—OH terminated surface before use. Amino-
propylmethyldiethoxysilane (APDMS) was used as re-
ceived (Chisso). Solvents were distilled before use. All
other reagents were purchased from Kanto Chemicals
or Wako Pure Chemical Industries and were used as
received.


Measurements


A Physical Electronics TRIFT-II TOF instrument was
used for time-of-flight secondary ion mass spectrometric
(TOF-SIMS) imaging. Negative ion images were ob-
tained with a 15 kV primary pulsed Gaþ ion beam (pulse
width 13 ns) with a 2 nA beam current. The scan area was
100� 100mm. A Nano Scope IIIa instrument (Digital
Instruments) was used for adhesion force measurements.
The measurement was carried out in 2-propanol at room
temperature. The adhesion force data were collected from
force curves as histograms for 200 measurements for
each sample.


Preparation of ATEA-modified cantilever tip


The cantilever tip, made of silicon nitride (Si3N4), was
treated with vacuum ultraviolet (VUV) irridiation
(�¼ 172 nm) for 5 min to decompose organic contami-
nants. The cantilever tip was placed together with 1.0 ml
of APDMS in the container under a dry nitrogen atmo-
sphere. To confirm the degree of modification, the silicon
wafer was also enclosed in the reaction vessel. The
container was heated in an oven at 383 K under
15 mmHg pressure for 2 h. The cantilever tip and silicon
wafer were washed with ethanol and heated at 383 K for
5 min. The APMDS-modified cantilever tip and silicon
wafer were mixed with ATEA (8.2 mg, 0.025 mmol), N-
ethoxycarbonyl-2-ethoxy-1,2-dihydroquinoline (EEDQ)
(7.3 mg, 0.029 mmol), and THF (5 ml) and stirred at
303 K for 2 h. The cantilever tip and silicon wafer were
washed with THF and ethanol.


Preparation of DNBP-modified silicon wafer


The APMDS-modified silicon wafer, DNBP (8.6 mg,
0.025 mmol), EEDQ (7.3 mg, 0.029 mmol) and THF
(5 ml) were mixed and stirred at 303 K for 2 h. The
silicon wafer was washed with THF and ethanol.


RESULTS AND DISCUSSION


Immobilization of chiral groups


2,2,2-Trifluroethanol has frequently been used as a
chiral chemical shift reagent for NMR spectroscopic


Figure 1. Schematic representation of the interaction
between chiral molecules on the probe tip and substrate
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measurements. In order to immobilize 2,2,2-trifluor-
oethanol on the tip of the cantilever, the carboxylic acid
derivative, 1-(9-anthryl)-2,2,2-trifluoroethoxyacetic acid
(ATEA), was designed and synthesized. 2,2,2-Trifluor-
oethanol was treated with sodium hydride and reacted
with ethyl bromoacetate to give the ethyl ester derivative.
The ester derivative was hydrolyzed in 90% ethanol in the
presence of potassium hydroxide to afford ATEA. The
characterization of ATEA was carried out by IR and
NMR measurements.


The ATEA-modified cantilever probe tip was prepared
according to Scheme 1. Since the cantilever tip is made of
Si3N4, the treatment with VUV radiation produced hy-
droxyl groups on the surface. The OH-terminated canti-
lever tip was modified with APDMS under a nitrogen
atmosphere to prepare an NH2-terminated surface. Che-
mical vapor adsorption (CVA) of APDMS was performed
at 383 K for 2 h. To confirm the modification reaction, the
OH-terminated silicon wafer was also added to the
reaction vessel for X-ray photoelectron spectroscopic
(XPS) analysis. Figure 2 shows the F1s spectra of
the APDMS monolayer on the Si wafer, (R)-ATEA
immobilized APDMS monolayer and (S)-ATEA immo-
bilized APDMS monolayer. The F1s peak was not ob-
served in the APDMS monolayer; in contrast, the F1s


peak located at 687.5 eV appeared for (R)-ATEA and
(S)-ATEA immobilized monolayers. The immobilization
of ATEA on APDMS monolayer by the condensation
reaction was confirmed.


Scheme 2 illustrates the preparation of the DNBP-
modified silicon wafer. The immobilization of DNBP was
carried out by a similar method to the immobilization of
ATEA. Figure 3 shows the N1s spectra of the APDMS
monolayer on the silicon wafer and DNBP immobilized
APDMS monolayers. The APDMS monolayer exhibited
N1s peaks at 399.5 eV originating from amino groups. In
the case of (R)-DNBP and (S)-DNBP immobilized
APDMS monolayers, the N1s peak was also observed at
405.9 eV, which can be assigned to the nitrogen of nitro
groups. The N1s peak at 399.5 eV can be ascribed to NH


and NH2 groups. These results indicate that DNBP was
immobilized on the substrate surface.


The modification was also characterized by TOF-SIMS
of DNBP- and ATEA-modified APDMS monolayers.
In the positive and negative SIM spectra of the ATEA
immobilized surface, the fragments at m/z 69 (CF3


�


group of ATEA) and m/z 178 (anthracene group of
ATEA) indicated the immobilization of ATEA on the
APDMS monolayer. On the other hand, the fragments
at m/z 167 and 195, which originated from a dinitro-
benzyloxy group, suggested the presence of DNBP on
the APDMS monolayer. From these results obtained by
XPS and TOF-SIMS, it can be concluded that DNBP
and ATEA were successfully immobilized on APDMS
monolayers.


Adhesion force measurements


The adhesion force between chiral molecules was deter-
mined from force versus cantilever displacement curves.
There are four possible combinations of chiral surfaces
and tips. In these measurements, the deflection of the


Figure 2. XPS F1s spectra of the APDMS- and ATEA-
modified silicon wafer: (a) APDMS, (b) (R)-ATEA, (c) (S)-ATEA


Scheme 1
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cantilever was recorded as the sample approaches, con-
tacts and withdraws from the cantilever tip. Figure 4
shows typical force curves obtained by SFM measure-
ments using the ATEA-modified probe tip and DNBP-
modified silicon wafer in 2-propanol: (a) (S)-ATEAvs (S)-
DNBP and (b) (S)-ATEA vs (R)-DNBP. The observed
cantilever deflection was converted into a force using the


cantilever spring contact. These measurements were
carried out in 2-propanol rather than air to eliminate
uncertainties arising from capillary forces.


Figure 5 shows the histograms of the adhesion force
between chiral molecules obtained using the force
curve measurement mode of SFM. The average values
of the adhesion force for (R)-ATEA vs (S)-DNBP and (S)-
ATEA vs (R)-DNBP were greater than those for (R)-
ATEA vs (R)-DNBP and (S)-ATEA vs (S)-DNBP. In
the case of the different chirality pair, an adhesion force
>10 nN was observed. These results revealed that the
adhesion force for a different chirality pair is stronger
than that for the identical chirality pair. The histograms of
the adhesion force for the different chirality pair [(R)-
ATEA vs (S)-DNBP and (S)-ATEA vs (R)-DNBP] showed
broader distribution than those for the identical chirality
pair [(R)-ATEA vs (R)-DNBP and (S)-ATEA vs (S)-
DNBP]. Importantly, there was a close resemblance
between the histograms obtained in the case of the
different chirarity pairs, and a resemblance was also
observed in the case of the identical chirarity pairs.
This means that the detected adhesion forces are based
on the interaction between the enantiomers immobilized
on the surface of the probe tip and silicon wafer.
Although the chiral recognition of ATEA and DNBP is


Figure 3. XPS N1s spectra of the APDMS- and DNBP-
modified silicon wafer: (a) APDMS, (b) (R)-DNBP, (c) (S)-DNBP


Figure 4. Typical force curves obtained by scanning force microscopy using the ATEA-modified probe tip and DNBP-modified
silicon wafer in 2-propanol: (a) (S)-ATEA vs (S)-DNBP and (b) (S)-ATEA vs (R)-DNBP


Scheme 2
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accomplished by weak interactions such as hydrogen
bonding and charge transfer, which have directivity, the
present CFM measurement was successfully applied to
the model system for chiral recognition in a silica-based
column. In the chiral separation of TFAE by HPLC with
an (R)-DNBP-modified chiral column, it was reported
that (R)-TFAE was the first to be eluted. The results
presented above are in good agreement with the separa-
tion behavior in HPLC using silica-based chiral column.


CONCLUSION


We immobilized TFAE and DNBP, a well-known pair of
enantiomers, on the cantilever tip and silicon wafer sur-
face, respectively, by the use of aminosilane. The force
curves between TFAE and DNBP enantiomers were
measured using the force measurement mode of SFM
to determine the magnitude of the interaction. Since the
SFM measurement can recognize the difference of nano-
newton forces, the results obtained can be regarded as a
rational design for chiral recognition in a silica-based
chiral column and may open the door to the design of
novel silica-based chiral columns.
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ABSTRACT: 2,5-Diphenyl-1,4-distyrylbenzene (DPDSB) with all-cis (cis-DPDSB) and all-trans double bonds
(trans-DPDSB) were synthesized by Wittig reaction and the differences in structural and optical properties between
the cis- and trans-isomers are discussed in detail. Both compounds were fully characterized by NMR spectroscopy,
FT-IR spectroscopy, x-ray crystallography, differential scanning calorimetry (DSC) and electrochemical methods.
X-ray analysis and molecular simulation revealed that the structure of cis-DPDSB obviously deviates from planarity
along both the distyrylbenzene and terphenyl directions, and less intermolecular interaction exists in crystal. The cis-
isomer shows a large blue shift in the absorption spectrum in comparison with that of the trans-isomer, and cyclic
voltammetric measurements give bandgaps of 3.16 and 2.97 eV for cis- and trans-DPDSB, respectively. Both
compounds show unusually strong blue fluorescence in the solid state, probably due to the weak intermolecular
interaction existing in both isomers owing to the large steric hindrance induced by the substituted phenyl groups. DSC
experiments determined that both isomers have excellent thermal stability, which indicates that they can be used as
active layers to make stable devices. Quantum chemical calculations for the frontier molecular orbital and the cation
and anion properties reveal that the HOMO and LUMO are completely localized in the distyrylbenzene direction and
the distyrylbenzene segment has more sensitive electroactivity than the terphenyl segment whether it is cis- or trans-
DPDSB. Copyright # 2005 John Wiley & Sons, Ltd.


KEYWORDS: cis/trans isomers; 2,5-diphenyl-1,4-distyrylbenzene; luminescence; oligomeric phenylenvinylene;


theoretical calculation; Wittig reactions


INTRODUCTION


Conjugated polymers are key components of a number of
advanced but fairly in expensive electronic devices.1–4


Some of the most promising candidates for the active
layer in organic light-emitting diodes (LEDs) are poly-
mers derived from poly(p-phenylenevinylene) (PPV),
such as MEH-PPV,5,6 DP-PPV7–9 and CN-PPV.10,11 The
concept behind the molecular design of such PPVs is the
use of substitutional side-chains to improve solubility in
common solvents and suppress molecular aggregation.2


Nevertheless, there still exists a significant tendency
towards molecular aggregation for PPVs with, e.g.,
alkoxy side-chains, which gives rise to strong effects on
their light emission properties.12–18 Almost all PPVs with


substituted phenyl (DP-PPV) have very high efficiency
since the bulky substitution effectively suppresses the
aggregation.19–21 The oligomers of the repeating unit of a
polymer are often useful in understanding the proper-
ties of a polymer system.22–27 This is due to the close
analogy of their physical properties, and as easier char-
acterization of the oligomeric system. The oligomers
themselves as active materials have been used widely
owing to their definite structure.28–31 Several papers have
reported the synthesis of a series of short-chain oligo-
meric analogues of PPVs with alkoxy groups,32–34 but to
our knowledge, discussion about oligomers correspond-
ing to phenyl-substituted PPVs is limited.35


In all kinds of PPVs, the presence of cis/trans-vinylene
units and their photochemical isomerization attracts spe-
cial attention because the cis-isomer generally shows
weak luminescence and is regarded as a cis defect.36–39


Although great efforts have been made in the investiga-
tion of relationships that exist between the cis/trans
conformation in polymer chains and the resulting lumi-
nescence properties, the understanding of these depen-
dences is still incomplete, which is partially due to a lack
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of more definite structural information on polymer sys-
tems.40–42 So far the results on this topic have come
mostly from theoretical simulation,35 and need urgently
to be testified by experiment.


In this paper, we report the synthesis and characteriza-
tion of the most basal model compounds (oligomers) for
DP-PPV and discuss the differences between cis- and
trans-isomers in detail. Such ordinary materials them-
selves exhibit excellent optical and thermal properties,
which are useful in making luminescence devices or
lasers.


RESULTS AND DISCUSSION


Synthesis of cis- and trans-DPDSB


The synthetic route toward the target materials is outlined
in Scheme 1. cis-DPDSB was synthesized by a twofold
Wittig reaction from benzyltriphenylphosphonium bro-
mide and 1,10;40,100-terphenyl-20,50-dicarbaldehyde (3) in
tetrahydrofuran (THF) solution by dropping potassium
tert-butylate (t-BuOK, dissolved in THF) over a period of
30 min, and then stirring the mixture for another 12 h at
room temperature. Colorless crystals were obtained after
the product had been deposited in methanol (yield: 87%).
Interestingly, the resulting product is determined to have
the all-cis conformation as discussed below. Previous
studies on the Witting reaction by Hwang et al. demon-
strated that reaction in the polar solvents produced
more cis products (Z-selectivity).43 They also indicate
using ortho-substituted benzaldehydes bearing electron-
withdrawing substituent such as CF3 exhibit a pro-
nounced enhancement for Z-selectivity (Z/E ratio up to
5.6). Our results indicate that pure cis-DPDSB can be


obtained directly by the optimized synthetic procedure
probably owing to the o-phenyl substituent playing the
same role as the CF3 substituent in the Witting reaction.
trans-DPDSB was prepared by refluxing a p-xylene
solution of the cis-isomer for 12 h, with a small amount
of iodine as catalyst (yield: 95%).


Structural determination of cis- and trans-DPDSB


Based on NMR and FT-IR measurements (Figs 1–3), the
two compounds are unambiguously characterized as cis-
and trans-DPDSB, respectively (shown in Scheme 2).
The 1H and 13C NMR spectra are shown in Figs 1 and 2,
which are correlated by 13C, 1H chemical shift correlation
spectroscopy, and the chemical shifts are given in Table 1.
The position, intensity and coupling patterns of the NMR
signals provide unequivocal proof of the structures of the
isomers. For example, the chemical shifts of the olefinic


Scheme 1. Synthesis route to cis- and trans-DPDSB


Figure 1. 1H NMR spectra of cis- and trans-DPDSB. The
numbers correspond to the numbers in Scheme 2
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protons are 6.4 ppm (H4) and 6.6 ppm (H5) with coupling
constant 12 Hz in the cis configuration and 7.1 ppm (H4)
and 7.3 ppm (H5) with coupling constant 16.3 Hz in the
trans configuration.44 The reason for the signals of the
olefinic protons in trans-DPDSB shifting downfield com-
pared with those in the cis-isomer is the decreased
shielding effect of the phenyl ring on the olefinic protons
and the decreased electron cloud density on the olefinic
segments, because trans-DPDSB exhibits more planarity
and a greater conjugated effect in the distyrylbenzene
direction than that of the cis-isomer (see the discussion
below). The dispersed electron cloud also affects the
signals of protons in phenyl rings. By 1H NMR of
trans-DPDSB, we investigated the clear difference be-
tween the protons in end phenyl rings in the distyrylben-
zene direction and the terphenyl direction, e.g.
�¼ 7.24 ppm for H9 and �¼ 7.48 ppm for H15. Such a
difference arises because of the effective conjugation in
the distyrylbenzene direction (planar conformation) and
less conjugation in the terphenyl direction (twist con-
formation) in trans-DPDSB. In the 1H NMR spectra of
cis-DPDSB, the � values of H9 and H15 are localized in
the same range and become indistinguisable, reflecting


the decreased conjugation in the distyrylbenzene direc-
tion in cis-DPDSB. Also, unlike in trans-DPDSB, the �
values of the other protons [H7(H11), H8(H10) and
H13(H17), H14(H16)] in the end phenyl rings in cis-
DPDSB are all distributed in a small range from 7.27 to
7.35 ppm. In The 13C NMR spectra of cis-DPDSB, C9
and C15 are also indistinguishable and the difference in
� between C8(C10) and C14(C16) or C7(C11) and
C13(C17) in cis-DPDSB are smaller than those in trans-
DPDSB. All of the above information indicates that the
conjugation effect in the distyrylbenzene direction in
trans-DPDSB is higher than that in cis-DPDSB. The
lower conjugation effect in cis-DPDSB is caused by the
torsion conformation.


IR spectroscopy is one of the most important analytical
methods for cis/trans-isomer characterization. It provides
fast and easy criteria, albeit empirical, distinguishing
between the isomers (Fig. 3). The spectrum of trans-
DPDSB shows a strong absorption band at 964 cm�1


(out-of-plane bending mode of the C—H bond in the
trans-vinylene group, �),45 which is completely absent
in the spectrum of cis-DPDSB. Unlike in cis-DPDSB,
the two double bands at about 700 and 760 cm�1 (five
adjacent H on phenyl)45 in trans-DPDSB indicate the
difference in the end rings in the distyrylbenzene and


Figure 2. 13C NMR spectra of cis- and trans-DPDSB. The
numbers correspond to the numbers in Scheme 2


Figure 3. FT-IR spectra of cis- and trans-DPDSB


Scheme 2. Structures of cis- and trans-DPDSB


Table 1. 1H and 13C chemical shifts (relative to TMS) of cis-
and trans-DPDSB in DMSO solution


cis-DPDSB trans-DPDSB


C or H 13C (ppm) 1H (ppm) 13C (ppm) 1H (ppm)


1 132.1 7.14(s) 128.1 7.81(s)
2 137.5 — 138.0 —
3 135.2 — 134.8 —
4 131.4 6.64(d) 130.6 7.34(d)
5 130.3 6.42(d) 126.9 7.08(d)
6 140.0 — 140.8 —
7(11) 129.5 7.27–7.35 130.5 7.50(d)
8(10) 129.2 129.6 7.33(t)
9 130.3 7.16(t) 128.6 7.24(t)
12 140.5 — 141.0 —
13(17) 128.2 7.27–7.35 127.2 7.39(d)
14(16) 129.0 129.3 7.55(t)
15 129.6 7.16(t) 128.4 7.48(t)
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terphenyl directions, which corresponds to the result from
NMR analysis.


The IR spectra of cis- and trans-DPDSB were simu-
lated using the Gaussian98w program package for Win-
dows on a PC. Both geometry optimization and actual
frequency calculation were performed with the DFT/
B3LYP method at the level of the 6–31G** basis set.
The calculated frequencies are corrected by scale factor
0.9613,46 and agree well with the experimental results. In
addition, we use the HyperChem 7.1 software to analyze
the vibrational spectra, and all normal modes are identi-
fied and confirmed. The absorption band at 783 cm�1 in
cis-DPDSB, which is absent in the trans-isomer, is due to
the wagging vibration of the C—H bond in cis-vinylene
groups. Previously, Fan et al. assigned an absorption band
at about 875 cm�1 to the characteristic absorption of cis-
vinylene groups.47 However, we note that this absorption
band (875 cm�1) appears in the spectra of both cis- and
trans-DPDSB without a distinct difference in intensity.
Hence this 875 cm�1 band cannot be used to indicate the
conformation of cis-vinylene groups at least in the
DPDSB system. In fact, this band is probably due to
the � vibration of single hydrogen (H1) connected to the
central phenyl ring.45


The single crystal (block crystal) of cis-DPDSB is
easily obtained in alcohol, whereas just a mix crystal
can be obtained from trans-DPDSB (for details, see wide-
angle x-ray diffraction and DSC discussions). The struc-
ture of cis-DPDSB in a single crystal is shown in Fig.
4(left) and the crystal data and refinement parameters are
given in Table 2. A noteworthy feature of the cis-DPDSB
crystal is its torsion conformation, which is similar to that
obtained from geometry optimization for the cis-DPDSB
molecule in the gas phase. The torsion angles between the
double bond and two adjacent phenyl rings are 43.1� (�1)
and 38.3� (�2). The torsion angle between the central
phenyl ring and the adjacent phenyl ring (in the p-
terphenyl direction) is 52.4� (�3), which is larger than
that in p-terphenyl (38.4�).48 Also, it must be noted that


all end phenyl rings that connect to the double bond [e.g.
ring A shown in Fig. 4(right)] is inserted between the two
adjacent rings (shown as rings B and C) of other mole-
cules and the distance between the phenyl ring A and ring
B (or ring C) is 3.609 Å, which indicates some intramo-
lecular motions, e.g. twisting of the double bond and
twisting of the end phenyl ring that connect to the double
bond are not free.


The wide-angle x-ray diffraction patterns of cis- and
trans-DPDSB are shown in Fig. 5. It is noticeable that


Figure 4. Left: ORTEP drawing of cis-DPDSB. The ellipsoid probability is 25%. Right: packing arrangement of cis-DPDSB,
viewed down the a-axis. The phenyl ring A that connects to the double bond is inserted between rings B and C of the two
adjacent molecules


Table 2. Crystal data and refinement parameters for cis-
DPDSBa


Crystal parameter Value


Chemical formula C34H26


Formula weight 434.55
Crystal system Monoclinic
Space group P21/c
Z 2
a (Å) 10.078(4)
b (Å) 13.220(10)
c (Å) 9.756(8)
� ( �) 90
� ( �) 111.36(3)
� ( �) 90
V (Å3) 1210.6(14)
�calc (g cm�3) 1.192
Crystal dimensions (mm) 0.31� 0.26� 0.24
T ( �C) 20(2)
2� range: min., max. ( �) 5.32, 50.42
No. of data collected 3110
No. of unique data 1956
No. of data with Fo� 4.0�(Fo) 623
m (mm�1) 0.067
R1(F), wR2(F2), (I> 2�(I)) 0.0533, 0.0642
R1(F), wR2(F2), all data 0.1904, 0.0860
Goodness-of-fit on F2 0.782


a CCDC-226016 contains supplementary crystallographic data for this
paper. These data can be obtained free of charge via www.ccdc.cam.
ac.uk/conts/retrieving.html [or from the Cambridge Crystallographic Data
Centre, 12 Union Road, Cambridge CB21EZ, UK; fax: (þ44) 1223 336033;
or by e-mail: deposit@ccdc.cam.ac.uk].
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several diffractions are very strong in both cis- and trans-
DPDSB crystals. The single peak of the first diffraction at
2�¼ 5.92 � for cis-DPDSB indicates the simplex crystal
type, whereas in trans-DPDSB the double peak of the
first diffraction at 2�¼ 6.96 � and 7.24 � (corresponding
to interplanar distances of 12.7 and 12.2 Å) is observed
(shown as a1 and b1), and a2 and b2 correspond to the
second diffraction of the same interplanar distance, etc.
These double peaks indicate that the crystals obtained are
mixed crystal. As shown in Scheme 3, trans-DPDSB is
expected to exist as an equilibrium mixture of three
rotamers,49 which may cause different crystal parameters
in the crystalline state. We also performed energy opti-
mization by DFT/B3LYP/6–31G of the three rotamers to
rationalize their possible existence. The results show that
there are three local minima at the three rotamers as
expected and the rotamer a has the lowest energy. Sub-
sequently, frequency analysis was performed on the
optimized structures, and no imaginary frequency was
found, which proves that these three rotamers are real
stationary points. The existence of mixed crystals of
trans-DPDSB was further confirmed by DSC experi-
ments. The transformation between the rotamers of


trans-DPDSB in the crystal is attributed to the invisible
but common pedal motion as in stilbene and azobenzene
crystals.50 As for cis-DPDSB, such motion may not be
occur for the same reason as discussed above and so it
cannot transform to other rotamers in the crystal.


Thermal properties of cis- and trans-DPDSB


The thermal behavior was investigated by means of DSC
experiments, using standard heating and cooling rates of
10 �C min�1 under nitrogen flushing. In the scans shown
in Fig. 6, the samples were heated to 210 �C for cis-
DPDSB and 265 �C for trans-DPDSB. The maximum
temperatures are obviously below the range of degrada-
tion or isomerization according to the coherence of
different scan times. Indeed, the resulting samples were
examined by FT-IR spectroscopy and no difference was
observed before and after the heat treatments, which
indicates that there is no isomerization between the two
isomers at such temperatures and the difference in the
rotamers of trans-DPDSB cannot be detected in the FT-
IR experiment. For cis-DPDSB, the up and down scans in
DSC experiments are repeated accurately for the first
three times, which indicates high thermal stability. The
melting-point of cis-DPDSB is 192.5 �C (peak) and no
other thermal process is observed, whereas for trans-
DPDSB there are two peaks in the exotherm of every run
shown in Fig. 6 (bottom), which indicates that there may
exist two kinds of crystals, as concluded from the wide-
angle x-ray diffraction analysis. The change in the rela-
tive intensity in the exotherms shows that the proportion
of different crystal types altered after the heating process.
Also, the endotherm in the second up scan is shifted down
by 3 �C and is slightly broader than that in the first up
scan. Crystallization is found to occur at peak-to-peak
supercooling of 48 and 63 �C for cis- and trans-isomers,
respectively, which are about 10 times larger than
p-bis(p-styrylstyryl)benzene.51


Figure 5. Wide-angle x-ray diffraction patterns of cis- and
trans-DPDSB


Scheme 3. Equilibrium of three rotamers of trans-DPDSB
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Optical properties of cis- and trans-DPDSB


The absorption and emission spectra of the cis- and trans-
DPDSB in dilute THF solution and the emission spectra
of their crystals are shown in Fig. 7 and detailed data
are given in Table 3. The absorption spectrum of cis-
DPDSB in dilute THF solution shows an absorption
band at 316 nm with a molar absorption coefficient of
21 900 M


�1 cm�1, whereas for trans-DPDSB the maxi-
mum absorption band is at 354 nm with a molar absorp-
tion coefficient of 48 500 M


�1 cm�1. It is the torsion
conformation of cis-DPDSB that induces a large blue
shift in the absorption spectrum and a small molar ab-
sorption coefficient. trans-DPDSB in dilute THF solution
exhibits intense emission as a pure blue band with a high
photoluminescence (PL) efficiency of 0.95, whereas the
cis-DPDSB–THF solution shows almost no fluorescence
initially, but after it has been exposed under an ultraviolet
lamp (360 nm) for several seconds the fluorescence
increases dramatically. Evidently the photochemical pro-


cesses (cis–trans isomerization and photocyclization
to 7,14-diphenyldibenzo[a,h]anthracene) occur and the
trans-isomer plays the role of the following emission.52,53


Hence the reason for cis-DPDSB showing no fluores-
cence is that such complicated photochemical processes
compete with the luminescence process.52 Usually the
unsubstituted trans-OPVs (oligomeric phenylenvinylene)
show weak fluorescence in the solid due to ‘herringbone’-
type crystal packing and strong �–� interaction.51,54 The
crystals of both cis- and trans-DPDSB show strong
fluorescence with maximum emission bands at 435 and
444 nm, respectively (see Figs 7 and 8), which is probably
attributable to the weak intermolecular interaction exist-
ing in both isomers owing to the large steric hindrance
induced by the substituted phenyl groups. Especially for
cis-DPDSB the photochemical processes that exist in
solution are limited by the crystal lattice (see the crystal
analysis), that is, the energy barrier from the cis-isomer to


Figure 6. DSC thermograms of cis- and trans-DPDSB, re-
corded at heating and cooling rates of 10 �Cmin�1. Both
contain series of first and second heating and cooling
processes


Figure 7. Absorption and emission spectra of the cis- and
trans-DPDSB in dilute THF solution and emission spectra of
their crystals. The emission spectra of the cis- and trans-
DPDSB in dilute THF solution were recorded under the same
conditions and the spectrum of cis-isomer is enlarged 500
times for comparison


Table 3. Optical properties of cis- and trans-DPDSB


Material 	a in solution (nm) " (� 103) (M
�1 cm�1) 	f


a in solution (nm) 	f
b in crystal (nm) 
PL


c (solution)


cis-DPDSB 276, 316 21.9 (	¼ 316 nm) — 435 <0.05
trans-DPDSB 282, 354 48.5 (	¼ 354 nm) 400, 423 444 0.95


a Emission spectra were recorded in dilute THF solutions, excited at 350 nm.
b In crystals, excited at 360 nm.
c In dilute THF, using quinine sulfate in 0.1 M sulfuric acid as standard.
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the trans-isomer/7,14-diphenyldibenzo[a,h]anthracene is
increased dramatically so that the photochemical pro-
cesses become impossible. Hence the excited state cannot
be decayed by isomerization or photocyclization and then
the emission process occurs.52,53 The property of strong
emission in the solid state is rare but useful in devices,
because the organics are normally used in the solid state.55


Electrochemical properties


We investigated the electrochemical behavior of cis- and
trans-DPDSB by cyclic voltammetry (CV). Through the
CV curve shown in Fig. 9, three redox steps are observed,
of which two appear in the reductive potential range (1,4-
distyrylbenzene also shows two reversible waves at
�2.48 and �2.74 V in THF)56 and one in the oxidative
potential range. The detailed data are given in Table 4.
The reduction waves of cis-DPDSB are at �2.30 and
�2.52 V and the quasi-reversible anodic wave is at
0.94 V. In contrast, the two reduction waves of trans-
DPDSB are shifted to �2.21 and �2.51 V and the oxida-
tion wave is at 0.88 V. Therefore, the bandgaps (the ene-
rgy difference between the HOMO and the LUMO, or
between the first oxidation and the first reduction poten-
tial) of cis- and trans-DPDSB can be calculated as 3.16
and 2.97 eV, respectively, which are close to the data ob-
tained from absorption spectra. The decrease of the band-
gap caused by changing cis- to trans-DPDSB can be
explained by a stronger torsion within the molecule in the
case of the cis compared with the trans configuration.57


Because of the steric hindrance, the outer phenyl rings in


the distyrylbenzene direction are distorted against the
central phenylene unit, which leads to a shorter conjuga-
tion length and a larger HOMO–LUMO distance.


Frontier molecular orbitals


The frontier orbitals of cis- and trans-DPDSB were
investigated (B3LYP/6–31G), as shown in Fig. 10. For
both isomers, the HOMO and LUMO are completely
localized on the distyrylbenzene and the node distribution
is similar to that in 1,4-distyrylbenzene.56 Obviously, the
LUMO has more nodes than the HOMO in the central
benzene rings. In the HOMO the �-bond between C4
and C5 is bonding, whereas the �-bond between C2
and C4 is antibonding. In contrast, in the LUMO the
�-bond between C2 and C4 is bonding, whereas the �-
bond between C4 and C5 is antibonding. For cis-DPDSB,
both the HOMO-1 and LUMOþ 1 are localized on the
terphenyl part, but in trans-DPDSB, the HOMO-1 loca-
lized on distyrylbenzene, which may be caused by the
planar configuration. Hence we can readily conclude that
the contribution to fluorescence is due to distyrylbenzene,
not terphenyl, whether it is in cis- or trans-DPDSB.


Cation radical and anion radical properties


To reveal the effects of charge injection on the molecular
conformational stability, we calculated structural and
electronic properties of both the anion radical and the
cation radical. For this purpose, geometry optimization
was carried out on both molecular ions (i.e. the neutral
molecule in the presence of an extra electron and that of
an extra hole, respectively). The optimized structures for
both the cation radical and the anion radical show
dramatic structural changes relative to the neutral mole-
cule. The distribution of the extra hole in the cation
radical calculated as excess spin densities (Fig. 11) is
completely localized on the distyrylbenzene and is espe-
cially similar to the HOMO and LUMO of the neutral
molecule. A similar result is found in the anion radical,
where the distribution of the electron is also all localized
on the distyrylbenzene. These results indicate that the
distyrylbenzene has more sensitive electroactivity than
the terphenyl.


The main structural distortions in both the cation
radical and the anion radical relative to the neutral
molecule are given in Table 5. It is found that the
variation of bond lengths and torsion angles in the
distyrylbenzene are strongly affected by charge injection,
whereas few change takes place in the terphenyl. More-
over, adding a hole has nearly the same effect on
structural geometries as adding an electron, and cis-
and trans-DPDSB have the same variation tendency for
different charge injections. The C2—C4 bond lengths are
shortened by about 0.03 Å and C5—C6 by about 0.02 Å.


Figure 8. Crystals of cis-DPDSB (left, block crystal) and
trans-DPDSB (right, acicular crystal) under an ultraviolet
lamp (365 nm)


Figure 9. Cyclic voltammograms of cis- and trans-DPDSB
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In contrast, the vinylene C——C bonds are lengthened by
about 0.02 Å; however, the anion radical has a larger
change than the cation radical. In the central phenyl ring,
the C1—C2 and C2—C3 bond lengths increase by about
0.01 and 0.02 Å, respectively, and the C1—C3 bond
length decreases by about 0.01 Å. In the distyrylbenzene,
the torsion angles between the phenyl ring and vinylene
double bond are evidently reduced by the positive
charge or negative charge, and the maximum variation


is more than 14� in the torsion angles between the central
phenyl ring and vinylene double bond. In contrast, the
torsion angles with respect to the vinylene double bond
are increased to different extents, about 9� for cis-
DPDSB, and <1� for trans-DPDSB. Based on the struc-
tural changes for both the cation radical and the anion
radical discussed above, increased conjugation occurs on
the distyrylbenzene, and it is evident that the distyryl-
benzene appears to be more coplanar in trans-DPDSB
than in cis-DPDSB. In addition, relative structural stabi-
lity versus the injection of one charge will be expected for
cis- and trans-DPDSB molecules.


Additional information derived from our calculations
provides insight into the interrelationship of structure and
electronic behavior, in particular the response of the
molecule to the formation of a hole or the addition of
an electron. Table 6 contains the results for ionization
potentials (IPs), electron affinities (EAs), both vertical (v:
for the geometry of the neutral molecule) and adiabatic


Table 4. Redox potentials determined by cyclic voltammetry and the HOMO–LUMO distances determined by electrochemical
(measured in DMF) and optical experiments (measured in THF)


Material E1/2(Ox)a (V) E1/2(Red1) (V) E1/2(Red2) (V) Eox
onset


b (V) Eonset
red (V) Eel gc (eV) Eopt gd (eV)


cis-DPDSB 0.94 �2.30 �2.52 0.90 �2.26 3.16 3.36
trans-DPDSB 0.88 �2.21 �2.51 0.84 �2.13 2.97 3.10


a E1/2¼ (EpaþEpc)/2.
b Eonset¼ redox and reductive potential onset.
c Eel g¼ band gap from electrochemistry.
d Eopt g¼ band gap from UV–visible absorption spectrum (obtained from the edge).


Figure 10. Frontier molecular orbitals of cis- and trans-
DPDSB


Figure 11. Spin density surfaces of the cation radical and
the anion radical for cis- and trans-DPDSB
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(a: optimized structure for both the neutral and charged
molecule) and extraction potentials (HEP and EEP for
the hole and electron, respectively) that refer to the
geometry of the ions.58 IP(v) and IP(a) of cis-DPDSB
are larger about 0.2 eV than that of trans-DPDSB, and the
absolute of value of EA(v) and EA(a) for cis-DPDSB are
lower by about 0.28 and 0.15 eV than those for trans-
DPDSB, respectively. This indicates that the trans-isomer
can more easily gain or lose an electron, which is in
agreement with their energy of the HOMO and LUMO.


Electroluminescence (EL) properties


To investigate the EL properties of cis- and trans-
DPDSB, we fabricated multilayer organic light-emitting
devices (OLEDs) with the structure ITO–NPB (50 nm)–
cis- or trans-DPDSB (30 nm)–BCP (10 nm)–Alq3


(10 nm)–LiF (0.5 nm)–Al, where NPB (N,N0-di-1-
naphthyl-N,N0-diphenylbenzidine) acts as a hole-trans-
porting layer, cis- or trans-DPDSB as an emitting layer,
BCP (bathocuproin) as an exciton-blocking layer and
Alq3 [tris(8-hydroxyquinolinato)aluminum] as an elec-
tron-transporting layer. The normalized EL spectra of
devices with various materials are shown in Fig. 12 (left).
It can be seen that the EL spectral features of both devices
appear in the blue emission region with peaks at 440 and
464 nm for cis- and trans-DPDSB with CIEs (Commis-
sion Internationale de l’Eclairage) of 0.1839, 0.1757 and
0.1797, 0.2189, respectively. As shown in Fig. 12 (right),
peak luminances of 1094 and 1643 cd m�2 are achieved at


a voltage of 19 V, and efficiencies of 0.66 and 0.87 cd A�1


are achieved at voltage of 10 V for cis- and trans-DPDSB,
respectively. Obviously, although relatively lower lumi-
nance and efficiency are obtained in the device using cis-
DPDSB, the EL has a more excellent pure blue emission.


CONCLUSION


cis- and trans-DPDSB were synthesized and character-
ized by various spectroscopic and electrochemical
methods, including NMR spectroscopy, FT-IR spectro-
scopy, x-ray crystallography and absorption and electro-
chemical measurements. These physicochemical data
were analyzed together with the results of molecular
orbital calculations. The synthetic procedure was care-
fully optimized, allowing the unusual cis-DPDSB to be
obtained directly. The main results are summarized as
follows. (1) Syntheses of cis- and trans-DPDSB are
achieved by the Wittig reaction by using benzyltriphe-
nylphosphonium bromide and 1,10;40,100-terphenyl-20,50-
dicarbaldehyde in a 2.2:1 molar ratio at room tempera-
ture, and the yields are relatively high. Compared with
other methods, such as HPLC, controlling synthetic con-
ditions becomes a more straightforward route to obtain
cis-isomers. (2) The 1H NMR and IR spectra of the new
compounds are entirely consistent with the expected
molecular structures: cis- and trans-DPDSB give clear
NMR characteristic signals for the double bonds, and
trans-DPDSB shows the characteristic IR absorption
band of the trans-vinylene groups, which is absent
completely in cis-DPDSB. (3) The x-ray crystal structure
of cis-DPDSB indicates a deviation from planarity in the
distyrylbenzene direction, whereas trans-DPDSB tends
to form mixed crystals as revealed by wide-angle x-ray
diffraction and DSC experiments. (4) Both cis- and trans-
DPDSB have relatively high melting-points and excellent


Table 5. Main structural parameters of the cation radical
and anion radical of cis- and trans-DPDSB relative to the
neutral moleculesa


cis-DPDSB trans-DPDSB


Parameter Cation Anion Cation Anion


C1—C2 0.014 0.017 0.0224 0.0264
C2—C3 0.0235 0.0248 0.0233 0.0225
C1—C3# �0.0129 �0.0106 �0.0222 �0.0188
C2—C4 �0.0332 �0.0354 �0.0332 �0.0334
C4—C5 0.024 0.0283 0.0239 0.0273
C5—C6 �0.0238 �0.0216 �0.0235 �0.021
C3—C12 �0.0059 �0.0009 �0.0033 �0.001
C1—C2—C4—C5 �12.64 �14.53 �14.67 �14.83
C2—C4—C5—C6 9.33 8.86 0.6 0.07
C4—C5—C6—C11 �6.99 �12.72 �4.6 �3.96
C2—C3—C12—C13 �0.83 �2.86 4.12 0.13


a The numbers of the C atoms correspond to those in Scheme 2. Bond
lengths are reported in Å and torsion angles in degrees.


Table 6. Ionization potentials and electron affinities of cis- and trans-DPDSB


Material IP(v) (eV) IP(a) (eV) HEP (eV) EA(v) (eV) EA(a) (eV) EEP (eV) SPE(h) (eV) SPE(e) (eV)


cis-DPDSB 6.5930 6.4155 �6.2341 �0.2633 �0.5701 0.7988 0.1775 0.3068
trans-DPDSB 6.3707 6.2115 �6.0602 �0.5483 �0.7257 0.8934 0.1592 0.1774


Figure 12. Left: EL spectra of OLEDs of cis- (circles) and
trans-DPDSB (squares), obtained when the voltage is 15V.
Right: luminance and efficiency versus voltage of the OLEDs
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thermal stability, making it possible to obtain stable
devices using these materials. (5) The cis-isomer has a
large blue shift in the absorption spectrum and a smaller
molar absorption coefficient in comparison with trans-
DPDSB, which is due to its torsion conformation and
lower conjugation length. Interestingly, although cis-
DPDSB shows very weak fluorescence in solution, strong
blue fluorescence in the crystal is observed owing to
limited photochemical processes in the crystal lattice.
(6) The HOMO and LUMO are both completely localized
on the distyrylbenzene whether it is in cis- or trans-
DPDSB, indicating that it is the distyrylbenzene, not the
terphenyl, that contributes to fluorescence in both iso-
mers. A similar result is found in the cation radical or
anion radical, where the distribution of the electron is
also all localized on the distyrylbenzene. These results
indicate that the distyrylbenzene has more sensitive
electroactivity than the terphenyl. (7) In OLEDs using
these two materials, trans-DPDSB has a higher blue
luminance and efficiency but cis-DPDSB has more ex-
cellent pure blue emission.


EXPERIMENTAL


Materials


p-Xylene, phenylboronic acid, t-BuOK, bromomethyl-
benzene, triphenylphosphine and tetrakis(triphenylpho-
sphine) palladium(0) were purchased from Aldrich and
used without further purification unless noted otherwise.
THF was dried and purified by fractional distillation over
sodium–benzophenone and DMF was vacuum distilled
over P2O5. Column chromatography was performed
using silica gel (200–300 mesh).


General experiments


The NMR spectra were recorded on AVANCZ 500
spectrometers at 298 K by utilizing CDCl3 or DMSO-d6


as solvent and tetramethylsilane (TMS) as standard. The
compounds were characterized with a Flash EA 1112,
CHNS-O elemental analysis instrument. Single-crystal
structural analysis was performed on a Siemens SMART
CCD diffractometer with graphite-monochromated Mo
K� radiation (	¼ 0.71073 Å). GC–mass spectra were
measured with a Finnigan TRACE MS instrument. IR
spectra were recorded on Perkin-Elmer spectrophot-
ometer in the 400–4000 cm�1 region using a powder
sample on a KBr plate. UV–visible absorption spectra
were recorded on a UV-3100 spectrophotometer. Fluor-
escence measurements were carried out with an RF-
5301PC instrument. The mixed crystal was detected
with a Rigaku x-ray diffractometer (D/max r A, using
Cu K� radiation of wavelength 1.542 Å). Differential
scanning calorimetric (DSC) measurements were per-


formed on a Netzsch DSC-204 instrument at heating
and cooling rates of 10 �C min�1 under nitrogen flushing.


Electrochemical measurements were performed with a
BAS 100 W instrument (Bioanalytical Systems) using a
platinum disk (�¼ 2.0 mm) as working electrode, plati-
num wire as auxiliary electrode, with a porous ceramic
wick, and Ag/Agþ as reference electrode, standardized
for the redox couple ferricinium/ferrocene (E1/2¼
þ0.40 V, �EP¼ 76 mV). Cyclic voltammetric studies of
the cis- and trans-DPDSB were carried out at a scan rate
of 50 mV s�1 on 0.01 M solutions in DMF containing
0.1 M Bu4NBF4 as supporting electrolyte. All solutions
were purged with a nitrogen stream for 10 min before
measurement. The procedure was performed at room
temperature and a nitrogen atmosphere was maintained
over the solution during measurements.


Theoretical method


The ground-state geometries of different conformations
were fully optimized using the density functional theory
(DFT), B3LYP/6–31G, as implemented in Gaussian 98.
ZINDO and TD-DFT/B3LYP calculations of the vertical
excitation energies were then performed at the optimized
geometries of the ground states. The excited geometries
were optimized by ab initio CIS/3–21G. All of Ips and
Eas in this paper are the difference energies between the
ions and molecules.


Fabrication of electroluminescent devices


The configuration of devices with multi-layers was
optimized for cis- and trans-DPDSB. Organic layers
were deposited by high-vacuum [10�6 Torr (1 Torr¼
133.3 pa)] thermal evaporation on to a cleaned glass
substrate precoated with transparent, conductive indium
tin oxide (ITO). The layer thickness of the deposited
material was monitored in situ using an oscillating quartz
thickness monitor. Finally, an LiF buffer layer and an Al
cathode were vapor-deposited at a background pressure
of 10�6 Torr on to the organic films. EL spectra and CIE
coordination of these devices were measured with a
Spectroscan PR650 spectrometer. The luminance–current
density–voltage characteristics were recorded simulta-
neously with the measurement of the EL spectra by
combining the spectrometer with a Keithley Model
2400 programmable voltage–current source. All mea-
surements were carried out at room temperature under
ambient conditions.


Syntheses


1,4-Dibromo-2,5-dimethylbenzene (1).59 Bromine (65.5 g,
0.41 mol, 2.05 equiv.) was added dropwise, over 30 min,
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to a stirred and ice-cooled solution of p-xylene (0.2 mol)
and iodine (0.2 g, 1.6 mmol), with rigorous exclusion of
light. After 1 day at room temperature, 20% KOH
solution (50 ml) was added and the mixture was cooled
to room temperature, the aqueous solution was decanted
and the remaining residue was recrystallized from EtOH
(2� 200 ml) (34 g, yield 64.4%), m.p. 72–75 �C. 1H
NMR (500 MHz, 25 �C, CDCl3, TMS, ppm), � 7.39
(s, 2H; benzo H), 2.33 (s, 6H; CH3); FT-IR (KBr pellet,
cm�1), 2978(m), 2952(m), 2916(w), 2848(w), 1749(m),
1473(s), 1433(s), 1375(m), 1342(m), 1293(w), 1186
(m), 1055(s), 982(s), 879(s), 748(s).


2,5-Dibromobenzene-1,4-dicarbaldehyde (2). This com-
pound was synthesized according to a published proce-
dure with minor modification.60 Sulfuric acid (28 ml) was
added dropwise to a suspension containing 1 (8.0 g),
acetic acid (40 ml) and acetic anhydride (80 ml) at 0 �C.
CrO3 (12 g) was then added to the mixture in portions.
The resulting mixture was stirred vigorously at this
temperature for a further 5 h until the reaction was
completed. The greenish slurry was poured into ice–
water and filtered. The white solid was washed with
water and cold methanol. The diacetate was then hydro-
lyzed by refluxing with a mixture of water (40 ml),
ethanol (40 ml) and sulfuric acid (4 ml) for 5 h. After
the mixture had cooled, the pale yellow product was
separated by filtration. The crude product was purified by
recrystallization from chloroform (4.3 g, yield 48.6%),
m.p. 194 �C. 1H NMR (500 MHz, 25 �C, CDCl3, TMS,
ppm), �¼ 10.35 (s, 2H; CHO), 8.16 (s, 2H; benzo H); FT-
IR (KBr pellet, cm�1), 3074(m), 2873(m), 1687(vs),
1444(m), 1342(s), 1276(m), 1157(m), 1057(s), 914(m),
812(m).


1,10;40,1-Terphenyl-20,50-dicarbaldehyde (3). This com-
pound was synthesized by the well-known Suzuki cou-
pling method.61 A mixture of 2 (1.0 g), phenylboronic
acid (1.1 g), Pd(PPh3)4 (0.2 g), toluene (12.5 ml) and 2 M


Na2CO3 solution (2.5 ml) was refluxed at 85 �C for 36 h
under nitrogen, then poured into water and extracted with
dichloromethane. The organic layer was washed with
brine and water and dried over MgSO4. The crude
product was first purified by flash column chromatogra-
phy (dichloromethane as eluent) and then recrystallized
form chloroform. A 0.79 g amount of product (yield 81%)
was obtained as pale yellow crystals, m.p. 197–200 �C.
1H NMR (500 MHz, 25 �C, CDCl3, TMS, ppm), � 10.09
(s, 2H; CHO), 8.12 (s, 2H; benzo H), 7.53–7.44 (m, 10H;
benzo H); FT-IR (KBr pellet, cm�1), 3024(w), 2889(w),
1678(vs), 1469(m), 1446(m), 1390(m), 1267(w), 1242 (w),
1149(m), 1076(w), 1022(w), 904(w), 837(s), 766 (m),
706(s).


Benzyltriphenylphosphonium bromide. This compound
was synthesized with a molar ratio of 1:1.05 of (bromo-
methyl)benzene and triphenylphosphine. Bromomethyl-


benzene (2.565 g) was dropped into DMF solution
containing triphenylphosphine (4.12 g) and refluxed for
12 h. The resulting solution was evaporated under de-
creased pressure and the crude product was washed with
cyclohexane (50 ml) and recrystallized from dichloro-
methane (100 ml). The white precipitates were collected
via filtration and dried under vacuum (5.65 g, yield 87%),
m.p. 294–295 �C. 1H NMR (500 MHz, 25 �C, CDCl3,
TMS, ppm), � 7.8–7.7 (m, 9H; benzo H), 7.64 (t, 6H;
benzo H), 7.23 (t, 1H; benzo H), 7.14 (t, 2H; benzo H),
7.09 (d, 2H; benzo H), 5.42 (d, 2H; CH2); FT-IR (KBr
pellet, cm�1), 3049(m), 2985(m), 2850(m), 2777(m),
1585(m), 1495(m), 1437(s), 1161(m), 1111(s), 995(m),
875(m), 790(m), 756(s), 719(s), 690(s).


2,5-Diphenyl-1,4-distyrylbenzene with two cis double
bonds (cis-DPDSB). The phosphonium salt (200 mg) and
3 (660 mg) were placed in a dry flask, which was wrapped
with tinfoil, and the flask was flushed with nitrogen. Dry,
cooled THF (30 ml) was added to the flask via an injector
and then t-BuOK in dry THF was added slowly to allow
the colored ylide formed to react with aldehyde groups
between successive additions. When no color was ob-
served upon addition of base, the mixture was stirred for a
further 12 h at room temperature. After the reaction was
completed, most of the solvent was removed under
reduced pressure and then the concentrated solution
was dropped into stirred methanol (50 ml). A 255 mg
amount of white product was obtained by filtration (yield
87%), m.p. 192.5 �C. 1H NMR (500 MHz, 25 �C, DMSO,
TMS, ppm), � 7.27–7.35 (m, 16H; benzo H), 7.16
[t, J(HH)¼ 1.5 Hz, 4H; benzo H], 7.14 (s, 2H; benzo H),
6.64 [d, J(HH)¼ 12 Hz, 2H; olefinic H] 6.42 [d,
J(HH)¼ 12 Hz, 2H; olefinic H]; 13C NMR (500 MHz,
25 �C, DMSO, TMS, ppm), � 140.5, 140.0, 137.5, 135.2,
132.1, 131.4, 130.3, 129.6, 129.5, 129.2, 129.0, 128.2;
FT-IR (KBr pellet, cm�1), 3056(m), 1599(w), 1493(w),
1475(m), 1444(m), 1408(w), 1385(w), 1074(m),
1026(m), 870(vw), 783(s), 764(s), 698(vs); MS: m/z
434.2 (M). Anal. calcd for C34H26, C 93.97, H 6.03;
found, C 93.83, H 6.17%.


2,5-Diphenyl-1,4-distyrylbenzene with two trans double
bonds (trans-DPDSB). This material was prepared by
refluxing a p-xylene solution of the cis-isomer (200 mg)
for 12 h in the presence of a small amount of iodine as
catalyst. The resulting solution was concentrated using a
rotatory evaporator and then dropped into stirred metha-
nol (20 ml). A 190 mg amount of yellow product was
obtained by filtration (yield 95%), m.p. 251–254 �C. 1H
NMR (500 MHz, 25 �C, DMSO, TMS, ppm), � 7.81(s,
2H; benzo H), 7.55 [t, J(HH)¼ 7.36 Hz, 4H; benzo H],
7.50 [d, J(HH)¼ 7.22 Hz, 4H; benzo H], 7.48 [t, J(HH)¼
7.21 Hz, 2H; benzo H], 7.39 [d, J(HH)¼ 7.33 Hz, 4H;
benzo H], 7.34 [d, J(HH)¼ 16.31 Hz, 2H; olefinic H], 7.33
[t, J(HH)¼ 7.49 Hz, 4H; benzo H], 7.24 [t, J(HH)¼
7.25 Hz, 2H; benzo H], 7.08 [d, J(HH)¼ 16.35 Hz, 2H;
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olefinic H]; 13C NMR (500 MHz, 25 �C, DMSO, TMS,
ppm), � 141.0, 140.8, 138.0, 134.8, 130.6, 130.5, 129.6,
129.3, 128.6, 128.4, 128.1, 127.2, 126.9; FT-IR (KBr
pellet, cm�1), 3053(m), 1595(m), 1493(m), 1477(m),
1446(m), 1396(w), 1340(w), 1072(m), 1024(m), 964(s),
922(w), 901(m), 877(vw), 852(w), 764(vs), 752(s),
704(vs); MS, m/z 434.2 (M). Anal. calcd for C34H26, C
93.97, H 6.03; found, C 93.85, H 6.15%.
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ABSTRACT: Products from solvolytic reactions that form the (2-phenylcyclopropyl)carbinyl cation were deter-
mined. The majority of products (> 98%) derived from the 1-phenyl-3-butenyl cation, consistent with reports by
Wiberg and co-workers. Small amounts of products derived from the 1-phenyl-1-cyclopropylmethyl cation also were
found; these products were previously predicted to be formed from reactions of the title cation. Although the 1-
phenyl-1-cyclopropylmethyl cation is considerably more stable than the 1-phenyl-3-butenyl cation, it is not
kinetically accessible under a variety of solvolytic conditions. Copyright # 2005 John Wiley & Sons, Ltd.


KEYWORDS: solvolysis; 2-(phenylcyclopropyl)carbinyl cations


INTRODUCTION


For more than a decade, trans-2-phenylmethylcyclopro-
pane (1) and related aryl-substituted methylcyclopro-
panes have been employed in mechanistic studies of
hydroxylation reactions catalyzed by cytochrome P450
enzymes (P450s), methane monooxygenase enzymes and
related heme-iron and diiron enzymes.1,2 If radical 2 were
formed in an enzyme-catalyzed hydroxylation reaction,
then rapid ring opening to radical 3 could occur
(k� 3� 1011 s�1 at ambient temperature),3 leading ulti-
mately to rearranged alcohol 4 (Scheme 1). Hence the
detection of homoallyl alcohol 4 in early enzyme me-
chanistic studies was taken as evidence for a radical
intermediate. In quantitative applications of probe 1 and
related cyclopropane substrates in P450 studies, however,
the apparent lifetimes of radical intermediates varied by
several orders of magnitude, leading to the conclusion
that the probe substrates were rearranging at least in part
by a cationic pathway.2 Subsequent studies with probes
that differentiated between radical and cationic inter-
mediates demonstrated that cation-derived products in-
deed were formed in the hydroxylation reactions.2,4


After the discovery that cationic intermediates were
formed in P450 hydroxylations, our group interpreted the
formation of rearranged alcohol 4 in enzyme studies as
likely arising in part from a solvolysis-type reaction of
the protonated alcohol intermediate 5a formed by inser-
tion of the elements of OHþ into a C—H bond in 1. From


the experimental and computational work reported by
Wiberg and co-workers,5,6 cation 5a was expected to give
benzylic cation 6 that led to alcohol 4 (Scheme 2). Others
have interpreted evidence for cationic intermediates in
enzyme-catalyzed reactions as implicating the formation
of free carbocations, possibly by H-atom abstraction to
give a radical that is oxidized.7 In the context of probe 1,
such a sequence would give cation 5b, but Shaik and co-
workers recently predicted that cation 5b would rear-
range to cation 7, which would lead ultimately to alcohol
8 (Scheme 2).8,9 If that were the case, then the products
from the enzyme reactions might permit a distinction
between formation of protonated alcohol 5a and carboca-
tion 5b formed by oxidation of a radical. Indeed, Shaik
and co-workers concluded that the formation of 4 and
absence of 8 demonstrated that carbocations were not
formed in P450-catalyzed oxidations of probe 1.8


Cation 7 is well known to be a relatively low-energy
species, with a stability similar to that of the diphenyl-
methyl cation.10 Despite this stability, it is not apparent
that a low-energy pathway to 7 exists such that it should be
formed from cation 5b. In fact, Wiberg and co-workers’
computations did not predict that cation 7 would be
formed,6 and alcohol products such as 8 have not been
reported from previous solvolytic studies that gave 5b.
Nonetheless, early studies of 2-phenylcyclopropylcarbinyl
arenesulfonates and trifluoroacetates focused on rates of
reactions and not products,11 and Wiberg and co-workers’
product studies were conducted before high-performance
gas chromatographic (GC) columns were available.5 To
determine whether alcohol 8 is formed from 5b, we have
conducted a detailed product study of solvolytic reactions
that form the (2-phenylcyclopropyl)carbinyl cation. In
agreement with Wiberg and co-workers’ reports,5,6 the
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reactions gave mainly products derived from benzylic
cation 6. Small amounts of 8 also were produced, but
the low yields indicate that this product cannot be expected
to form at detectable levels in enzyme-catalyzed reactions
that involve cations 5a or 5b. Hence the negative result,
i.e. the absence of 8 in enzyme reactions, does not permit
one to discount the possibility that carbocations were
formed in enzyme-catalyzed reactions as Shaik and co-
workers proposed.8,9


Scheme 3 shows the reactant alcohols and products
from solvolysis reactions, all of which are known com-
pounds. For GC and GC–mass spectral characterization,
authentic samples of 1-phenyl-3-buten-1-ol12 (4), 1-
phenyl-1-cyclopropylmethanol13 (8), (trans-2-phenylcy-


clopropyl)methanol14 (9), trans-3-phenylcyclobutanol6


(10) and cis-3-phenylcyclobutanol6 (11) were prepared.
Reactions of these alcohols with pyridine–acetic anhy-
dride gave acetates for authentication of the products in
acetolysis reactions. We also prepared authentic samples
of (E)-1-phenyl-1,3-butadiene15 (12), 4-chloro-4-phenyl-
1-butene16,17 (14), trans-2-(phenylcyclopropyl)methyl
chloride16 (15) and (E)-4-chloro-1-phenyl-1-butene18


(16). (Z)-1-Phenyl-1,3-butadiene (13) was formed as a
minor component (ca 5%) in the preparation of 12. GC
analysis of the alcohols and of the acetates showed that
all products were resolved on wide-bore capillary
Carbowax 20M columns, with the exception of alcohols
10 and 11 and their respective acetates, which eluted
together in a broadened peak (Fig. 1). Diene 12 decom-
posed slowly on standing and partially decomposed in the
GC analysis, and we assume that diene 13 also decom-
posed partially in the GC analysis.


RESULTS AND DISCUSSION


Solvolysis reactions of the tosylates from cyclobutanols
10 and 11, prepared by the method of Wiberg and co-
workers,5,6 were conducted in water and in acetic
acid. The first-formed intermediates of these solvolyses
reactions are 2-phenylcyclobutyl cations that rearrange to
(2-phenylcyclopropyl)methyl cations.6 The acetolysis
reactions essentially reproduced the studies of Wiberg
and co-workers but with an emphasis on products rather
than rates.5,6 Table 1 contains the results. Consistent with
the 1969 report,5 alcohol 4 (in hydrolysis reactions) and
acetate 4-OAc (in acetolysis reactions), from benzylic
cation 6, were by far the major products formed. Alcohol
8 and its acetate also were detected with the aid of high-
performance GC. In the hydrolysis reactions, the ratios of
4 to 8 were 80:1 from 10-OTs and 50:1 from 11-OTs. In
the acetolysis reactions, the ratios of 4-OAc to 8-OAc
were 360:1 and 220:1 from the respective tosylates. The
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Figure 1. Representative GC trace from a hydrolysis reac-
tion of 11-OTs. The products from the reaction are labeled.
Peak A is the internal standard, 1-phenyl-1-propanol, added
after the reaction, and peak B is an impurity in the sample of
internal standard
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very low yields of 8-OAc are noteworthy because the
reactions were conducted at 120 �C. Cation 5b is a
requisite intermediate from the cyclobutyl tosylates,6


and the solvolytic conditions were much more severe
than enzyme-catalyzed reactions.


Reactions of the mesylate of alcohol 9 gave similar
results. Mesylate 9-OMs is unstable, but it and related 2-
aryl-substituted-cyclopropylmethanol mesylates can be
produced in situ at ca �20 �C in THF and reduced with
LiBEt3H to give 2-aryl-1-methylcyclopropanes.19 There-
fore, we prepared THF solutions of 9-OMs at �20 �C and
added the reaction mixtures to water at ambient tempera-
ture. The results are given in Table 1. Again, a trace of
alcohol 8 could be detected, but the average ratio of
alcohol 4 to alcohol 8 was about 500:1. Alcohol 9 was
found in 2.9% yield, but it is likely that most of this
material resulted from incomplete conversion of 9 to the
mesylate. Chloride 14 (0.5%) and traces of chlorides 15
and 16 (ca 0.05% each) were also detected in these
reactions.


Dienes 12 and 13 were found in all reactions listed in
Table 1, and diene 12 was the second most abundant
product in the acetolysis reactions and in the hydrolysis
reaction of 9-OMs. Dienes 12 and 13 apparently are
primary products formed by deprotonation of cation 6
in competition with nucleophilic capture. In a control
reaction, acetate 4-OAc gave diene 12 in < 1% yield
when subjected to the acetolysis conditions, demonstrat-
ing that 12 and 13 were not secondary products.


A series of reactions with 9-OMs was conducted that
should have been most favorable for formation of cation
7, which is about 7 kcal mol�1 (1 kcal¼ 4.184 kJ) more
stable than cation 6.8 Mesylate 9-OMs was prepared at
�20 �C as above, and a small amount of water was added
to the reaction mixture, which was then allowed to warm
to room temperature. In principle, cations formed in these
reactions will react mainly with THF to give oxonium
ions that can lose THF to regenerate the cations. The
major product formed under these conditions was diene
12, but small amounts of alcohols 4 and 8 were obtained.
For six reactions, the average ratio of 4 to 8 was 86:1,


and, when the yields of all products were considered, the
average relative yield of alcohol 8 was 0.04%.


Reactions similar to those described above were con-
ducted with the mesylate 8-OMs to ensure that alcohol 8
was stable. The only products found were alcohol 8
(98.5% relative yield) and chloride 16 (1.5% relative
yield). Importantly, no diene 12 was detected from 8-
OMs; hence diene 12 does not arise from cation 7.


Traces of chloride products 14–16 (< 1%) were de-
tected in the reactions of 9-OMs and a 1.5% yield of
chloride 16 was found in reactions of 8-OMs. The source
of nucleophilic chloride in these reactions was the
methanesulfonyl chloride used to prepare the mesylates,
and the formation of traces of these chlorides attests to
the mild conditions of the reactions and presumed rela-
tively long lifetimes of cationic transients. In the reaction
of 8-OMs, we speculate that chloride 16 arose in part
from nucleophilic addition to the cyclopropane ring of
the mesylate as shown in Scheme 4.


From the present results, the formation of alcohol 4
from cationic intermediate 5a produced in an enzyme-
catalyzed oxidation of probe 1 clearly is expected. This
fact provides sensibility for the results of mechanistic
probe studies of oxidizing enzymes. If the only route to
homoallylic alcohol products from 2-arylcyclopropyl-
methane probes was a radical pathway, then the quanti-
tative results from studies with several probes would be
confusing. For example, for the P450 2B1 enzyme that
has been studied in detail, the variations in the apparent
lifetimes of the radical transients would be three orders of
magnitude, where some of the radical trapping reactions
had effectively zero activation energy.2


Unfortunately, the low yields of 8 and 8-OAc found in
this work demonstrate that one cannot reach any mean-
ingful conclusions from the absence of 8 in an enzyme-
catalyzed oxidation of probe 1. The total product yields in
the cytochrome P450-catalyzed oxidations of probe 1 are
typically in the range of tens to hundreds of nanomoles,
and yields of rearranged product 4 are < 10 nmol. From
the present results, if all of alcohol 4 arose in a cationic
route, one might expect the formation of alcohol 8 in
yields < 100 pmol and possibly as low as 1 pmol. These
amounts are much smaller than the amounts of numerous
components in the product mixture that derive from the
enzyme mixtures and buffers.


Hence a negative result from enzyme studies with 1 or
related aryl-substituted probes, i.e. a failure to detect 8
and analogues in the products, provides no information
about the mechanism of the reactions. Although thermo-
dynamically favored,10 cation 7 simply is not formed


Table 1. Relative % yields of products from solvolysis
reactionsa


Reactant Conditions 4 8 9 10þ 11 12 13


10-OTs Hydrolysisb 96.3 1.2 0.4 1.2 0.8 0.1
11-OTs Hydrolysisb 86.5 1.7 0.3 10.8 0.6 0.1
10-OTs Acetolysisc 73.0 0.2 0.5 0.6 24.7 1.1
11-OTs Acetolysisc 67.3 0.3 0.2 7.0 23.9 1.3
9-OMs Hydrolysisd 66.4 0.14 2.9 0 26.6 3.3


a Relative percentage yields are averages of two runs.
b Aqueous NaHCO3 solution at reflux for 30 min.
c Acetic acid containing NaOAc at 120 �C for 2–3 h; the acetate derivatives
of the alcohols were the products obtained.
d Solutions of the mesylate were prepared in THF at �20 �C, and the
mixtures were added to water at ambient temperature.
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appreciably in typical solvolysis reactions that produce
the (2-phenylcyclopropyl)carbinyl cation. Moreover, the
formation of alcohol 4 from cation 6 confirmed in the
present work demonstrates that detection of 4 from
enzyme-catalyzed oxidations of 1 does not provide con-
clusive evidence for a radical intermediate. Simple aryl-
substituted methylcyclopropanes might be good radical
clocks when one knows the mechanism, but they are poor
mechanistic probes if one does not. More complex probes
that clearly differentiate between radicals and cations are
better mechanistic tools.4


EXPERIMENT


Solvolysis reactions of 10-OTs and 11-OTs. Solutions of
trans- or cis-3-phenylcyclobutanol tosylates5 (0.01 g,
0.037 mmol) in water (4 ml) with NaHCO3 (0.1 g) were
heated at reflux for 30 min. The cooled solutions were
extracted with diethyl ether (3� 25 ml) and the ether
phase was washed with brine and dried over MgSO4.
Products were identified by GC and GC–mass spectral
comparisons with authentic compounds. GC response
factors were obtained with authentic compounds, and
yields in micromoles for each product were determined
against the internal standard 1-phenyl-1-propanol added
after the extractive work-up. Acetolysis reactions were
conducted in a similar manner in solutions of acetic acid
(4 ml) containing 0.1 g of NaOAc, which were heated at
120 �C for 2–3 h. Yields in Table 1 are averages for two
determinations.


Hydrolysis reactions of 9-OMs. Alcohol 9 (0.053 g,
0.36 mmol) was converted to its mesylate by reaction
with MsOCl (35ml, 0.36 mmol) in THF (5 ml) containing
Et3N (123 ml, 0.88 mmol) at �20 �C. After 1 h, the reac-
tion mixtures were poured into water (60 ml) at room
temperature. The reaction mixture was worked up and
analyzed as described above.
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2Institut de Science et d’Ingénierie Supramoléculaires, Université Louis Pasteur, 8 Allée GaspardMonge, BP 70028, F-67083 Strasbourg, France
3Facultad de Quı́mica, Universidad Nacional Autónoma de México, 04510 México D.F., México
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ABSTRACT: Imine formation between 25 aldehydes and 13 amines in aqueous solution in the pH range 7–11 was
studied by 1H NMR spectroscopy. A three-parameter linear equation correlating logarithms of imine formation
constants with pKa and HOMO energies of amines and LUMO energies of aldehydes is proposed. In view of the
widespread occurrence of imine-forming processes in both chemistry and biology, the data presented are of
significance for physical organic chemistry and of particular interest for dynamic combinatorial chemistry. Copyright
# 2005 John Wiley & Sons, Ltd.
Supplementary electronic material for this paper is available in Wiley Interscience at http://www.interscience.
wiley.com/jpages/0894-3230/suppmat/
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INTRODUCTION


One of the fundamental characteristics required for the
creation of dynamic combinatorial libraries is the opera-
tion of one or several reversible processes that involve
covalent connections, non-covalent interactions or rever-
sible intramolecular changes (see Fig. 2 in Ref. 1a).1


Among the various reversible reactions, imine formation
by condensation of carbonyl groups with amines is of
special interest, in view of its role in both chemical and
biological processes.


The condensations of carbonyl compounds with
amines have been broadly used reactions since they
were discovered by Schiff in 18642 and have been
implemented in numerous processes, such as the synth-
esis of salen-type ligands for metal ion coordination3,4


and the synthesis of macrocycles of diverse structures
often via reductive amination for which imine formation
serves as an intermediate step.5–9 Mostly these reactions
have been carried out in different organic solvents in
order to shift reversible imine formation towards the
condensation product. The creation of libraries of con-
stitutionally dynamic compounds requires, however, re-
versibility, and therefore, in the field of dynamic
combinatorial chemistry, in addition to organic sol-
vents,10 aqueous organic mixtures11,12 and aqueous solu-
tions13–17 have been employed as reaction media.


Although general features of imine formation reactions
are well understood,18 results on imine formation in water
are rather limited19–22 and insufficient to establish the
factors which determine the stability of imines. The
biological importance of Schiff bases formed between
amino acids and pyridoxal stimulated intensive studies in
this area,23 but the complex nature of the acid–base and
tautomeric equilibria in which this coenzyme participates
make the determination of equilibrium constants for
individual forms a very difficult task.24–27 There are a
small number of equilibrium constants available for
Schiff base formation between simple aldehyde and
primary amine molecules in water, which involve con-
densation of aniline with benzaldehyde28 and p-chloro-
benzaldehyde,29 and aliphatic amines with pyridine-2-
aldehyde and salicylaldehyde.30 From these results, one
may conclude that equilibrium constants with, e.g.,
benzaldehyde generally are low, increasing from
<10 M


�1 for aromatic amines to ca 103
M
�1 for more


basic aliphatic amines, but no quantitative interrelations
between amine and aldehyde structures and imine stabi-
lity have been proposed so far because of a lack of
sufficiently extensive experimental data. In this paper,
we present the results for imine formation between
25 aldehydes and 13 primary amines of different struc-
tures studied in aqueous solution by 1H NMR spectro-
scopy, aimed initially at optimizing the use of this
reaction in the design of dynamic combinatorial libraries,
but also providing a basis for the search for structure–
stability correlations for imine formation in aqueous
solution.
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EXPERIMENTAL


All amines and the majority of aldehydes and compo-
nents of buffer solutions were obtained from commercial
suppliers and used without further purification. Alde-
hydes 5, 17–20, and 22 (Scheme 1) were synthesized
by using published procedures.31–34 1H NMR spectra
were recorded on Bruker 200 MHz, Varian Unity Inova
400 MHz and Bruker Avance 400 MHz spectrometers.


The buffer concentration was 160 mM in all cases and
buffer solutions at different pDs were prepared according
to pD 7.5 (D3PO4þNaOD), pD 8.5 (ND4ODþDCl) and
pD 11 (NaHCO3þNaOD). The pD was calculated em-
ploying pD¼ pHþ 0.4.35 Typically 16.5 mM aldehyde
and variable amine concentrations were employed.


The course of condensation reactions was followed by
appearance of the CH signal of the imine bond in the 1H
NMR spectra shifted downfield with respect to the peak
of the parent aldehyde and the yield of imine was
determined by integration of aldehyde and imine peaks.
The time required for equilibration was about 5 min in
neutral solutions and 30 min in alkaline media. The
degree of aldehyde hydration was determined by integra-


tion of aldehyde and hydrate forms in the absence of
added amine. Chemical shifts of parent aldehydes, their
hydrated forms and imines are given in Table 1S (Sup-
plementary material).


All calculations were carried out in the gas phase using
the Gaussian 98 program36 running on a Compaq-Alpha
Unix workstation. The structures of all compounds were
energy minimized at the ab initio DFT B3LYP/6–
31G(d,p) level. Charges, HOMO and LUMO energies
and other properties for the energy-minimized structures
were obtained from the Gaussian output file. The Fukui
indices fþ and f� were calculated from the functions
expressed in terms of the frontier orbital density through
the frozen core approximation.37 Tables 2S and 3S
(Supplementary material) show the HOMO and LUMO
energies and Fukui indices for some of the amines and
aldehydes studied.


RESULTS AND DISCUSSION


Schemes 1 and 2 show the structures of the aldehydes
and amines employed, respectively. The aldehyde series
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Scheme 1. Structures of aldehydes tested for imine formation. The fraction of hydrated aldehyde is given in parentheses when
it was detectable by NMR. Aldehydes 17–26 did not form detectable amounts of imines with amine A
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includes isomeric pyridine aldehydes (1–3), substituted
benzaldehydes (4–10, 14–16), furanaldehydes (11–13) and
some aliphatic aldehydes (17–26). The amines tested were
aliphatic (G, J–M) and aromatic (A, B) amines, free and
C-protected amino acids (C, D, F, I) and amino alcohols
(E, H). All compounds were chosen in order to provide
structural diversity, while remaining fairly simple.


Figure 1 shows a typical NMR experiment for deter-
mination of the yield of imine in the reaction between
aldehyde 8 and increasing amounts of amine A at pH 7.6.
With weakly basic amines such as A, the measurements
can be easily performed at pH well above the pKa of the
amine, when practically all amine exists as a free base.
These results allow one to calculate the equilibrium
constant for the imine formation K directly in accordance
with Eqns (1) and (2).


RCHO þ R0NH2 Ð RCH------NR0 ð1Þ


K ¼ ½RCH------NR0�=½RCHO�½R0NH2�
¼ Y=ð100 � YÞð½R0NH2�T � ½RCHO�TY=100Þ


ð2Þ


where Y (%) is the yield of imine at equilibrium calcu-
lated as


Y ¼ 100½RCH------NR0�=ð½RCH------NR0� þ ½RCHO�Þ ð3Þ


and ½R0NH2�T and ½RCHO�T are the total concentrations
of amine and aldehyde.


With highly basic amines such as J–M, the measure-
ments were performed at pH values below the pKa and,
assuming that only the neutral form of the amine parti-
cipates in the reaction, one obtains the following expres-
sion for the imine formation equilibrium constant:


K ¼ Yð1 þ ½Hþ�=KaÞ=fð100 � YÞð½R0NH2�T
� ½RCHO�TY=100Þg ð4Þ


where Ka is the acid dissociation constant for the proto-
nated amine.


Since measurements were performed in D2O and there
is a significant solvent isotope effect on pKa values,38


other experiments were performed for the simultaneous
determination of K and pKa values. They consisted in
varying the pH at a fixed amine concentration taken in a
high excess over also fixed aldehyde concentrations, as
illustrated in Fig. 2. The results were fitted to Eqn (4)
rearranged, assuming that [R0NH2]T � [RCHO]T, as


Y ¼ 100K½R0NH2�T=ð1 þ ½Hþ�=Ka þ K½R0NH2�TÞ ð5Þ


In addition, plotting the chemical shifts of the free
amines measured in these experiments as a function of
pH allowed us to determine the pKa values of the amines
under the conditions employed. They were used to calcu-
late K and in the correlation analysis discussed below.
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Scheme 2. Structures of amines tested for imine formation


Figure 1. 1H NMR spectra for the aldehyde 8 in the
presence of increasing amounts of amine A at pH 7.6
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In preliminary experiments, the ability of aldehydes to
form imines was tested by adding �1 equiv. of aniline
(A) to neutral solutions of aldehydes. No imine formation
was detected with the group of compounds 17–26, which
are completely hydrated in water. Less hydrated pyridine
aldehydes 1–3 reacted with aniline and the highest yields
of imine were observed with the sulfonated aldehydes 8,
10 and 12. On the basis of these results, the aldehyde 8
was chosen for testing imine formation with different
amines.


Hydration, of course, competes with imine formation,
but on the other hand the same structural factors which
favor hydration of aldehydes should also be favorable for
imine formation. It has been shown that equilibrium
constants for nucleophilic addition of semicarbazide
and hydroxylamine to carbonyl compounds correlate
very well with those for hydration.39 In the case of
imine formation, the nucleophilic addition of a primary
amine is the first step of the overall reaction and probably
it also correlates with hydration, but the subsequent
dehydration step may show an opposite trend.


Table 1 gives imine formation constants for aldehyde 8
and a series of amines of increased basicity. As expected,
the values of K are higher for more basic amines, but the
correlation between log K and pKa of protonated amines
is rather poor, as can be seen in Fig. 3 (closed squares). A


possible reason for this is that pKa values do not reflect
adequately the ability of amines to form a covalent bond.
An often used measure of the potential strength of
covalent bonding is the difference between the HOMO
and LUMO of donor and acceptor molecules, respec-
tively.40 Since the level of the LUMO for a given
aldehyde is constant, we attempted to correlate the results
in Table 1 with a two-parameter equation, which takes the
form of Eqn (6), where EHOMO is the energy of the
HOMO (eV) for amine molecules.


logK ¼ ð9:364 � 1:507Þ þ ð2:067 � 0:291ÞEHOMO


þ ð0:641 � 0:053ÞpKa ð6Þ


The quality of the correlation is good (R2¼ 0.967,
SD¼ 0.211, Prob> |t| below 0.0016 for all coefficients
and Prob>F below 0.0002), as illustrated graphically in
Fig. 3 (open squares). Other parameters tested for corre-
lations were the difference between HOMO and LUMO
for amines and Fukui parameters (see Supplementary
material for the set of these parameters), both by them-
selves and in combination with pKa, but they did not give
better results.


The variation in logK between the least and most basic
amines A and J is just 2 units whereas the pKa values for
these amines differ by 6 units (Table 1). This may be
attributed to the fact that weakly basic aromatic amines
also possess higher HOMO energies and, at least in part,
in accordance with Eqn (6), this improves the binding. In
general, higher values of EHOMO for amines favor the
covalent contribution and higher pKa values favor the
electrostatic contribution to the imine bond formation, a
situation reminiscent of the interpretation of nucleophilic
reactivity in terms of a hard/soft approach.40


Table 2 shows the results for imine formation between
amine A and a series of aldehydes. Different empirical
and theoretically calculated characteristics of aldehyde
molecules, such as chemical shifts of aldehyde protons,


Figure 2. Typical plots of the yield of imine vs pH at fixed
concentrations of different amines (0.1M) and aldehyde 8
(0.01M)


Table 1. Imine formation constants K for aldehyde 8 and
different amines


Amine K M
�1 pKa E(HOMO) (eV)


A 45.0 5.30 �5.393
C 63.4 7.15 �5.835
D 58.6 7.39 �5.965
E 12.2 8.42 �6.621
F 38 8.45 �6.312
G 2610 10.23 �6.198
H 1630 10.54 �6.317
J 4450 11.47 �6.191


Figure 3. Correlation of imine formation constants for
aldehyde 8 and different primary amines with pKa of proto-
nated amines (closed squares) and in terms of two-para-
meter Eqn (6) (open squares)
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vibration frequency of carbonyl group, effective charges
on the carbonyl carbon, energies of HOMO and LUMO,
their difference and Fukui parameters were tested for
single- and multi-parameter correlations of log K values.
The best, although still rather scattered, correlation was
obtained with ELUMO values in terms of Eqn (7) with
R2¼ 0.89216 and SD¼ 0.27458 (Fig. 4).


logK ¼ �ð1:30 � 0:40Þ � ð1:12 � 0:18ÞELUMO ð7Þ


Apparently, results for furan aldehydes form a separate
line with the same slope, but shifted upwards by ca 0.55.


Equations (6) and (7) can be combined to afford Eqn
(8), parameters for which were obtained by multiple
regression on all data given in Tables 1 and 2 together,
with R2¼ 0.91206 and SD¼ 0.29522 (Prob> |t| were
below 0.001 for all coefficients, including the intercept,
and Prob>F was below 0.0001, indicating significance
of all three parameters of the multiple regression).


logK ¼ 6:40 � 1:62 � ð1:04 � 0:19ÞEaldehyde
LUMO


þ ð2:00 � 0:36ÞEamine
HOMO þ ð0:65 � 0:07ÞpKamine


a


ð8Þ


In addition to the results given in Tables 1 and 2, about
20 additional K values were estimated from single mea-
surements for different pairs of amines and aldehydes
(Table 1S, Supplementary material). These values, to-
gether with several formation constants reported in the
literature, are given in Table 3. Equation (8) was used to
calculate K values for all pairs of aldehydes and amines
reported and the respective Kcalc values are given in Table
4S in (Supplementary material) together with the data on
each amine and aldehyde employed in the calculation of
Eqn (8).


Figure 5 shows the plot of experimental logK values vs
logKcalc, from which one can see that with the exclusion
of a few points the correlation is reasonably good. The


Table 2. Imine formation constants K for amine A and
different aldehydes


Aldehyde K M
�1 E(LUMO) (eV)


1 23 �2.309
3 19.8 �2.09
4 2.29 �1.726
5 4.95 �1.562
6 6.65 �1.588
7 7.41 �2.129
8 45.0 �2.407
9 4.0 �2.067
10 154 �3.099
11 11.4 �1.677
12 99.2 �2.561
13 34.0 �1.926


Figure 4. Correlation of imine formation constants for
aniline and different aldehydes (Table 2). solid squares,
substituted benzaldehydes [the solid line is a regression
line in accordance with Eqn (7)]; open squares, aldehydes
of the furan series


Table 3. Additional imine formation constants in water at
25 �C


Log Log
Aldehyde Amine Kobs


a Aldehyde Amine Kobs
a


1 L 3.57 7 L 3.77
K 3.17 I 2.60
I 2.96 8 M 3.66


2 nBuNH2 3.4b L 3.67
tBuNH2 2.21b K 3.80


4 A 0.78c B 1.45
5 M 3.57 I 1.78


L 3.19 12 M 3.57
K 3.60 L 3.80


6 I 2.97 K 4.51
C 0.48 I 2.52
nBuNH2 4.74b 14 anion L 1.90
tBuNH2 3.97b I 2.26
M 4.44b 15 anion L 1.78
H 3.70b I 1.00


6 anion nBuNH2 1.0b 16d A 0.11
tBuNH2 �0.70b p-Cl-4e A 0.65


a Calculated by using data from Table 1S (Supplementary material) and Eqn
(4).
b Ref. 30.
c Ref. 28.
d Measured spectrophotometrically.
e Ref. 29.


Figure 5. Experimental vs calculated [Eqn (8)] formation
constants
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regression line for points shown as solid squares follows
Eqn (9) with R2¼ 0.957 and SD¼ 0.375.


logK ¼ �0:03 � 0:13 þ ð0:96 � 0:05ÞlogKcalc ð9Þ


Hence Eqn (8) allows one to predict the imine forma-
tion constant for a given pair of amine and aldehyde
within limits of a twofold variation. Significant positive
deviations are observed with aldehyde 6 bearing an o-
hydroxyl group and can be attributed to intramolecular
hydrogen bonding with the imine nitrogen. Also, signifi-
cant but negative deviations for 8þ I and for 2þ tBuNH2


can be explained by electrostatic repulsion between
negatively charged reactants for the former case and by
steric effects for the latter.


It is worth noting that Eqn (6) is closely related to the
two-parameter Edwards equation40 and the final Eqn (8)
proposed in this paper for equilibrium constants of imine
formation may be considered as a simplified empirical
version of the Klopman equation derived on the basis of
generalized polyelectronic perturbation theory41 for nu-
cleophilic reactivity.


Finally, imine exchange (transimination) experiments
involving the addition of another amine or aldehyde to the
equilibrium solution of a given amine–aldehyde pair
indicated that exchange and re-equilibration occurred
instantaneously, i.e. within the time needed to perform
the measurement. This fast exchange is of particular
significance for dynamic combinatorial chemistry.1 Imine
formation and exchange are well suited for such purposes,
provided that components and conditions can be found
where formation is high while exchange remains fast.


In conclusion, the present results provide basic infor-
mation for the implementation of imine formation pro-
cesses in constitutional dynamic chemistry42 (for a recent
review on dynamic covalent chemistry, see Ref. 43)
towards the generation of dynamic libraries of constitu-
ents for both drug discovery44 and development of
dynamic materials.45


Supplementary material


The following tables are available in Wiley Interscience:
Table 1S, selected data for imine formation in D2O at
25 �C together with chemical shifts for aldehyde and
imine CH protons; Tables 2S and 3S, HOMO and
LUMO energies and Fukui indices for some amines and
aldehydes studied; Table 4S, observed and calculated
imine formation constants in water at 25 �C and para-
meters of Eqn (8).
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ABSTRACT: X-ray measurements at 100 K and quantum-mechanical calculations showed a domination of the
enol (OH) form in o-hydroxyaryl ketones [6-methoxy-2-hydroxyacetophenone (6OMeK), 4-methoxy-2-hydroxya-
cetophenone (4OMeK), 5-chloro-4-methyl-2-hydroxybenzophenone (5Cl4MeK) and 2-hydroxyacetonaphthone
(o-HAN)], whereas a prevailing proton-transfer (NH) form was found in o-hydroxyacetonaphthylimine [2-(N-
methyl-�-iminoethyl)naphthol (o-HIN)]. The effective mechanism of the reduction in hydrogen bridge length due to
steric repulsion in the o-hydroxyaryl ketones is presented. The following phenomena were found: a decrease in phenol
ring aromaticity caused by the proton-transfer process, dependence of the HOMA index of aromaticity on the HOSE
index defining the destabilization of the chelate ring and a dependence of the HOMA index on the lengths of the
carbonyl bonds. Moreover, a correlation between phenol ring aromaticity [HOMA(phenol)] and the pseudo-aromatic
ring [HOSE(chelate)] is shown. Correlations between structural parameters of the chelate ring [d(C—O), d(Caryl—
Calkyl)] and aromatic rings [HOMA(phenol)] of the o-hydroxyaryl ketimines and ketones are presented. Copyright #
2005 John Wiley & Sons, Ltd.
Supplementary electronic material for this paper is available in Wiley Interscience at http://www.interscience.
wiley.com/jpages/0894-3230/suppmat/


KEYWORDS: intramolecular hydrogen bonding; proton transfer; o-hydroxyaryl ketone; o-hydroxyaryl ketimine;


aromaticity; HOMA and HOSE indices


INTRODUCTION


o-Hydroxy Schiff’s bases have been a subject of great
interest in biology, chemical physics and technology.1–3


The particularly interesting photo- and thermochromic
properties of these compounds, investigated for the first
time by Senior and Shepheard1 in 1909, have been
actively studied throughout the last century in a number
of scientific centres.2–10 Moreover, the crystallographic
method employed11 suggested the appearance of the
salicylamine photoproduct in the solid state. A series of
papers6–10 presented the proton-transfer process in
Schiff’s bases in both the ground and excited states.
The simultaneous existence of two tautomeric forms
also in the solid ground state was demonstrated by
crystallographic analysis.7c The structural aspects of
tautomeric equilibrium can be better understood when
the OH and NH forms are presented as a superposition of
canonical structures (Scheme 1). The necessity of apply-
ing at least two resonance structures in the description of
the NH form in molecules with intramolecular �-electron
coupling between substituents has been reported.6–9


Despite the structural analogy, o-hydroxy aromatic
ketones seem to contrast with Schiff’s bases, as the
existence of the proton transfer form in the solid ground
state of the former compounds is still in question. All
the structures of the o-hydroxyacetophenones listed so
far in the Cambridge Structural Database (CSD)12 are
presented in the OH form. The question of the character
of the proton transfer forms occurring in the excited
state has been the subject of careful scrutinity of o-
hydroxyacetonaphthalene using emission spectroscopy
and quantum-mechanical calculation.13,14


To study the nature of the intramolecular hydrogen
bond, o-hydroxy ketimines and ketones were selected
for comparison (Scheme 2). These were four different
o-hydroxyphenyl ketones with methyl and phenyl sub-
stituents (R) in the—C(R)¼O group, which, in our
experience, lead to a shortening and consequent
strengthening of the hydrogen bonds. As shown pre-
viously, in the case of o-hydroxy ketimines, such a
substitution makes the proton transfer reaction easier.
In previous studies it was also shown that the phenyl
ring has effects similar to those of methyl or ethyl
groups because of the perpendicular arrangement of
this substituted ring. It was interesting to study such an
effect in a 2-hydroxybenzophenone derivative. Com-
parison of 6OMeK and 4OMeK should allow one to
understand the effect of the modified position of the
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same substituent. Naphthyl ketone is a specific case
because of a possible additional stabilization of the NH
state. This compound was directly compared with the
analogous ketimine, representative of a group of com-
pounds already widely studied.


According to literature data,15a,b these compounds
contain the so-called pseudo-aromatic ring [chelate
ring, quasi-aromatic, mesohydric or prototropic tauto-
merism, resonance-assisted hydrogen bond (RAHB)],
which is defined by strong �-electronic coupling modify-
ing the acid and base centres. A qualitative explanation
based on �-electronic system coupling through the p-
orbital of hydrogen was put forward by Shygorin.15


Wider experimental and theoretical studies, and a semi-


empirical interpretation based on the feedback mechan-
ism through the donor—C¼C—C¼ acceptor (chelate)
chain and introduction of the RAHB term were presented
by Gilli and co-workers.16 Multipolar and topological
analysis of x-ray and neutron data provided a deeper
study of the electronic density distribution of the pseudo-
aromatic ring.17 High formal charges were found on both
the acceptor and donor atoms and also on the hydrogen in
the short hydrogen bond, and the existence of a partly
covalent and partly electrostatic character of the O—
H—O interactions was suggested. Therefore, the rela-
tions between the structural parameters of the pseudo-
aromatic and aromatic rings are obviously important for
modelling the physicochemical properties of Schiff’s


Scheme 1


Scheme 2. The crystal data for 6OMe, 4OMeK, 5Cl4MeK, o-HIN and o-HAN from this work and crystal data for o-ANO are
taken from Ref. 25


INTRAMOLECULAR H-BONDS IN o-HYDROXYARYL KETONES AND KETIMINES 987


Copyright # 2005 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2005; 18: 986–993







base molecules. For this purpose, the HOMA (harmonic
oscillator model of aromaticity) [Eqn (1)] and HOSE
(harmonic oscillator stabilization energy) [Eqn (2)]
indices18 are applied to determine the degree of phenol
ring aromaticity and destabilization of the chelate chain.


HOMA ¼ 1 � �


n


Xn1


r¼1


Ropt � Ri


� �2 ð1Þ


where n is the number of bonds, � is an empirical
constant and Ropt and Ri are optimal and individual
bond lengths.18


HOSE ¼ 301:15
Xn1


r¼1


R0
r � Rs


0


� �2
k0r þ


Xn2


r¼1


R00
r � Rd


0


� �2
k00r


" #


ð2Þ


where Rr
0 and Rr


00 are the lengths of the � bonds in the real
molecule and n1 and n2 are the numbers of single and
double bonds, respectively. The single and double bond
reference lengths R0


s and R0
d were taken from Ref. 18. The


force constants were calculated by kr ¼ a þ bRr, where
the parameters a and b were taken from Ref. 18.


EXPERIMENTAL AND COMPUTATIONAL


The synthesis of 2-(N-methyl-�-iminoethyl)naphthol
(o-HIN) from stoichiometric mixtures of 2-hydroxya-
cetonaphthone and methylamine in methanol was per-
formed according to Ref. 19. The o-hydroxy ketones
were purchased from Aldrich and recrystallized from
methanol.


The intensity data were collected at 100 K using a
Kuma KM4CCD diffractometer and graphite-mono-
chromated Mo K� (0.71073 Å) radiation generated
from an x-ray tube operating at 50 kV and 35 mA. The
images were indexed, integrated and scaled using the
KUMA data reduction package.20 The experimental
details together with crystallographic data for all the
compounds are given in Table 1S (Supplementary
material). The structure was solved by direct methods
using SHELXS9721 and refined by the full-matrix
least-squares method on all F2 data (SHELXL97).22


Non-hydrogen atoms were refined with anisotropic
thermal parameters; hydrogen atoms were included
from �� maps and refined isotropically. CCDC-
227363 for o-HIN, 229995 for 6OMeK, 229996 for
4OMeK, 229997 for 5Cl4MeK and 227364 for o-HAN
contain the supplementary crystallographic data for
this paper. These data can be obtained free of charge
via www.ccdc.cam.ac.uk/conts/retrieving.html (or
from the Cambridge Crystallographic Data Centre, 12
Union Road, Cambridge CB2 1EZ, UK; fax þ 44
1223336033; e-mail deposit@ccdc.cam.ac.uk).


Ab initio molecular orbital calculations using DFT
theory (B3LYP)23 with the 6–311þ þG(d,p) basis set
were performed for the full geometry optimizations with
the Gaussian 98 program.24 All parameters were fully
optimized for each OH distance, changing gradually
within the range 0.8–2 Å.


RESULTS AND DISCUSSION


The molecular structures and atom labelling are pre-
sented in Fig. 1. Details on the crystallographic data
and structure refinement of the compounds studied are
given in Table 1S (Supplementary material).


The crystallographic data obtained show the preva-
lence of the OH form (the hydrogen located close to the
hydroxyl oxygen) in the aryl ketones studied (Fig. 1).
This experimental result is also supported by DFT
calculations. In the calculated potential energy curves
[Fig. 2(A)] of the o-hydroxyaryl ketones, the only global
minimum was found in the vicinity of the hydroxyl
oxygen (Table 1). It should be pointed out that the
calculation is fully consistent with the quantum-mechan-
ical calculations [B3LYP/6–31G(d,p)] carried out for
o-HAN.14b Nevertheless, in contrast to the o-hydroxyaryl
ketones, the predominance of the NH form (the hydrogen
is located close to the nitrogen) in o-hydroxyaceto-
naphthylimine is confirmed by both the x-ray study
(Fig. 1) and DFT calculations.


The additional aromatic ring (B) in o-HAN influences
the potential curve, inducing a considerable lowering of
the potential curve in the proton-transfer range
[d(OH)¼ 1.4–1.5 Å) [Fig. 2(A)]. Nevertheless, a stable
NH form for o-HAN is not observed. A more distinct
effect of the influence of naphthyl bonding occurs in
o-hydroxyaryl ketimine (o-HIN) where, for the first time,
the DFT methods employed have shown that the mini-
mum close to the nitrogen is lower than that near the
oxygen [Fig. 2(B)] in the o-hydroxyaryl ketimines. The
difference between the local and global minima is esti-
mated as 1.47 kcal mol�1 (1 kcal¼ 4.184 kJ) [B3LYP/6–
311þ þG(d,p)].


In the phenyl ring of the 6OMeK and 4OMeK ke-
tones, the influence of the methoxy group on hydrogen
bonding has a double character. First, the methoxy group
in the meta-position to the hydroxyl group provides an
insignificant increase in the acidity of the phenol moi-
ety,26 which is equal for both methoxy compounds and
unlikely to lead to differences in the hydrogen bridges in
6OMeK and 4OMeK. Second, the electronic effect of
the methoxy group in the 4- and 6-positions stipulates a
greater basicity of the carbonyl group of 4OMeK and
6OMeK than in acetophenone. The spectroscopic
studies revealed equal strengths of the intermolecular
hydrogen bonds in both 2- and 4-methoxyacetophenone
with 4-fluorophenol complexes,27 so the basicities of the
2- and 4-methoxyacetophenones are nearly the same,
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with pKHB values of 1.11 and 1.10, respectively. The
aforesaid observations suggest that the strengths and
lengths of the hydrogen bridges in 4OMeK and
6OMeK should be equal. However, the experimental
picture looks different: the hydrogen bond is shorter in
6OMeK than in 4OmeK, both experimentally and in the
theoretical prediction. This phenomenon can be clearly
explained by the rather strong steric repulsion between
the 6-methoxy group and the acetyl moiety and, conse-
quently, a shortening of the hydrogen bridge (Table 1).


The calculated potential curves of the compounds are a
source of additional information on the hydrogen bridge.
The buttressing effect of the 6-methoxy group leads to
some symmetrization of the potential curve [cf. the
potential curves 6OMeK and 4OMeK in Figure 2(A)].
Stronger symmetrization of the potential curve was found
in the Schiff’s bases, resulting from steric repulsion of the
methyl group on the ketimine fragment.9b


The above observations are a classical example of the
so-called buttressing effect. Consequences of the impact


Figure 1. ORTEPIII diagram showing the molecular structure and atom labelling scheme of o-HIN, 6OMeK, 4OMeK,
5Cl4MeK and o-HAN. The displacement ellipsoids of the non-H atoms are shown at the 50% probability level. The
intramolecular hydrogen bond is shown as a broken line


Figure 2. Calculated proton transfer energy potential [B3LYP/6–311þ þG(d,p)] for the o-hydroxyaryl ketones [(A) o-HAN
(^), 4OMeK (&) and 6OMeK (�)] and for o-hydroxyacetonaphthoneimine [(B) o-HIN]. To perform the calculation of the
potential curve for 4OMeK, the cis-position of the methoxy group was chosen as more advantageous than the trans-position
(�Ecis� trans¼ 1.06 kcal mol�1), this advantage also being supported by the x-ray results (Fig. 1)
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of steric squeezing on hydrogen bonding have been
discussed in the literature.9,28–31 Experimental (x-ray
and IR) data and theoretical (DFT) calculations of an
additional bulky substituent in the 6-position of o-hy-
droxy Mannich bases provide evidence of hydrogen
bridge shortening due to steric repulsion.28 Employing
NMR results, Hansen et al.29 reported a splitting of the
bridge proton band by a change in the methyl group’s
steric hindrance due to deutero substitution in this group.
The steric effect is also responsible for the alteration in
basicity of the proton sponge30 and urocanic acid.31 A
more detailed analysis of the steric interaction energy,
crystallographic data and quantum-mechanical calcula-
tions for the o-hydroxyaryl ketimines was presented in
previous papers.9,10 Analysing the data on the o-hydroxy
aromatic ketones available in the CSD, one could affirm
that only a bulky substituent in the 6-position leads to a
visible reduction in hydrogen bridge length. The absence
of this type of substitution indicates a weak energy of
steric repulsion in the o-hydroxy ketones, and this phe-
nomenon is not observed. One should point out that
the steric repulsion energy in the o-hydroxy ketones
(1–2 kcal mol�1) is significantly less than in the o-hy-
droxy ketimines (6–7 kcal mol�1). Steric repulsion en-
ergy was calculated using the non-bonded interaction
parameters taken from the MM3 force field. The inter-
action between two methyl groups (or methyl and hydro-
gen for molecules with low steric repulsion) and also
neighbouring carbon and hydrogen atoms in the phenol
ring were accounted for.9b,d,32


A comparison of the crystallographic structures of
5Cl4MeK and 5-chloro-2-hydroxybenzophenone33 pro-
vides evidence of the hydrogen bridge length remaining
indifferent to the influence of methyl group substitution
in the 4-position. This can be explained by a compensat-
ing repercussion of the above-mentioned substitution on
the acidic (some weakening26) and basic (some increas-
ing34) centres. Regarding the impact of the phenyl ring C


in 5Cl4MeK on hydrogen bridge length (Scheme 2), its
steric and electronic effects are rather attenuated on
account of its perpendicular position with respect to the
phenol ring (cf. also 4-methoxy-2-hydroxybenzophe-
none35 with 4OMeK), although it is possible to observe
an insignificant elongation of the hydrogen bridge on
passing from 5-chloro-2-hydroxybenzophenone33 to 5-
chloro-2-hydroxyacetophenone.32


A comparison of two o-hydroxyacetyl analogues
[o-HAN and 2-acetyl-5,8-dihydronaphthalen-1-ol25


(o-ANO)] makes it possible to trace the double impact
of an additional aromatic ring on the chelate chain. From
one side, the additional aromatic moiety stipulates a
reduction in the phenolic C—O bond and an elongation
of the carbonyl bond (Scheme 2), a phenomenon sup-
posed to enlarge the content of the quinoid form. Simul-
taneously, hydrogen bridge shortening (from 2.546 to
2.532 Å) and hydroxyl bond elongation (from 0.963 to
0.990 Å) are observed. From the other direction, the
additional aromatic ring acts as an imbalance of the
quinoid form on account of C1—C2 bond shortening
(from 1.404 to 1.394 Å) and C2—C11 bond lengthening
(from 1.467 to 1.472 Å).


An analysis of the mutual impact of the aromatic and
chelate rings is possible provided that the A parameter9a


and HOMA and HOSE indices18 are applied. These
indices describe the average squared deviation of bond
lengths from an average value (A), aromaticity (HOMA)
and the energy required for a decline from standard
aromaticity (HOSE). The parameters taken to function
as standards were the single bonds C—O and C—C and
the double bonds C——C and C——N presented in Ref. 18.
The use of these parameters for each of the rings
demonstrates the existence of a structural–aromatic bal-
ance between the A and B rings. For both o-HAN and
o-HIN a decrease in A ring aromaticity is observed, this
ring being the most sensitive in view of the vicinity
of chelate formation. A transition from the enol structure


Table 1. Selected bond lengths (Å) and angles ( �) of hydrogen bonds at 100 K (esds in parentheses) and DFT [B3LYP/6–
311þ þG(d,p)] calculationsa


Compound Method Type HB d(OH) d(HX)b d(OX) �(OHX) d(C—O) d(C——X)


o-HIN X-ray O � � �H—N 1.74(2) 0.97(2) 2.551(2) 138 1.279(2) 1.312(2)
DFT — 1.641 1.041 2.550 143 1.261 1.332
— O—H � � �N 1.018 1.586 2.521 150 1.332 1.293


6OMeK X-ray O—H � � �O 0.90(3) 1.65(4) 2.480(2) 153 1.345(3) 1.238(3)
DFT — 0.996 1.596 2.499 149 1.335 1.241


4OMeK X-ray O—H � � �O 0.91(2) 1.70(2) 2.553(2) 155 1.354(2) 1.242(2)
DFT — 0.992 1.668 2.562 148 1.338 1.240


5Cl4MeK X-ray O—H � � �O 0.93(2) 1.70(2) 2.570(2) 153 1.352(2) 1.245(2)
DFT — 0.987 1.689 2.571 146 1.340 1.239


o-HAN X-ray O—H � � �O 0.99(2) 1.59(2) 2.532(2) 157 1.347(3) 1.249(2)
DFT — 0.996 1.632 2.534 148 1.333 1.240


a Concerning the calculated length of the hydrogen bridge, it is slightly larger for 6OMeK and 4OMeK, whereas it practically coincides with the experimental
values for o-HAN, 5Cl4MeK and o-HIN.
b Where X¼O for ketones and N for ketimine.
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o-HAN to the proton-transfer structure o-HIN leads to a
stronger loss of A ring aromaticity, which is supported by
an increase in the parameter A (from 599 to 1106) and a
decrease in the HOMA index (from 0.746 to 0.310)
(Table 2). It should be pointed out that the energy
required for B ring stabilization is larger in o-HIN
(HOSE¼ 44.8 kJ mol�1) than in o-HAN (HOSE¼
38.6 kJ mol�1); similar changes were also traced for the
A ring. The pseudo-aromatic ring formation is observed
to enforce a decreased aromaticity in the A ring in both
the OH and NH forms. However, in contrast to this
decrease, the aromaticity of the B ring tends to increase
with respect to the naphthalene rings (HOMA¼ 0.81018).
It should be emphasized that the aromaticity of the B ring
reaches a certain saturation {HOMA(o-HAN)¼ 0.873,
HOMA(o-HIN)¼ 0.878, HOMA(BEIN-2-[N-benzyli-
dene-�-iminoethyl]naphthol)¼ 0.8939c}, and is therefore
practically equal in both forms. These particular observa-
tions are consistent with the fact that the proton-transfer
process is balanced by changes in the chelate chain and
aromatic rings.


A more common description of the influence of proton
transfer on the chelate chain and the phenol ring can be


calculated using relations between the hydroxyl bond
length, the HOSE(chelate) index corresponding to the
energy of destabilization of the chelate chain and the
HOMA(phenol) index defining the degree of aromaticity.
The aromatic HOMA index describes the distortion of the
�-electronic component and the resonance stabilization
of an aromatic moiety.18c,36 The HOMA(phenol)¼
f[d(OH)] and HOMA(phenol)¼ f[HOSE(chelate)] corre-
lations obtained [Fig. 3(A) and (B)] show the existence of
a double interrelation of the chelate ring with the hydro-
gen bridge and �-electronic component of aromatic rings
also. This system may either enhance or attenuate
the hydrogen bond, depending on circumstances. The
HOMA(phenol)¼ f[d(OH)] correlation illustrates that
the proton-transfer process (hydroxyl bond elongation)
causes dearomatization of the phenol ring (the HOMA
index decrease). The HOMA(phenol)¼ f[HOSE(chelate)]
correlation exhibits a linear correlation of phenol ring
dearomatization with the energy required for stabilization
of the chelate ring. This correlation is justified for both
the o-hydroxyaryl ketimines and the ketones, but in the
case of the ketones the aromaticity changes are consider-
ably smaller in view of the predominant OH form. An


Table 2. Values of A,9a HOSE and HOMA indices18 for o-HIN, 6OMeK, 4OMeK, 5Cl4MeK, o-HAN, o-ANO, BEIN and S1


A� 10� 6(Å) HOSE (kJ mol�1) HOMA


Compound A B C A B C A B C


o-HIN 1106 223 — 88.0 44.8 — 0.310 0.878 —
6OMeK 383 — — 34.0 — — 0.890 — —
4OMeK 268 — — 36.9 — — 0.908 — —
5Cl4MeK 151 — 14 35.9 — 29.6 0.937 — 0.988
o-HAN 599 398 — 54.1 38.6 — 0.746 0.873 —
o-ANOa 257 — — 35.2 — — 0.917 — —
BEINa 1245 412 — 70.0 29.7 — 0.505 0.893 —
S1a 360 — — 36.0 — — 0.897 — —
— 428 — — 36.0 — — 0.879 — —


a Crystal data for o-ANO (2-acetyl-5,8-dihydronaphthalen-1-ol), BEIN [2-(N-benzyl-�-iminoethyl)naphthol], S1 [2-(N-methyl-�-iminoethyl)phenol] taken
from Refs 25, 9c and 9d, respectively.


Figure 3. Scatterplot of the HOMA(phenol) aromaticity index versus d(OH) bond length [HOMA(phenol)¼
� 0.246d(OH)þ1.188; R¼0.867] (A) and the HOSE(chelate) destabilization index [HOMA(phenol)¼ �0.003HOSE
(chelate)þ 1.018;R¼ 0.951] (B). Open circles and closed squares correspond to the o-hydroxyaryl ketimines9 and the
o-hydroxyaryl ketones,12 respectively
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exception from linearity is the aromaticity of the A ring
of naphthalene derivatives (BEIN and o-HIN), this
phenomenon occurring for the reason mentioned above.
These facts led us conclude the following: the proton-
transfer process induces simultaneous dearomatization of
the phenol ring and destabilization of the pseudo-aro-
matic moiety.


An additional inference can be made on the basis of
such correlations as the HOMA(phenol) index versus the
CO phenolic bond length and the HOMA(phenol) index
versus the Caryl—Calkyl bond length [Fig. 4 (A) and (B)].
The shortenings of the C—O and Caryl—Calkyl bonds is
preceded by a build-up of �-electronic density along
these bonds that results in distortion of the �-electronic
component of the phenol ring and loss of aromaticity.
What is important to emphasize is that an extremely
strong distortion of the �-electronic component of the
aromatic A ring belonging to the �-hydroxynaphthyl
analogues leads to a reduction in the C—O and Caryl—
Calkyl bond lengths and, consequently, to stabilization of
the NH form.


CONCLUSIONS


Five structurally similar compounds were been studied by
x-ray diffraction and DFT calculations. On the basis of
these methods, the prevailing NH form in 2-(N-methyl-�-
iminoethyl)naphthol and the OH form in the o-hydroxy
ketones has been demonstrated.


A significant reduction in hydrogen bond length caused
by the buttressing effect in 6-methoxy-2-hydroxyaceto-
phenone has been shown.


A peculiarity of the hydrogen bonding under study
rests on the relations between the proton-transfer process
and the aromaticity of the system. The proton-transfer
process stipulates destabilization of the chelate chain and
distortion of �-electronic coupling in the phenol ring.
Concerning the naphthyl analogues, their reaction to


proton transfer is more specific. In o-hydroxyaceto-
naphthoneimine one observes a significant decrease in
the aromaticity of the ring adjacent to the chelate bond-
ing, whereas the remote ring’s aromaticity increases. The
presence of �-electronic balance between adjacent aro-
matic rings facilitates obtaining the NH form.


Supplementary material


Table 1S: Crystal data and structure refinement for
o-HIN, 6OMeK, 4OMeK, 5Cl4MeK and o-HAN,
availale in Wiley Interscience.
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ABSTRACT: The half-life (�1/2) for thermal isomerization of cis-4-hydroxyazobenzene (c-HOAB) to its trans
isomer is highly dependent on the solvent used. For non-aromatic solvents, the cis isomer is extremely unstable at
293 K (�1/2< 1 min in methanol and acetonitrile and 6 min in cyclohexane), whereas the cis isomer is surprisingly
stable in benzene (�1/2¼ 125 min). However, addition of hydrogen chloride and triethylamine in benzene causes a
remarkable decrease in �1/2. On the basis of ab initio molecular orbital calculations of the binding energies and the
optimum structures of c-HOAB–solvent complexes, a mechanism for the thermal cis-to-trans isomerization reaction
involving hydrogen-bonded dimers and complexes is suggested. Copyright # 2005 John Wiley & Sons, Ltd.
Supplementary electronic material for this paper is available in Wiley Interscience at http://www.interscience.
wiley.com/jpages/0894-3230/suppmat/


KEYWORDS: 4-hydroxyazobenzene; thermal cis-to-trans isomerization; half-life; solvent effect; intermolecular hydrogen


bonds; ab initio MO calculation


INTRODUCTION


The reversible cis–trans photoisomerization and the
thermal cis-to-trans isomerization of azobenzenes in
matrices such as polymeric chains,1 cyclodextrin and
crown ether inclusion complexes,2,3 liquid-crystal sys-
tems,4 bilayer membranes,5,6 zeolites,7–9 and clays10,11


have attracted considerable attention from the viewpoint
of fundamental and practical studies of photochromism
and thermochromism. However, there is still controversy
concerning the mechanism for the photoisomerization of
azobenzenes owing to the difficulties of directly obser-
ving the ultrashort-lived excited state.12–16 One of the
authors recently suggested that bimolecular photoisome-
rization of azobenzenes through the excimer competes
with unimolecular photoisomerization, a competition
which depends on the initial concentration.17 Because
of the ultrashort lifetime in the excited singlet state, it is
likely that the formation of ground-state aggregates is


essential for the bimolecular photoisomerization.
Although the spectroscopic and photoisomerization be-
havior of aqueous bilayer aggregates of azobenzene-
containing amphiphiles and also of azobenzene aggre-
gates formed in liquid crystal has been studied,4–6 there
have been no investigations of aggregate formation for
unsubstituted azobenzene in solution.


In order to obtain a deeper insight into the role of
aggregates in the cis–trans photoisomerization and ther-
mal cis-to-trans isomerization of azobenzenes in solu-
tion, we have studied the effects of solvent on the
isomerization of 4-hydroxyazobenzene (HOAB), which
had previously been found to form dimers or aggregates
through intermolecular hydrogen bonds,18 as shown in
Fig. 1. In this paper, we report that intermolecular
interaction between HOAB and benzene (PhH) sup-
presses the formation of aggregates and that owing to
this interaction the cis isomer (c-HOAB) becomes sur-
prisingly stable. On the basis of the effect of acid and
base on the stability of c-HOAB and also ab initio
molecular orbital (MO) calculations of the binding
energies and optimum structures of HOAB–solvent
complexes, the thermal cis-to-trans isomerization
mechanism is discussed, and consideration is given to
the effect of hydrogen bonds between HOAB and
solvents.
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EXPERIMENTAL


Materials


trans-4-Hydroxyazobenzene (t-HOAB) was purchased
from Acros Organics and purified by recrystallization
from methanol. All of the solvents used in this study were
guaranteed reagents from Wako Pure Chemical Industries
and Nacalai Tesque and were distilled over calcium
hydride prior to use. A solution of 1.0 M hydrogen
chloride (HCl) in diethyl ether and triethylamine (TEA)
were obtained from Aldrich and Wako Pure Chemical
Industries, respectively.


Absorption spectra at 230K


UV–visible absorption spectra at 230 K were measured
using a Jasco Ubest50 spectrometer equipped with an
Oxford DN1704 liquid nitrogen bath cryostat. The tem-
perature of the cryostat was controlled to within� 0.1 K.
Spectroscopic-grade acetonitrile (MeCN) from Dojin
Chemicals was refluxed over phosphorus pentoxide under
nitrogen and distilled immediately before use.


Measurement of half-lifes


Solutions containing 4� 10�4
M t-HOAB were irradiated


using a 400 W high-pressure mercury lamp (Riko UVL-
400HA) through HOYA UV-34 and U-360 glass filters
(366 nm band path) until the cis: trans ratio reached the
photostationary state. The thermal decay of the cis isomer
produced by irradiation was measured at 293� 1 K by


observing the decrease in absorbance at 440 nm using a
Shimadzu UV-2100 spectrophotometer. Linear correla-
tion was obtained by plotting the logarithm of the
decrease in molar absorptivity (�") at 440 nm vs time.
The correlation coefficients for PhH and cyclohexane
(C6H12) were 1.000 and 0.994, respectively. In the case of
methanol (MeOH) and MeCN, the decay rate was too fast
to be determined at 293 K.


Method for ab initio molecular
orbital calculations


To obtain accurate structures of HOAB–solvent com-
plexes, it is essential to describe accurately the intermo-
lecular long-range interactions between solvent
molecules and HOAB. In previous studies on the van
der Waals interactions between rare-gas atoms,19,20


ab initio MO calculations based on density functional
theory (DFT) were performed using five different non-
local exchange-correlation functionals included in the
Gaussian 98 program package to evaluate the accuracy
of the DFT exchange and correlation functionals.21 The
results clarified that the Perdew–Wang-type functionals
are more accurate than the Becke-type functionals, in-
dicating that the exchange functional proposed by Perdew
and Wang produces a better description of the van der
Waals interaction than Becke’s functionals. In the present
study, therefore, the Perdew–Wang91 functionals (PW91)
were used for exchange and correlation energies.22,23


In the MO calculations for long-range interactions, the
choice of basis set is also crucial. In particular, a diffuse
basis set is needed to describe the behavior of electrons at


Figure 1. Schematic structure of hydrogen-bonded dimers of HOAB
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the long tail part of the molecular orbitals. As mentioned
in previous studies,19,20 the stacking interaction of cyto-
sine dimer and the van der Waals interactions between
rare-gas atoms cannot be described without diffuse func-
tions. Therefore, we used the 6–31þG** basis set, the
standard split valence 6–31G** basis set augmented by a
set of diffuse functions.


RESULTS AND DISCUSSION


Formation of hydrogen-bonded dimers
or aggregates


As found by Gabor et al. in 1968,18 t-HOAB forms
dimers or aggregates through intermolecular hydrogen
bonds involving the hydroxyl group and the azo nitrogen,
as shown in Fig. 1. When the absorption spectra of
2.5� 10�5


M t-HOAB were measured in various solvents
as a function of temperature, remarkable spectral shifts
were observed.18 In particular, when a methylcyclohex-
ane solution was progressively cooled from 298 to 163 K,
the absorption maximum around 330 nm shifted to
360 nm and a new absorption band beyond 400 nm
appeared, probably owing to dimerization or aggregation.


The absorption spectra for t-HOAB at room tempera-
ture in MeOH, MeCN and PhH are compared with the
spectrum in C6H12 in Fig. 2. A slight red shift (6–10 nm)
was observed in polar solvents for the absorption max-
imum at around 350 nm, which was attributed to a ��*
band. In addition, a slight increase in absorption beyond
400 nm was observed in MeOH and MeCN. These
spectral changes indicate that solvent molecules interact
with t-HOAB and this may suppress the dimerization or
aggregation of t- and c-HOAB in MeOH, MeCN and


PhH. In order to understand the effect of solvent on the
cis–trans photo- and thermal isomerization of aggregated
HOAB, we measured the half-life (�1/2) of the cis isomer
in the above solvents, as described below.


Thermal stability of the cis isomer


When the trans isomer is irradiated in MeCN and MeOH
using 366 nm radiation for 2 h at room temperature, there
is no absorption spectral change. However, when the
isomer is irradiated in MeCN at 230 K, a significant
amount of the cis isomer (ca 90%) is produced, as can
be seen from the changes in the absorption spectra shown
in Fig. 3. On the other hand, when PhH is used as a
solvent, the cis: trans isomer ratio in the photostationary
state at room temperature was found to be ca. 85:15.
These results indicate that the thermal stability of the cis
isomer under the irradiation conditions is highly depen-
dent on the solvents used. Therefore, we attempted to
determine �1/2 of the cis isomer in MeOH, MeCN, C6H12


and PhH, as shown in Fig. 4 and Table 1. When MeOH
and MeCN are employed as solvents, �1/2 at 293� 1 K is
too short to be measured (<1 min). For C6H12, �1/2


increases slightly up to 6 min, whereas �1/2 for PhH
increases greatly up to 125 min. In a mixed solvent of
C6H12 and PhH, the change in �1/2 depends on the ratio of
the two solvents. Accordingly, it is clearly understood
that benzene is a highly effective stabilizer of c-HOAB.
As can be seen in Table 1, there is no correlation between
the dielectric constants and viscosity of the solvents and
�1/2. However, the acidity and basicity of the solvents
seem to have a profound effect on the stabilization of the
cis isomer.


Figure 2. Absorption spectra for 2�10�4
M t-HOAB in


C6H12, MeCN, PhH and MeOH measured using a 2mm
pathlength cell at room temperature


Figure 3. Absorption spectra for 2.5� 10�4
M t-HOAB in


MeCN measured using a 2mm pathlength cell at 230K: (a)
before irradiation; (b) at 20min after 436 nm irradiation; (c)
at 10min after 366 nm irradiation
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Binding energy of hydrogen-bonded dimers


Several schematic structures for the trans–trans (tt), cis–
trans (ct) and cis–cis (cc) hydrogen-bonded dimers of
HOAB are shown in Fig. 1. In order to confirm the
possibility of dimerization for HOAB, we performed
ab initio MO calculations to obtain the binding energy
(BE) and the stable structures of the dimers, as can be
seen in Table 2. The BE values are evaluated from the
difference in the total energy of dimers and component
monomers. For tt dimer A, formed by an intermolecular
hydrogen bond between a hydroxyl group and a
nitrogen atom, BE is calculated to be 9.5 kcal mol�1


(1 kcal mol�1¼ 4.186 kJ mol�1). For the tt dimer B it is
calculated to be 9.3 kcal mol�1, which is due not only to
the stacking interaction between the benzene rings but
also to the two hydrogen bonds between the hydroxyl
groups and the nitrogen atoms. Catalan et al. reported that
trans-stilbene aggregated in solution to form dimers and
trimers.24 Using the same method, we calculate BE for
trans-stilbene to be 3.3 kcal mol�1, which is a much


Table 1. Half-lifes (�1/2) of c-HOAB and absorption maxima for ��* and n�* of t-HOAB in various solvents


Solvent parameters


Solvent �max
a(nm) �max


b(nm) "440
c �1/2


d(min) DCe Acidityf Basicityf Viscosityg


MeOH 348 440 1240 <1 32.66h 0.76 0.71 0.593
MeCN 344 425 1130 <1 35.94h 0.47 0.23 0.345h


C6H12 338 433 780 6 2.023 0.01 0.00 0.975
PhH 344 432 1110 125 2.284 0.11 0.09 0.649


a Absorption maximum of ��* band for the trans isomer.
b Absorption maximum of n�* band for the trans isomer.
c Molar absorptivity at 440 nm.
d Half-life of the cis isomer at 293� 1 K.
e Dielectric constant at 293 K unless noted otherwise (Ref. 29).
f Solvent Lewis acidity and basicity parameters estimated by Krygowski et al.26


g Viscosity at 293 K unless noted otherwise (Ref. 29).
h Measured at 298 K.


Table 2. Binding energy (BE) and bond lengths of N——N and O—H of HOAB and intermolecular bonds (N � � �H, CH-�)
calculated using ab initio MO methods for hydrogen-bonded HOAB dimers and HOAB–solvent complexes


Bond length (Å)
BE


Dimer or complex (kcal mol�1) N——N O—H N � � �Ha


tt dimer A 9.5 1.28/1.28 1.01/0.98 1.79
tt dimer B 9.3 1.28/1.28 1.01 1.82
ct dimer 12.4 1.27 (c)/1.28 (t) 0.98 (c)/1.01 (t) 1.75
cc dimer 12.5 1.27/1.27 0.98/1.01 1.75
t-HOAB–MeOH 8.8 1.28 0.98 1.89
c-HOAB–MeOH 9.8 1.27 0.98 1.88
t-HOAB–MeCN 8.3 1.28 0.99 1.88b


c-HOAB–MeCN 8.8 1.27 0.99 1.89b


t-HOAB–C6H12 1.3 1.28 0.98 3.37/3.21c


c-HOAB–C6H12 1.3 1.26 0.98 2.88
t-HOAB–PhH 1.6 1.27 0.98 4.12/3.09c


c-HOAB–PhH 2.3 1.27 0.98 2.86


a The shortest bond length between a nitrogen atom of the N——N bond and a hydrogen in c- and t-HOAB or solvents.
b The hydrogen bond length between a nitrogen atom of MeCN and a hydrogen in an OH group of HOAB.
c The shortest distance between carbon atoms of the PhOH part and H atoms of PhH or C6H12.


Figure 4. Plot of logarithm of decrease in molar absorptivity
(�") at 440 nm for c-HOAB vs time in PhH, C6H12 and
a mixed solution of the two solvents
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smaller value than that obtained for the tt dimers. This
lends strong support to the hypothesis that t-HOAB forms
dimers or aggregates in the ground state. For the ct and cc
dimers, which have only one hydrogen-bonded interac-
tion similar to tt dimer A, BE is calculated to be 12.4 and
12.5 kcal mol�1, respectively. This indicates that, in the
case of the tt dimer B, repulsion between the two benzene
rings causes instability. There are other possible hydro-
gen-bonded dimers of HOAB in addition to those shown
in Fig. 1, and we will report in another paper on the
stability and the stable structures of all the dimers
calculated by the present method.25 However, the BE
values calculated for the dimers illustrated in Fig. 1
clearly show that the dimers or aggregates formed by
HOAB are more stable than those for trans-stilbene.


Binding energy of solvent–HOAB complexes


In order to understand the effect of solvent on the
formation of the hydrogen-bonded dimers or aggregates
of HOAB, we also calculated BE for the complexes of t-
and c-HOAB with MeOH, MeCN, C6H12 and PhH. As
can be seen in Table 2, the BE values (8.3–9.8 kcal mol�1)
for MeOH and MeCN with t- and c-HOAB are suffi-
ciently large to suggest the formation of stable HOAB–
solvent complexes in the ground state. Accordingly, the
formation of the hydrogen-bonded dimers or aggregates
must be suppressed in MeOH and MeCN, but not in
C6H12 (BE¼ 1.3 kcal mol�1). Optimum structures of c-
HOAB with MeOH and MeCN are shown in Fig. 5(a) and
(b), respectively. In the case of MeOH, the hydrogen
atom in a hydroxyl group interacts with a nitrogen atom
in c-HOAB (N � � �H¼ 1.88 Å). For MeCN, on the other


hand, the nitrogen atom in a nitrile group interacts with
the hydrogen atom in a hydroxyl group in c-HOAB
(N � � �H¼ 1.89 Å). As described above, in both solvents
cis-to-trans thermal isomerization at 293 K proceeds
much faster (�1/2< 1 min) than in benzene (�1/2¼
125 min). Therefore, it seems likely that the rate for the
thermal isomerization is accelerated owing to tautomer-
ization assisted by the solvents, as illustrated in Scheme 1.
In contrast, for C6H12 the solvent cannot effectively


Figure 5. Optimum structures of c-HOAB–solvent com-
plexes obtained by ab initio MO calculations. For MeOH
another complex (BE¼9.3 kcalmol�1) in which the solvent
molecule interacts with the other nitrogen atom in c-HOAB
is obtained
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Scheme 1. Thermal cis-to-trans isomerization of c-HOAB accelerated by the formation of the hydrogen-bonded complexes
with MeOH and MeCN
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suppress the formation of hydrogen-bonded dimers be-
cause of the weak interaction with HOAB. The rate (�1/


2¼ 6 min) for the cis-to-trans thermal isomerization is
also much faster than that for benzene. Therefore, as for
MeOH, the hydrogen-bonded interaction in ct dimer
would catalyze the cis-to-trans isomerization, as depicted
in Scheme 2.


The BE values calculated for PhH are 1.6 kcal mol�1


for t-HOAB and 2.3 kcal mol�1 for c-HOAB. As shown in
Fig. 5(d), a hydrogen atom of the solvent molecule seems
to interact with a nitrogen atom of the cis isomer.
However, the calculated N � � �H bond length is 2.86 Å,
which is too long to be regarded as a hydrogen bond.
Furthermore, on the basis of the relative acidity for
organic solvents estimated by Krygowski et al.,26 the
acidity of cyclohexane (0.01) and benzene (0.11) is much
weaker than that of methanol (0.76). Therefore, it is not
the acidity of the two solvents which accelerates the
thermal cis-to-trans isomerization of HOAB. On the
other hand, the structure of the benzene–c-HOAB com-
plex may pre-empt the formation of hydrogen-bonded
dimers with another cis or trans isomer. The results
reported in a previous study of benzene molecules sug-
gest that it is also possible that �–� stacking interaction
occurs between benzene molecules and aromatic rings of
c-HOAB.27 Accordingly, the additional solvent mole-
cules would suppress the interaction of the cis isomer
with another cis or trans isomer. Because of this, the cis
isomer may have a relatively longer �1/2 in PhH than in
C6H12. It was found by Schulte-Frohlinde that cis-to-
trans thermal isomerization of HOAB was self-catalyzed
at concentrations between 10�4 and 10�2


M.28 The con-
centration effect observed also seems to indicate the
participation of dimers or aggregates of HOAB.


Effect of acid on the cis-to-trans isomerization


We have confirmed the effect of proton on the cis-to-trans
isomerization in benzene. As suggested in Scheme 1, if
MeOH interacts with a nitrogen atom, addition of HCl
must cause acceleration of the isomerization rate. In fact,
�1/2 in PhH decreases to 71 min in the presence of
1� 10�8


M HCl and further decreases with increase in
the concentration (�1/2¼ 36 min for 1� 10�5


M HCl), as
can be seen in Fig. 6. This result strongly supports the
hypothesis that a hydrogen-bonded interaction occurs
between a nitrogen atom of c-HOAB and a hydroxyl
group of MeOH.
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Scheme 2. Thermal cis-to-trans isomerization of c-HOAB through the hydrogen-bonded dimer


Figure 6. Effect of HCl on �1/2 in PhH
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Effect of base on the cis-to-trans isomerization


It is also noteworthy that addition of TEA causes a
decrease in �1/2 in PhH. As can be seen in Fig. 7, in the
presence of 5� 10�8


M TEA �1/2 in PhH is 70 min and a
further decrease is observed with increase in the concen-
tration: �1/2¼ 5 min for 5� 10�6


M TEA. This result also
supports the proposal in Scheme 1 of a mechanism for
cis-to-trans isomerization in which the nitrogen atom of
MeCN acts as a base to interact with the hydroxyl group
of c-HOAB.


CONCLUSIONS


The cis and trans isomers of HOAB form hydrogen-
bonded complexes with MeOH and MeCN. Owing to
the formation of these complexes, HOAB exists as a
monomer in these solvents. In C6H12 the intermolecular
interaction between HOAB and the solvent molecule
is weaker than with MeOH and MeCN; therefore,
hydrogen-bonded dimers or aggregates exist together
with the monomers. The thermal stability of c-HOAB
depends on the interaction site in the isomer with the
solvent and the BE. In the case of MeOH, it seems likely
that a hydrogen atom of the hydroxyl group acts as an
acid on the nitrogen atom of c-HOAB. For MeCN, the
nitrogen atom acts as a base on the hydroxyl group of
c-HOAB. Both interactions accelerate the rate of cis-to-
trans isomerization, as suggested in Scheme 1. In the
case of PhH, �1/2 (125 min) is much longer than in non-
aromatic solvents. This is probably because the structure
of the HOAB–PhH complex suppresses the formation
of dimers or aggregates of HOAB, but this solvent mole-
cule does not act on c-HOAB as either an acid or a base.
This interesting interaction between HOAB and solvent
may provide a new approach by which to study the
characteristics of azobenzenes in the excited state.17
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ABSTRACT: Self-association constants for 2,2,4,4-tetramethyl-3-alkylpentan-3-ols are so small as to be negligible in
comparison with hetero-association constants for the same alcohols with a moderately strong base. Equilibrium
constants were determined by the NMR titration method for the hydrogen bonding association of this and two other
series of sterically hindered alcohols with pyridine, in benzene as solvent. Steric effects are small even when the 3-
alkyl substituent is very bulky. The acidity of the OH hydrogen in 2,2,4,4-tetramethyl-3-phenylpentan-3-ols increases
slightly with the electron-withdrawing ability of the para substituent (Hammett reaction constant, 0.3). The syn
rotamer of a 2-methyl derivative, where the methyl and OH groups are close, has a lower association constant than the
anti rotamer. In the case of 2,2,4,4-tetramethyl-3-(2-thienyl)pentan-3-ols a second approach, based on the variation
of the syn/anti ratio with the pyridine concentration, gives results concordant with those of the NMR method.
The association constants predict accurately syn/anti ratios and syn OH proton chemical shifts in neat pyridine.
The unusually large temperature coefficients of OH proton shifts in pyridine are due in part to the variation of the
association constant. Copyright # 2005 John Wiley & Sons, Ltd.
Supplementary electronic material for this paper is available in Wiley Interscience at http://www.interscience.
wiley.com/jpages/0894-3230/suppmat/
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INTRODUCTION


Non-covalent interactions underlie all aspects of supra-
molecular chemistry, including molecular recognition,
host–guest chemistry and self-assembly, of both synthetic
and natural, especially in vivo, systems.1 One such inter-
action, hydrogen bonding,2 has attracted particular atten-
tion because of its ubiquity, magnitude, specificity and
directionality. Physicochemical investigation of self-as-
sociation and hetero-association due to hydrogen bonding
in rather simple systems involving small molecules dates
back to the 1930s, and a very wide variety of donors and
acceptors has been studied, mainly by IR spectroscopy
and calorimetry, but also by NMR spectroscopy and
many other techniques. In particular, numerous IR and
calorimetric studies have been devoted to the association
of alcohols and phenols as hydrogen bond donors with a
wide range of acceptors.3–7 Much of this work related
to the once controversial topic of the Badger–Bauer
relation,8 i.e. the relationship between enthalpies of
hydrogen bond formation, ��H�, and the change in
the OH stretching frequency upon hydrogen bonding,


��. This work has been reviewed9 and references to
further studies will be found in more recent reports.10 The
self-association of alcohols is another long-standing
research topic, to which NMR was applied even in its
infancy,11 and questions regarding the existence of di-
mers, trimers, tetramers, etc., and concerning the open
and/or cyclic structure of these species have been much
investigated.12–21


Steric effects on hydrogen bonding have been discus-
sed almost exclusively in the context of ortho substitution
in phenols.22–27 However, the hetero- and self-association
of 2,2,4,4-tetramethylpentan-3-ol [di(tert-butyl)methanol],
1a,28–31 and, to a lesser extent, of a few other more or less
sterically hindered aliphatic alcohols has been investi-
gated.32–35 There are scattered reports on the self-asso-
ciation of 3-substituted 2,2,4,4-tetramethylpentan-3-ols
but no systematic study of their hetero- or self-association.
2,4-Dimethyl-3-ethylpentan-3-ol is reported to be weakly
self-associated,33 whereas 2,2,3,4,4-pentamethylpentan-
3-ol, 1b, is very slightly28 and 2,2,4,4-tetramethyl-3-
isopropylpentan-3-ol, 1d, not at all according to some
workers,32–34 while another group finds evidence for a
monomer–dimer equilibrium.36 Alcohol 1e is a monomer
in the solid state37 and can therefore be presumed to be a
monomer in solution also. Early NMR studies7,14 indi-
cated that association constants for the hydrogen bonding
of 1d and 2,4-dimethyl-3-ethylpentan-3-ol with various
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donors are low, although the ��H� values are normal.
In other systems also variations in association constants
have been related in part or predominantly to changes in
the reaction entropy.23,25,38


In a search for polar and steric effects on hydrogen
bonding in sterically hindered alcohols by 1H NMR we
have now re-examined some 2,2,4,4-tetramethyl-3-alkyl-
pentan-3-ols, 1, and extended this study to substituted
2,2,4,4-tetramethyl-3-phenylpentan-3-ols, [aryldi(tert-butyl)
methanols], 2,39–41 and 2,2,4,4-tetramethyl-3-(2-thienyl)-
pentan-3-ols, {2-[di(tert-butyl)hydroxymethyl]thiophenes},
3.42–43


The relative merits of different solvents for association
studies have been discussed,5,6 some workers advising
against the use of carbon tetrachloride, albeit the most
widely used solvent in IR spectroscopy, because of its
interaction with bases.44 Our own choice was motivated
by practical and economic considerations: cyclohexane,
the most neutral solvent, is very expensive in its perdeu-
teriated form; carbon tetrachloride requires a cosolvent
for NMR locking; chloroform, the cheapest NMR sol-
vent, is highly unsuitable for use with bases.4 Finally,
benzene, which is the most convenient NMR solvent
for differentiating the syn and anti isomers of alcohols
3, was adopted for the major part of this work. An added
advantage is that self-association of alcohols is sup-
pressed by solvent–solute interactions.17 Deuteriopyri-
dine was chosen as a suitably strong acceptor.


An independent determination of the association con-
stants for some of the thiophene derivatives, 3, based
solely on the concentration dependence of the syn/anti


ratio, gave results in satisfactory agreement with those
from the NMR shift method.


RESULTS AND DISCUSSION


Self-association: 1H NMR study


Despite evidence from IR spectroscopy, dielectric per-
mittivity and other techniques that n-alcohols and even
branched secondary and tertiary alcohols self-associate
not only as dimers but also as trimers, tetramers and
possibly even higher polymers,12,16–18,20,35,45 certain
authors of NMR studies assume only dimerization to
occur, even at high concentration. Thus, with this as-
sumption Luo et al.46 measured self-association constants
for 2,4-dimethylpentan-3-ol and 3-methylpentan-3-ol
and found them to decrease in the order cyclohexane>
carbon tetrachloride� chloroform. The difference (expressed


in units of molality, kg mol�1) between the first two
solvents is less than a factor of two, but in the last solvent,
the values are 10–20 times lower than in CCl4. Our
preliminary experiments with 2,4-dimethylpentan-3-ol
in benzene gave values similar to those in chloroform.
As association constants and solubilities are smaller for
more hindered alcohols, it proves to be impossible to
reach that part of the NMR vs concentration plot where
significant curvature appears. We therefore determined
the self-association constants of the smaller alcohols in
our series, 1a–c, in carbon tetrachloride, and estimated
the values in benzene by applying a factor based on work
on the previous authors’ alcohols. For alcohols as hin-
dered as 1a–c it is generally agreed that no polymers
higher than cyclic or open dimers are formed by self-
association.28–31


In the NMR titration method, advantage is taken of the
fact that the 1H NMR shift of an NH or OH proton which
is hydrogen bonded in the associated form is different,
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generally higher, than that of the same hydrogen in the
non-associated form.47 In the simple case where alcohol
self-association gives only dimer, the observed chemical
shift, �obs, is related to the chemical shifts, �M and �D, of
the monomer and dimer species by the following equation,
where K is the equilibrium constant and [ROH]0 the
analytical alcohol concentration (Chen–Shirts equation):48


�obs ¼ �M þ ð�D � �MÞ
ð1 þ 8K½ROH�0Þ


1=2 � 1


ð1 þ 8K½ROH�0Þ
1=2 þ 1


ð1Þ


Graphical iterative procedures have been described for
the solution of this equation,48,49 but it is more conve-
niently handled by the the non-linear least-squares curve-
fitting option of the Origin program (Microcal Software,
now OriginLab, Northampton, MA, USA), which uses
the Levenberg–Marquardt algorithm.


The value we find for 2,2,4,4-tetramethylpentan-3-ol,
1a, in carbon tetrachloride (with 5% cyclohexane) at
298 K, 0.15 kg mol�1 (Table 1), is smaller than that
which is obtained by applying the Chen–Shirts equation
to early data for this alcohol in carbon tetrachloride at
298.6 K, 0.26 kg mol�1.30 We cannot explain this differ-
ence. That for the methyl derivative, 1b, is the same as
that for 1a, whereas the ethyl derivative, 1c, has a slightly
lower self-association constant, 0.09 kg mol�1. Signifi-
cant changes are found in the shift of the associated form,
�D, which is 4.08, 2.27 and 1.63 ppm for 1a, 1b and 1c,
respectively. A similarly small value, 3.07 ppm, was
reported for 2,3,4-trimethylpentan-3-ol at the same tem-
perature, 298 K.46


Procedures have been proposed for the determination
of hetero-association constants when both hetero-asso-
ciation and dimerization occur.50 However, if we take a
reasonable estimate of the conversion factor for going
from carbon tetrachloride to benzene, say 5, then the self-
association constants for 1a and 1b are going to be of the
order of 0.02 M


�1, which means that at the concentrations
where we shall study hetero-association (0.15–0.2 M)
only about 0.8% of the alcohol is self-associated even
in the absence of pyridine; this is clearly negligible.
Alcohol 1c and the other more crowded alcohols will
self-associate even less.


Hetero-association


2,2,4,4-Tetramethyl-3-alkylpentan-3-ols. Succes-
sive additions of pyridine to a solution of an alcohol
increase the shift, �obs, of the OH proton very markedly,
those of the other protons much less. This corresponds to
the formation of a hydrogen-bonded species in fast
equilibrium with alcohol and pyridine, the shift of the
OH proton in the complex, �Mpy, being greater than that in
the free alcohol, �M. The 1:1 stoichiometry of the
association was first checked by means of a Job plot
(Fig. 1) where the mole fraction of 2,2,4,4-tetramethyl-3-
(tert-butyl)pentan-3-ol, 1e, is varied from 0.1 to 0.9 while
the total concentration (alcohol plus pyridine) is main-
tained constant.51 Although the overall change in the shift
of the OH proton is only 0.35 ppm, the plot of (mole
fraction)��� vs mole fraction shows a clear maximum
at 0.5. For the tert-butyl proton shift, which varies by only
0.03 ppm, the mole fraction at the maximum is less well
defined but is again close to 0.5.


If the association constant is K, we have52


�obs ¼ �M þ ð�Mpy � �MÞ


�
B� ðB2 � 4½ROH�0½py�0Þ


1=2


�


2
�
ROH


�
0


ð2Þ


where B¼ [ROH]0þ [py]0þ 1/K, and [ROH]0 and [py]0


are the analytical concentrations of alcohol and pyridine.
The association constant and �Mpy are found by fitting the
experimental values of �obs to the above equation using
the non-linear least-squares curve fitting option of Origin.
This procedure can be applied to the shift variation of
other protons but, since these are not directly involved in
hydrogen bonding, the range of variation is much smaller
and the results are consequently less reliable, although of
the same order of magnitude. It cannot be excluded that
part of their variation is not due to hydrogen bonding. We
shall therefore refer to values based on OH proton shifts
throughout this work.


Preliminary experiments were run on 2,2,4,4-tetra-
methyl-3-(tert-butyl)pentan-3-ol, 1e, to determine the
effects of solvent on the association constant with pyr-


Table 1. Self-association constants (kg mol�1) and OH proton chemical shifts, �M and �D (ppm), for some sterically hindered
alcohols at 298 Ka


Compound K (C6D12) K (CDCl3) K (C6D6) K (CCl4) �M (CCl4) �D (CCl4)


3-Methylpentan-3-ol 2.24 0.05 0.20� 0.03 1.24 0.16 4.49
2,4-Dimethylpentan-3-ol 1.05 0.056b 0.07� 0.01 0.67 0.56 4.74
2,3,4-Trimethylpentan-3-ol — — 0.07� 0.01 0.42 0.53 3.07
1a — — 0.15� 0.02 1.22� 0.01 4.08� 0.25
1b — — 0.15� 0.01 0.90� 0.01 2.27� 0.05
1c — — 0.09� 0.01 1.06� 0.01 1.63� 0.03


a Data from Ref. 46 are quoted without standard deviations; all others, this work.
b 0.07� 0.02 (this work).
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idine. The values are highest in cyclohexane, a neutral
solvent, somewhat lower in carbon tetrachloride (with 5%
deuteriocyclohexane) and lower still with 5% or 50%
benzene (Table 2). With neat benzene the association
constant is again slightly smaller, and is further depressed
by the addition of 5% of deuteriochloroform. This last
result is explained by the association of chloroform itself
with pyridine,4 which reduces the availability of pyridine
for association with the alcohol. In neat chloroform there
is a small (0.25 ppm for a 1.3 M change), rectilinear
increase in the OH shift with the pyridine concentration,
which means that no association constant can be ex-
tracted from the data. This dependence of the association
constant on the solvent corresponds qualitatively with
what has been observed for other associations. Self-
association constants for alcohols follow the order
C6D12>CCl4�CDCl3, values being particularly small
for the last,46 and hydrogen bond enthalpies of 3-fluor-
ophenol with various bases, including pyridine, decrease
in the order C6D12>CCl4>C6H6.6b


Results for the other 2,2,4,4-tetramethyl-3-alkylpen-
tan-3-ols (Table 3) indicate that increasing the size of the
third substituent to the C—OH carbon tends to reduce the
association constant, the lowest and highest values being
of the order of 0.3 and 0.9 M


�1, respectively. Also
included in this and subsequent tables are the experi-
mental and calculated (see below) OH proton shifts in


neat pyridine, and also the temperature coefficients of the
chemical shift in this solvent. In prevous work,42,53 shifts
were referenced to the pyridine signal at 8.71 ppm but it
became apparent in the course of this work that, for
compatibilty with the measurements in benzene, TMS
should be used as the reference, since the shift of this
pyridine signal decreases with increasing temperature.


The major difficulty and source of error in the deter-
mination of small hetero-association constants by NMR
titration is that if association is not studied over a
sufficiently large concentration range the shift of the
associated form and, consequently, the value of the
association constant, are likely to be ill-defined.47b–e


However, in the present work, by taking relatively high
final values of the pyridine concentration we obtain �Mpy


values with low standard deviations.
Moreover, if we assume that the change in solvent from


predominantly benzene to totally pyridine has no effect
on the association constant or on the shifts of the alcohol
and the alcohol–pyridine complex, the values of �M, �Mpy


and K can be used to calculate those of �OH in neat
pyridine. The difference between the optimized value of
�Mpy and that of the latter is due to the fact the association
constants are so low that the various alcohols are not fully
associated even in the pure base. Calculated values of the
OH proton shift are remarkably close to those observed at
the same temperatures (Table 3). Either this means that
our original assumption is correct, or that compensatory
changes occur in the values of �Mpy and K on going from
benzene to pyridine. Good agreement between the calcu-
lated and experimental values of the OH proton shift is
found for the other alcohols studied, the mean deviation
on 46 data being only 0.037 ppm, the greatest deviations
being almost systematically at the higher temperatures.
This may indicate that the temperature dependences of
the association constant and of �Mpy are slightly different
in pyridine and in benzene. These results establish that
the remarkably large upfield displacement of the OH
proton signal when the temperature increases is due to
changes both in the association constant, K, and in the
shift of the associated form, �Mpy.


2,2,4,4-Tetramethyl-3-phenylpentan-3-ols. A 2,2,
4,4-tetramethyl-3-phenylpentan-3-ol (not ortho-substi-
tuted) has a rotation barrier of about 21 kcal mol�1


(1 kcal¼ 4.184 kJ),39,40 which means that the two meta


Figure 1. Job plot for 2,2,4,4-tetramethyl-3-(tert-butyl)-
pentan-3-ol, 1e, and pyridine in benzene at 298 K: total
concentration¼0.286 M (OH, &; tert-butyl, *)


Table 2. Pyridine association constants and OH proton chemical shifts, �M and �Mpy, for alcohol 1e at 298 K


Solvent �M (ppm) �Mpy (ppm) K (M
�1)


Cyclohexane 1.196 4.172� 0.010 1.104� 0.008
Carbon tetrachloride (5% v/v cyclohexane) 1.076 4.246� 0.020 0.484� 0.005
Carbon tetrachloride (5% v/v benzene) 1.063 4.263� 0.039 0.456� 0.009
Carbon tetrachloride/benzene (50:50 v/v) 1.108 4.729� 0.021 0.409� 0.004
Benzene 1.105 4.884� 0.027 0.400� 0.004
Benzene (5% v/v chloroform) 1.119 5.117� 0.035 0.324� 0.004
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(3 and 5) and the two ortho protons (2 and 6) are
magnetically non-equivalent at room temperature. In
particular, in chloroform the ortho proton closest to the
OH group (2) resonates 0.14–0.25 ppm downfield of the
other (6).39 When there is a 2-substituent, such as a methyl
group, the rotation barrier is considerably enhanced and
the two rotamers are readily separated chromatographi-
cally, the syn isomer (that with the OH group close to the
2-methyl group) being less strongly adsorbed than the
other.41 This difference in the adsorption properties of
the two isomers suggests that a similar difference in
hydrogen bonding ability might be observed. A substi-
tuent in the meta position (3) does not enhance the
rotation barrier but the two rotamers, present in approxi-
mately equal amounts, are distinct on the NMR time-
scale.39,41c This leads to complex spectra and for this
reason such derivatives were not examined in this study.
A short series of 2- and 4-substituted compounds was
investigated. The 1H NMR spectra of compounds 2a–h
were determined in benzene and the aromatic proton
signals completely assigned by spectrum simulation
using the gNMR program (version 4.1) (Adept Scientific,
Letchworth, UK).


A satisfactory Job plot indicating 1:1 stoichiometry
was obtained for the 4-trifluoromethyl derivative, 2a
(Fig. S1 in the supplementary material, available in Wiley
Interscience). Association constants (Table 3), deter-
mined from the variation of the OH proton shift with
pyridine concentration, for the 4-substituted derivatives
correlate relatively well with Hammett’s substituent con-
stant, �p,54 giving a reaction constant, �, of 0.32� 0.04,
electron-withdrawing substituents slightly increasing the
acidity of the OH proton (Fig. S2). The closest compar-
ison that we can find concerns the Hammett correlation of
hydrogen bond enthalpies, �H�, for phenols with pyr-


idine in cyclohexane, where �¼ 2.01.55 If our association
constants are converted to free energies, �G�, the reac-
tion constant falls to 0.19� 0.02. However, this differ-
ence is only partly due to the fact that there is a carbon
atom between the OH group and the ring in these
alcohols. We shall show later that �G� differences
are also reduced by concomitent variation of �H� and
�S�.


The 2-methyl derivatives, 2f–h, give different associa-
tion constants, depending on whether the group is close to
(syn) or remote from (anti) the OH group. In the former
case, 2g and 2h, steric hindrance reduces the association
constant, whereas for the anti rotamer, 2f, the value is
slightly greater than for the unsubstituted derivative.
These results are qualitatively consistent with the chro-
matographic behaviour of the syn and anti rotamers.41


2,2,4,4-Tetramethyl-3-(2-thienyl)pentan-3-ols. 2,2,
4,4-Tetramethyl-3-(2-thienyl)pentan-3-ols with a 3-alkoxy
substituent or a 3,4-alkylenedioxy bridge exist in two
rotameric forms separated by rotation barriers of about
17–23 kcal mol�1: anti, with an intramolecular hydrogen
bond, and syn, with the OH group ‘free’.42,43 Structural
analogues with different substituents in the 3- and 4-
positions show variations in the equilibrium constant
corresponding to free energy differences spanning
3.3 kcal mol�1.43 When these compounds are transferred
from a non-hydrogen-bonding solvent, such as benzene,
to a hydrogen-bonding solvent, such as pyridine or
DMSO, the syn/anti ratio at 298 K increases system-
atically by factors of about 10 and 30, respectively.43


The OH proton signals are temperature-dependent in
hydrogen-bonding solvents, that of the syn rotamer mov-
ing upfield, as the temperature increases, much more than
that of the anti rotamer.42 The temperature coefficient for


Table 3. Pyridine association constants and OH proton chemical shifts for 2,2,4,4-tetramethyl-3-alkylpentan-3-ols, 1a–f, and
substituted 2,2,4,4-tetramethyl-3-phenylpentan-3-ols, 2a–h, in benzene at 298 K


�OH �OH ���/�T ��H� ��S�


Compound R �p
a �M (ppm) �Mpy(ppm) K (M


�1) (ppm)b (ppm)c (ppb K�1) (kcal mol�1) (cal mol�1 K�1)


1a H 1.102 6.068� 0.035 0.875� 0.012 5.716 5.647 19.8� 0.1 4.3� 0.1 14.7� 0.1
1b Me 0.826 5.308� 0.023 0.545� 0.005 4.729 4.726 18.7� 0.1 4.1� 0.1 15.0� 0.3
1c Et 1.032 4.712� 0.046 0.322� 0.006 3.942 3.971 17.2� 0.1
1d i-Pr 1.039 4.883� 0.050 0.312� 0.006 4.003 4.089 17.5� 0.1
1e t-Bu 1.105 4.884� 0.027 0.400� 0.004 4.199 4.246 17.6� 0.1 3.5� 0.2 13.5� 0.6
1f neo-Ped 1.108 4.513� 0.051 0.284� 0.006 3.743 3.756 17.2� 0.1
2a 4-CF3 0.551 1.519 5.898� 0.018 0.908� 0.006 5.558 5.538 16.4� 0.1 4.3� 0.1 14.5� 0.2
2b 4-Cl 0.226 1.485 5.833� 0.031 0.778� 0.009 5.398 5.422 17.0� 0.1
2c H 0.000 1.581 5.720� 0.033 0.583� 0.008 5.220 5.214 18.0� 0.1
2d 4-Me �0.170 1.598 5.762� 0.048 0.533� 0.010 5.154 5.168 18.3� 0.1
2e 4-OMe �0.268 1.591 5.780� 0.065 0.524� 0.012 5.155 5.217 18.3� 0.1 3.7� 0.2 13.8� 0.5
2f 2-Me (anti) 1.571 5.890� 0.034 0.684� 0.009 5.363 5.431 18.8� 0.1
2g 2-Me (syn) 1.581 5.225� 0.073 0.364� 0.010 4.536 4.561 17.2� 0.1 3.5� 0.2 13.9� 0.5
2h Prehn.e 1.637 5.318� 0.049 0.364� 0.007 4.623 4.647 19.1� 0.1


a Hammett substituent constant.
b OH proton shift measured in pyridine.
c OH proton shift in pyridine, calculated from �M, �Mpy and K.
d Neopentyl.
e 2,3,4,5-Tetramethylphenyl (syn).
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the syn rotamer OH is much higher (ca �17 ppb K�1) in
pyridine than in DMSO (ca �6 ppb K�1).42 The values
for alcohols 1 and 2, even when the OH is close to a
methyl group, as in 2g and 2h, are in the same range (see
Table 3).


It is convenient to present first the results for the
EDOT derivative, 2,2,4,4-tetramethyl-3-[2-(3,4-ethylene-
dioxythienyl)]pentan-3-ol, 3b, as these illustrate the
main features of this part of the study. Successive addi-
tions of pyridine to a benzene solution of 3b increase the
shift of the syn OH proton very markedly, whereas that of
the anti OH proton varies by less than 0.012 ppm as the
concentration is raised from zero to 1.3 M at 298 K. For
the same concentration variation the syn/anti ratio, R,
determined by integration, rises from 0.86 (the value of
the equilibrium constant, K1, for the synÐ anti equili-
brium) to 1.76 (Table 4). The fact that a variable amount
of the alcohol is in the syn form, the only one able to
associate with pyridine, means that it is impossible to run
a Job plot on this compound.


The association constant of the syn isomer, K2, can be
obtained both from the variation of the syn OH proton
shift and from that of the syn/anti ratio. In the first case
(method A) we have, by analogy with Eqn (2) for simple
alcohols, the equation


�obsð Þsyn ¼ �S þ
ð�Spy � �SÞ


2½S�0
B� ðB2 � 4½S�0½py�0Þ


1=2
n o


ð3Þ


where B¼ [S]0þ [py]0þ 1/K2, �S and �Spy being the
chemical shifts of the free and associated forms of the
syn rotamer, [S]0 and [py]0 the analytical concentrations
of the syn rotamer and pyridine; [S]0 is determined from
the syn/anti ratio and the analytical concentration of the
alcohol, [ROH]0. The values of K2 and �Spy are found by
fitting the experimental values of (�obs)


syn to the above
equation (Table 5).


For this alcohol, 3b, a further experiment was per-
formed at 298 K: additional points with pyridine concen-
trations ranging from 2.5 to 12.5 M (neat pyridine) were
added to the usual range (0–1.3 M) and K2 and �Spy were
recalculated. The values obtained, 0.852� 0.003 M


�1 and
6.360� 0.003 ppm, are in very good agreement with


those, 0.849 M
�1 and 6.375 ppm, for the shorter range


(Fig. S3). This establishes two points, that the association
constant is virtually the same in pyridine as in benzene
and that there is no serious error in measuring association
constants over the shorter range.


In the second case (method B), we have


½S� ¼ K1½A� and ½Spy� ¼ K2½S�½py� ¼ K1K2½A�½py�


where [A] and [S] are the concentrations of the anti and
free syn rotamers, respectively.


½py� ¼ ½py�0 � K1K2½A�½py�


½ROH�0 ¼ ½A� þ K1½A� þ K1K2½A�½py�
¼ ½A�ð1 þ K1 þ K1K2½py�Þ


then


½py� ¼ ½py�0 � K1K2½ROH�0½py�=ð1 þ K1 þ K1K2½py�Þ


Rearranging this and solving the quadratic equation gives
[py], whence the syn/anti ratio, R (¼K1þK1K2[py]) is
expressed by the equation


R ¼ K1 þ B2 þ 4K1K2ð1 þ K1Þ½py�0
� �1=2�B


� �.
2


ð4Þ


whereB¼ 1 þ K1þK1K2([ROH]0� [py]0).K1 is the value
of R when [py]0¼ 0, and K2 is again calculated by the
non-linear least-squares procedure. This gives results in
good agreement with method A as applied to the syn OH
shift data (Table 5), with the R-derived values on average
within 3% of those calculated from the shift data. Full
details of the temperature and concentration dependence
of R are given in Table S1.


As above, the values of �Spy, K1 and K2 can be used to
calculate those of (�OH)syn in neat pyridine. Calculated
values of the syn OH proton shift are on average 0.07 ppm
lower than those observed at the same temperatures.
Values of R can also be calculated. The data in Table 6
indicate a very satisfactory degree of agreement between


Table 4. Dependence of chemical shifts (ppm) and syn/anti ratio (R) for 2,2,4,4-tetramethyl-3-[2-(3,4-ethylenedioxythienyl)]-
pentan-3-ol, 3b, on pyridine concentration in benzene at 298 K


[py]0 [3b]0 (�H-5)syn (�OH)syn (�t-Bu)syn (�H-5)anti (�OH)anti (�t-Bu)anti R


0.000 0.150 6.187 1.990 1.216 6.013 5.165 1.349 0.86
0.123 0.149 6.194 2.384 1.245 6.017 5.165 1.347 0.94
0.244 0.147 6.201 2.711 1.270 6.024 5.167 1.346 1.02
0.362 0.146 6.208 2.983 1.289 6.030 5.167 1.344 1.10
0.478 0.145 6.213 3.216 1.305 6.036 5.169 1.343 1.16
0.704 0.142 6.222 3.584 1.331 6.048 5.171 1.340 1.35
0.921 0.139 6.231 3.871 1.345 6.059 5.173 1.339 1.46
1.130 0.137 6.236 4.097 1.365 6.069 5.175 1.336 1.60
1.332 0.134 6.242 4.280 1.376 6.078 5.177 1.334 1.76
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the calculated and observed values of R: if the syn/anti
ratio is expressed as %syn, then the difference is <1% at
temperatures ranging from 298 to 328 K. From these data
we obtain �H� and �S� values of �4.6� 0.1 kcal mol�1


and �10.9� 0.4 cal mol�1 K�1, respectively, close to the
reported values of �4.3� 0.1 kcal mol�1 and �10.1�
0.3 cal mol�1 K�1.43 The data based on the syn/anti ratio
(method B) give slightly higher values for R. The caveat
concerning the possible compensation of changes in the
values of �Mpy and K (K2 in the present case), mentioned
above, clearly does not apply here. These results, there-
fore, confirm that the association constant determined at
low pyridine concentration in benzene is valid in neat
pyridine.


For alcohols 3c and 3d, similar agreement is obtained
between association constants determined by the two
methods. Calculated syn OH proton shifts in neat pyr-
idine are on average 0.04 and 0.06 ppm, respectively,
lower than observed, and the mean error on the amount of
syn at equilibrium is about 2%, the results for 3d being
somewhat less satisfactory than those for 3b and 3c (full
details are given in Table S2).


As mentioned above, method A can be applied to the
syn H-5 and tert-butyl shifts, for which the range of
variation is much smaller and the results consequently
less reliable. In contrast to the anti OH proton shift,
which is virtually constant, the anti H-5 and tert-butyl
shifts vary for reasons which are apparently unrelated to


hydrogen bonding to pyridine, such as solvation, non-
ideality and unspecific shielding.47e For 3a, method B,
based on the variation of the syn/anti ratio, could only be
used at 298 K; at higher temperatures R, which is already
high at 298 K even in the absence of pyridine, increases
and becomes more and more difficult to determine
accurately. This does not significantly affect the values
based on the chemical shifts alone.


The rotation barrier of the 3,4-dimethoxy derivative,
3e, is rather higher (22.1 and 22.0 kcal mol�1 for anti-
! syn and syn! anti, respectively, in DMSO) than those
of the other derivatives,43 and for this reason the anti Ð
syn equilibrium is only slowly established at room
temperature. However, the syn/anti ratio is measured at
the same time as the shift of the syn OH proton and is
allowed for in the calculation of the association constant.
Results for alcohols 3a–e are summarized in Table 7.


Alcohol 3b in carbon tetrachloride has an association
constant only slightly higher than that in benzene, con-
sistent with what was found for 2,2,4,4-tetramethyl-3-
(tert-butyl)pentan-3-ol, 1e. The value based on the varia-
tion of R is about 10% low. In the case of cyclohexane,
the association constant determined by method A is
greater than those in benzene and CCl4 by a factor of
about 2.5, but method B gave only a ragged line, possibly
due to slow anti Ð syn equilibration. For 3b in chloro-
form the shift of no signal except that of the syn OH
proton changes by more than 0.05 ppm as the pyridine
concentration is raised from 0 to 1.3 M. That of the syn
OH, however, goes downfield by 1.0 ppm, while the syn/
anti ratio increases from 0.89 to 1.26 (Table S3). Appli-
cation of Eqn (4) to the R data gives values of K1 and K2


of 0.89� 0.01 and 0.33� 0.02 M
�1, respectively. Method


A [Eqn (3)] fails to converge to plausible values of K2


and �Spy. As stated above, the low K2 in chloroform is
attributable to association between the solvent and
pyridine.4


The anti OH proton shift in 3a is pyridine concentra-
tion dependent, rising by 0.43 ppm as that for the syn OH
proton rises by 2.4 ppm (Table S4). This small increase
could be due to hydrogen bonding to pyridine of the
weakly intramolecularly hydrogen-bonded proton.43 The
variation is almost rectilinear and curve fitting gives
an association constant of 0.070� 0.013 M


�1 with an


Table 5. Pyridine association constants for 2,2,4,4-tetra-
methyl-3-[2-(3,4-ethylenedioxythienyl)]pentan-3-ol, 3b


Temperature
Solvent (K) K1 K2 (M


�1)a K2 (M
�1)b


Cyclohexane 298 0.73 2.35� 0.24
Carbon 298 0.82 0.891� 0.007 0.812� 0.009
tetrachloridec


Benzene 298 0.86 0.849� 0.003 0.803� 0.019
Benzene 308 0.86 0.667� 0.002 0.660� 0.007
Benzene 318 0.86 0.538� 0.005 0.517� 0.007
Benzene 328 0.85 0.421� 0.004 0.411� 0.006
Chloroform 298 0.89 0.330� 0.022


a From concentration dependence of syn OH proton shift.
b From concentration dependence of the syn/anti ratio (R).
c With 5% deuteriocyclohexane.


Table 6. Temperature dependence of syn OH proton chemical shift (ppm) and syn content for 2,2,4,4-tetramethyl-3-[2-(3,4-
ethylenedioxythienyl)]pentan-3-ol, 3b, in pyridine


Temperature (K) �S(OH) �Spy �OH
a �OH


b %sync %synd %syne


298 1.990 6.376� 0.007 5.999 5.993 90.2 90.8 90.4
308 1.989 6.242� 0.008 5.839 5.776 87.7 88.7 88.6
318 1.992 6.108� 0.026 5.671 5.556 85.1 86.5 86.0
328 1.995 6.081� 0.024 5.584 5.400 83.7 83.6 83.3


a syn OH proton shift measured in pyridine.
b syn OH proton shift in pyridine, calculated from �S, �Spy and K2 (method A).
c Measured in pyridine.
d For pyridine, calculated from K1 and K2 (method A).
e For pyridine, calculated from K1 and K2 (method B).
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improbably high and uncertain �Apy of 8.10� 0.85 ppm.
Unfortunately, K1 is so high that it is impossible to
measure the shift of the anti OH proton in neat pyridine.


Thermodynamic parameters and molecular
mechanics calculations. Thermodynamic parameters
were measured for selected compounds at 298–328 K.
Since the range of association constants is small, those of
the standard reaction enthalpy and entropy terms are also
(Tables 3 and 7; full details are given in Table S5). There
is a rough correlation (correlation coefficient 0.93488)
between the two terms, both increasing in magnitude as
the association constant increases (Figure S4). This
means that the stronger hydrogen bonds in the less
sterically hindered compounds, for example, are partially
compensated by greater reaction entropy terms, a phe-
nomenon which is well known in molecular association
processes.1c,g,h,10c,47d,56 The reaction enthalpy values, rang-
ing from �3.5 to �4.5 kcal mol�1, place the pyridine-
alcohol hydrogen bond at the admittedly arbitrary limit
between weak and strong hydrogen bonds.2e,57 These are
of the same order of magnitude as values found mainly by
IR spectroscopic measurements in carbon tetrachloride,
which range from 2.7 kcal mol�1 for pentan-1-ol and
nonan-1-ol to 6.1 kcal mol�1 for propan-2-ol.10


Molecular mechanics calculations (MMFF9458 in Sybyl
6.9 from Tripos, St. Louis, MO, USA) were run in order
to determine the steric energies of the starting alcohols
and their complexes with pyridine (Table S6). Attempted
correlation of the various association constants, ex-
pressed as �G� [�RTln(K)] indicates that the data for
the alkyl (1b–f) and aryl (2c, f, g and h) derivatives fall on
the same area of the graph, with slopes of 0.44� 0.19 and
0.30� 0.04, respectively (Fig. 2). The thiophene deriva-
tives (3a–e) lie apart, with a similar slope of 0.37� 0.15,
but clearly have association constants higher than their
steric energy changes would suggest, in comparison with
the aryl and alkyl derivatives. The only secondary alco-
hol, 1a, lies on no correlation.


The calculations refer to reaction enthalpies while the
experimental �G� values include variable entropy con-
tributions. A plot of T�S� against �H� for a temperature
of 298 K has a slope of 0.48� 0.07, which means that


for every kcal mol�1 increase in �H� about 50% of the
effect on K is cancelled by the increase in T�S�. This
could explain, in part, why the slopes of the correlations
are so small. A further possibility is that the relative
differences in association constants between more and
less strained alcohols are reduced by the use of a slightly
basic solvent, benzene, and that a neutral solvent, such as
cyclohexane, would give higher slopes. If the steric
energy of pyridine, 15.52 kcal mol�1, is taken into ac-
count, association is accompanied by a fall in the overall
steric energy of 5.8–7.5 kcal mol�1, which is substan-
tially higher than the ��H� values determined above.
These deviations, the underestimation of the slope,
the anomalous correlation of the thiophene set, and the
deviation of 1a, must be due to deficiences in the force
field and/or the failure to account for polar effects.


Temperature dependence of the OH proton shift
in pyridine. As can be seen from Eqn (2), the shift of the
OH proton in neat pyridine depends on �Mpy, �M and K.
The value of �M is almost independent of temperature
whereas that of �Mpy generally falls slightly as the
temperature is increased. Numerical simulation was per-
formed by generating sets of association constants using
�H� values from �3.5 to �4.5 kcal mol�1 and �S� from
�13 to �16 cal mol�1 K�1, and then calculating �OH at


Table 7. Pyridine association constants and OH proton shifts (ppm) for substituted 2,2,4,4-tetramethyl-3-(2-thienyl)pentan-3-
ols, 3, in benzene at 298 K


K2 K2 ���/�T ��H� ��S�


Compound �S �Spy (M
�1)a (M


�1)b �OH
c �OH


d (ppb K�1) (kcal mol�1) (cal mol�1 K�1)


3a 1.939 6.356� 0.019 0.948� 0.009 0.899� 0.068 6.038 6.009 17.7� 0.1
3b 1.990 6.376� 0.007 0.849� 0.007 0.803� 0.019 5.999 5.993 17.8� 0.1 4.5� 0.1 15.5� 0.4
3c 1.985 6.378� 0.011 0.864� 0.004 0.701� 0.067 6.017 6.003 18.0� 0.2 4.4� 0.1 15.1� 0.3
3d 2.036 6.338� 0.010 0.777� 0.004 0.743� 0.015 5.965 5.932 18.1� 0.1 4.3� 0.1 14.9� 0.4
3e 2.013 6.411� 0.025 0.759� 0.006 5.977 5.989 18.1� 0.3


a From concentration dependence of syn OH proton shift.
b From concentration dependence of the syn/anti ratio (R).
c OH proton shift measured in pyridine.
d OH proton shift in pyridine, calculated from �S, �Spy, K1 and K2 (method A).


Figure 2. Correlation of free energy differences against
steric energy changes


1008 J. S. LOMAS


Copyright # 2005 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2005; 18: 1001–1012







temperatures from 298 to 328 K, assuming that �M has a
temperature coefficient of þ1 ppb K�1 (1.56 ppm at
298 K), and that �Mpy (5.81 ppm at 298 K) has a coeffi-
cient of �8 ppb K�1. For a given value of K at 298 K, the
higher are ��H� and ��S�, the higher is the tempera-
ture coefficient. This results in a fuzzy exponential curve
where the temperature dependence of �OH decreases as K
increases (Fig. 3). These values were chosen to match the
data for the substituted 2,2,4,4-tetramethyl-3-phenylpen-
tan-3-ols, 2a–f, which naturally fall close to the calcu-
lated curve. However, the points for both of the syn ortho-
substituted alcohols, 2g and 2h, lie below the curve,
because the corresponding �Mpy values are lower than
for 2a–f. The other two sets, for alcohols 1 and 3, also lie
off this curve, and those for set 1 show a reverse trend in
the relationship between temperature dependence and
association constant, the coefficients for the least asso-
ciated alcohols being the lowest.


It was hoped that the temperature coefficient, since it
can be measured with greater precision than a series of
association constants, would give some information
about the reaction entropy, �S�, but it is clear now that
this is impossible since the shifts in pyridine depend on
both K and on the values and temperature dependence of
�Mpy and �M, and that these latter are not only unpredict-
able but also follow no clear pattern.


CONCLUSION


Systems with very small association constants (K< 1 M
�1)


do not satisfy the Weber,59 Person60 and Deranleau61


criteria for accurate determination, insofar as the fraction
of the guest which is complexed by the host tends to be
small and that, consequently, �Mpy is ill defined.1c,g,h,10c,56 In
the present work, however, when relatively high pyridine
concentrations (up to 1.3 M) are used the standard devia-
tions on the values of �Mpy calculated by curve fitting are
rarely more than 0.05 ppm. Moreover, there is good
agreement between the experimentally determined OH


proton chemical shifts in neat pyridine and those calcu-
lated from �Mpy (or �Spy), �M (or �S) and the equilibrium
constant(s), which suggests that association constants
are the same in benzene and pyridine. For some of the
thiophene derivatives it has been possible to determine
the association constant by a second method, based on the
variation of the syn/anti ratio, with satisfactory agreement
between the two methods. We conclude, therefore, that
variations in the association constants determined by the
NMR titration method are significant.


There is a small polar effect of substituents in the para
position on the hydrogen bonding of 2,2,4,4-tetramethyl-
3-phenylpentan-3-ols with pyridine. A methyl group in
the ortho position has little effect when it is anti to the
OH group but significantly reduces the association con-
stant when it is syn. Hydrogen bonding is virtually
independent of the substituents at the 3- and 4-positions
in 2,2,4,4-tetramethyl-3-(2-thienyl)pentan-3-ols.


Whereas small alcohols form a variety of polymers by
self-association, in the case of bulky alcohols only dimers
appear to be formed. Whether they are brought together
by one (open structure) or two (cyclic structure) hydrogen
bonds, and to what extent, are questions which have not
been fully resolved after many years of, albeit sporadic,
research. However, it is clear that association constants
are reduced by increasing the size of the 3-substituent in
2,2,4,4-tetramethylpentan-3-ols, and that these alcohols
are less associated than their smaller homologues,
although quantitative comparison with the latter is diffi-
cult because of the different degrees of polymerization.


The situation is somewhat different as regards hetero-
association. The important fact which emerges from this
study is that steric crowding in the donor species of a
hydrogen-bonded complex, such as a 3-substituted
2,2,4,4-tetramethylpentan-3-ol, does not have much im-
pact on the association constant or the strength of the
hydrogen bond with a relatively unencumbered species,
such as pyridine, the overall range from the least to the
most associated being only a factor of three. While
increasing the size of the 3-substituent has dramatic
effects on the steric energy of the alcohol itself, its
interaction with the rather remote hydrogen bond accep-
tor species is little changed. This means that the outer
envelope of the alcohol, as perceived by the pyridine
molecule, is not very sensitive to the 3-substituent. It
would be possible to make the alcohols more discrimi-
nating by increasing the size of the acceptor with ortho
substituents, but this would further decrease the associa-
tion constants.


A very common feature of biological systems is that
donors and acceptors are in the same molecule, and
binding occurs between complementary pairs in the two
or several components. A simple way to mimic such a
situation in the context of our work would be to incorpo-
rate a pyridyl substituent into an alcohol and thereby to
study self-association. Early IR62 and NMR63 studies
on hydroxyalkylpyridines focused on intramolecular


Figure 3. Exponential relationship between temperature
coefficient in pyridine and association constant with pyridine
in benzene (synthetic data, &; 2a–f, &; 2g–h, ~)
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hydrogen bonding and its dependence on chain length.
Experiments designed to eliminate or drastically reduce
this and to favour intermolecular bonding by means of a
rigid spacer are in hand. More elaborate systems with
upwards of two hydrogen bonds can be envisaged.64


EXPERIMENTAL


All compounds except 1a were synthesized by addition of
2,2,4,4-tetramethylpentan-3-one to the appropriate orga-
nolithium compound in diethyl ether under argon at room
temperature, as described in the cited work, and were
purified by column chromatography on alumina. Alcohol
1a was synthesized by LiAlH4 reduction of the same
ketone. 1H NMR spectra were recorded on a Bruker AC
200 spectrometer with a spectral resolution of 0.001 ppm.
Shifts in deuteriated benzene and pyridine are referenced
to TMS at 0.000 ppm, those in cyclohexane to the
residual solvent signal at 1.380 ppm and those in chloro-
form or carbon tetrachloride–cyclohexane mixtures to
HMDS at 0.060 ppm. Aromatic proton signals in 2 were
assigned by spectrum simulation using the gNMR pro-
gram; coupling constants (J in Hz) involving methyl
groups are not signed. The 2-position is that closest to
the hydroxyl group, except in 2f; syn indicates proximity
of the OH and the 2-methyl group (2g–h) and anti the
opposite (2f).


1H NMR spectra (in benzene)


2,2,4,4-Tetramethylpentan-3-ol, 1a. NMR, �H (0.028 M):
0.970 (2 tert-butyl), 1.064 (OH, J 5.7) and 2.757 (CH,
J 5.7).


2,2,3,4,4-Pentamethylpentan-3-ol, 1b. NMR, �H (0.028
M): 0.791 (OH), 0.979 (CH3) and 1.015 (2 tert-butyl).


2,2,4,4-Tetramethyl-3-ethylpentan-3-ol, 1c. NMR, �H


(0.028 M): 0.862 (CH3, J 7.6), 1.002 (2 tert-butyl),
1.022 (OH) and 1.532 (CH2, J 7.6).


2,2,4,4-Tetramethyl-3-isopropylpentan-3-ol, 1d. NMR
�H (0.229 M): 1.040 (OH), 1.093 (2 tert-butyl), 1.139 (2
CH3, J 7.3) and 2.301 (CH, J 7.3 ).


2,2,4,4-Tetramethyl-3-(tert-butyl)pentan-3-ol, 1e. NMR,
�H (0.208 M): 1.106 (OH) and 1.233 (3 tert-butyl).


2,2,4,4-Tetramethyl-3-neopentylpentan-3-ol, 1f. NMR,
�H (0.192 M): 1.015 (2 tert-butyl), 1.108 (OH), 1.157 (1 tert-
butyl) and 1.600 (CH2).


2,2,4,4-Tetramethyl-3-[(4-trifluoromethyl)phenyl]pentan-3-
ol, 2a. NMR, �H: 0.894 (2 tert-butyl), 1.519 (OH), 7.291
(H5, J 0.5, 2.2, 8.6), 7.337 (H6, J 0.6, 2.1, 8.6), 7.476 (H3,
J 0.5, 2.2, 8.4) and 7.740 (H2, J 0.5, 2.1, 8.4).


2,2,4,4-Tetramethyl-3-(4-chlorophenyl)pentan-3-ol, 2b.
NMR, �H: 0.923 (2 tert-butyl), 1.481 (OH), 7.056 (H5,
J 0.4, 2.5, 8.7), 7.198 (H6, J 0.4, 2.6, 8.7), 7.219 (H3, J
0.4, 2.5, 8.6) and 7.581 (H2, J 0.4, 2.6, 8.6).


2,2,4,4-Tetramethyl-3-phenylpentan-3-ol, 2c. NMR, �H:
1.030 (2 tert-butyl), 1.578 (OH), 7.095 (H5, J 0.5,1.6,
7.5, 8.2), 7.108 (H4, J 1.2, 1.2, 7.4, 7.5), 7.261 (H3, J 0.6,
1.6, 7.4, 8.1), 7.467 (H6, J 0.6, 1.2, 2.2, 8.2) and 7.796
(H2, J 0.5, 1.2, 2.2, 8.1).


2,2,4,4-Tetramethyl-3-(4-methylphenyl)pentan-3-ol, 2d.
NMR, �H: 1.062 (2 tert-butyl), 1.611 (OH), 2.173 (CH3,
J 0.5, 0.6), 6.944 (H5, J 0.3, 0.5, 2.1, 8.2), 7.093 (H3,
J 0.1, 0.6, 2.1, 8.1), 7.404 (H6, J 0.1, 2.3, 8.2) and 7.711
(H2, J 0.3, 2.3, 8.1).


2,2,4,4-Tetramethyl-3-(4-methoxyphenyl)pentan-3-ol, 2e.
NMR, �H: 1.062 (2 tert-butyl), 1.590 (OH), 3.368 (CH3),
6.740 (H5, J 0.1, 2.9, 8.9), 6.840 (H3, J 0.1, 2.9, 8.2),
7.374 (H6, J 0.1, 2.6, 8.9) and 7.721 (H2, J 0.1, 2.6, 8.2).


anti-2,2,4,4-Tetramethyl-3-(2-methylphenyl)pentan-3-ol, 2f.
NMR, �H: 1.047 (2 tert-butyl), 1.581 (OH), 2.708 (CH3, J
0.2, 0.4, 0.4, 0.6), 6.987 (H5, J 0.4, 1.9, 7.1, 8.3), 7.024
(H4, J 0.2, 1.4, 7.1, 7.7), 7.068 (H3, J 0.4, 0.6, 1.9, 7.7)
and 7.465 (H6, J 0.4, 0.4, 1.4, 8.3).


syn-2,2,4,4-Tetramethyl-3-(2-methylphenyl)pentan-3-ol,
2g. NMR, �H: 1.076 (2 tert-butyl), 1.571 (OH), 2.478
(CH3, J 0.3, 0.3, 0.3, 0.5), 7.031 (H3, J 0.3, 0.5, 1.6, 7.6),
7.070 (H4, J 0.3, 1.4, 7.2, 7.6), 7.181 (H5, J 0.5, 1.6, 7.2,
8.7) and 8.211 (H6, J 0.3, 0.5, 1.4, 8.7).


syn-2,2,4,4-Tetramethyl-3-(2,3,4,5-tetramethylphenyl)pentan-
3-ol, 2h. NMR, �H: 1.163 (2 tert-butyl), 1.638 (OH),
2.039 (CH3), 2.128 (CH3), 2.179 (CH3), 2.706 (CH3-2)
and 7.329 (H6).


2,2,4,4-Tetramethyl-3-[2-(3,4-methylenedioxythienyl)]pentan-
3-ol, 3a. NMR, �H: syn, 1.153 (2 tert-butyl), 1.939 (OH),
5.334 (CH2) and 5.692 (H5); anti, 1.244 (2 tert-butyl),
2.948 (OH), 5.308 (CH2) and 5.551 (H5).


2,2,4,4-Tetramethyl-3-[2-(3,4-ethylenedioxythienyl)]pentan-
3- ol, 3b. NMR, �H: syn, 1.216 (2 tert-butyl), 1.990 (OH),
ca 3.41 (m, 2 CH2) and 6.187 (H5); anti, 1.349 (2 tert-
butyl), 5.165 (OH), ca. 3.24 (m, 2 CH2) and 6.013 (H5).


2,2,4,4-Tetramethyl-3-[2-(3,4-propylenedioxythienyl)]pentan-
3-ol, 3c. NMR, �H: syn, 1.203 (2 tert-butyl), ca
1.53 (m, CH2), 1.987 (OH), ca 3.63 (m, 2 OCH2) and
6.391 (H5); anti, 1.331 (2 tert-butyl), ca 1.39 (m, CH2),
ca 3.48 (m, 2 OCH2), 6.184 (OH) and 6.231 (H5).


2,2,4,4-Tetramethyl-3-[2-(3-methoxythienyl)]pentan-3-ol, 3d.
NMR, �H: syn, 1.205 (2 tert-butyl), 2.038 (OH), 3.260
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(CH3), 6.490 (H4, J 5.6) and 6.778 (H5, J 5.6). anti, 1.339
(2 tert-butyl), 3.142 (CH3), 6.081 (OH), 6.302 (H4, J 5.6)
and 6.595 (H5, J 5.6).


2,2,4,4-Tetramethyl-3-[2-(3,4-dimethoxythienyl)]pentan-
3-ol, 3e. NMR, �H: syn, 1.207 (2 tert-butyl), 2.013 (OH),
3.243 (CH3O), 3.764 (CH3O) and 5.727 (H5); anti, 1.333
(2 tert-butyl), 3.178 (CH3O), 3.612 (CH3O), 5.539 (H5)
and 6.131 (OH).


Determination of association constants


Self-association constants. Solutions of solids were
prepared by adding solvent (or solvent mixture) to
weighed amounts of the alcohol in NMR tubes. Solutions
of liquids were made up by injecting successive amounts
of the alcohol to the solvent (or solvent mixture). For ease
of comparison with Luo et al.’s work,46 concentrations
are expressed on the molal scale, mol kg�1, and associa-
tion constants in kg mol�1 (Table 1). The alcohol con-
centration ranged from about 0.1 to 2 mol kg�1. All
measurements were made at 298 K.


Hetero-association constants. Samples (10–20 mg)
were weighed directly into NMR tubes and solvent
(0.5 ml) was syringed in. Successive amounts of deu-
teriated pyridine were injected, and after each addition
the 1H NMR spectrum was recorded at 298 or 298–328 K.
In calculating the concentrations, allowance was made
for the volume of pyridine and the cubical expansion of
the solvent with temperature but not for the solute
volume. The pyridine concentration ranged from 0 to
1.3 M, except for one experiment with alcohol 3b at 298 K
where further samples were prepared at 2.5–12.5 M. The
syn/anti ratios, R, for alcohols 3a–e were determined as
far as possible by integration of the tert-butyl proton
signals, but when these overlapped methyl group signals
in appropriate compounds and/or H-5 and/or OH proton
signals were used. Particular difficulty is experienced
when R is very large or very small; errors in its determi-
nation have little effect on association constants deter-
mined by the NMR shift method (method A) but
seriously affect those based on the variation of R alone
(method B). It should be noted also that method B
requires that the syn Ð anti equilibrium be established
at all times. For compounds with rotation barriers over
about 21.5 kcal mol�1 this condition becomes excessively
time consuming and this method is no longer applicable;
method A, however, remains valid whether the syn Ð
anti equilibrium be established or not, provided that the
association equilibrium is.


Molecular mechanics calculations


Molecular mechanics calculations were performed using
the MMFF94 force field58 with the MMFF94 charge model


in the Sybyl 6.9 package. Steric energies (kcal mol�1)
for the most stable conformations of alcohols and the
corresponding alcohol–pyridine complexes are given in
Table S5.
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54. Jaffé HH. Chem. Rev. 1953; 53: 191–261.
55. Drago RS, Epley TD. J. Am. Chem. Soc. 1969; 91: 2883–2890.
56. Exner O. Prog. Phys. Org. Chem. 1973; 10: 411–482.
57. Grabowski SJ. J. Phys. Org. Chem. 2004; 17: 18–31.
58. Halgren TA. J. Comput. Chem. 1996; 17: 490–519, 520–552,


553–586 and 616–641; Halgren TA, Nachbar RB. J. Comput.
Chem. 1996; 17: 587–615; Halgren TA. J. Comput. Chem. 1999;
20: 720–729 and 730–748.


59. Weber G, Anderson SR. Biochemistry 1965; 4: 1942–1947.
60. Person WB. J. Am. Chem. Soc. 1965; 87: 167–170.
61. Deranleau DA. J. Am. Chem. Soc. 1969; 91: 4044–4049, 4050–4054.
62. Kuhn LP, Wires RA, Ruoff W, Kwart H. J. Am. Chem. Soc. 1969;


91: 4790–4793.
63. Brown JN, Jenevein RM, Stocker JH, Trefonas LM. J. Org. Chem.


1972; 37: 3712–3718.
64. Zimmermann SC, Corbin PS. Struct. Bonding (Berlin) 2000; 96:


63–94; Schmuck C, Wienand W. Angew. Chem. Int. Ed. 2001; 40:
4863–4869.


1012 J. S. LOMAS


Copyright # 2005 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2005; 18: 1001–1012








JOURNAL OF PHYSICAL ORGANIC CHEMISTRY
J. Phys. Org. Chem. 2005; 18: 1013–1017
Published online 8 June 2005 in Wiley InterScience (www.interscience.wiley.com). DOI: 10.1002/poc.958


UV––Vis spectroscopic study of the hydrophilic and
solvatochromic 4-[2,6-diphenyl-4-(pyridin-4-yl)-
pyridinium-1-yl]-2,6-bis(pyridin-3-yl)phenolate
betaine dye in aqueous tetra-n-butylammonium bromide


Koit Herodes,1 Ivo Leito,1 Juta Koppel,1 Christian Reichardt2 and Ilmar A. Koppel1*
1Institute of Chemical Physics, University of Tartu, Jakobi 2, 51014 Tartu, Estonia
2Department of Chemistry and Scientific Center of Material Sciences, Philipps University, Hans-Meerwein-Strasse, 35032 Marburg, Germany


Received 22 December 2004; revised 29 March 2005; accepted 11 April 2005


ABSTRACT: The solvent influence on the recently synthesized hydrophilic and negatively solvatochromic 4-[2,6-
diphenyl-4-(pyridin-4-yl)pyridinium-1-yl]-2,6-bis(pyridin-3-yl)phenolate betaine dye [ET(8) dye] dissolved in binary
water–tetra-n-butylammonium bromide mixtures was studied by UV–Vis spectroscopy and compared with analogous
measurements of the standard ET(30) betaine dye [2,6-diphenyl-4-(2,4,6-triphenylpyridinium-1-yl)phenolate]. A
preferential solvation model was applied to the data obtained. The ET(8) betaine dye can be applied for the
determination of ET(30) values for aqueous media. However, the nonlinear nature of the relationship has to be taken
into account if accurate results are desired. Copyright # 2005 John Wiley & Sons, Ltd.
Supplementary electronic material for this paper is available in Wiley Interscience at http://www.interscience.
wiley.com/jpages/0894-3230/suppmat/


KEYWORDS: solvent effects; specific solvation; binary solvent mixtures; pyridinium N-phenolate betaine dyes; synergistic


effects


INTRODUCTION


Studies of solvatochromism and solvatochromic dyes
continue to attract attention both from the standpoint of
fundamental interest1,2 and because of a number of
exciting possible applications. Solvatochromic dyes
have been used for optochemical sensors for the detection
of gases3 and polar solvent vapors,4 for sensing mole-
cules in nanopores,5 for adsorption studies,6 etc. The
best-known solvatochromic dye is dye 1 [2,6-diphenyl-
4-(2,4,6-triphenylpyridinium-1-yl)phenolate, ET (30)]
(see Scheme 1). The large negative solvatochromism of
this dye has been used for a long time to measure
empirically the solvent polarities by means of ET(30)
parameters.1,2


The ET(30) parameter is defined as the molar electronic
transition energy (in kcal mol�1; 1 kcal¼ 4.184 kJ) of
betaine dye 1 in a particular solvent according to Eqn (1)


ET kcal mol�1
� �


¼ h � c � ~��max � NA


¼ 2:8591� 10�3
� �


� ~��max cm�1
� �


¼ 28591=�max ½nm�
ð1Þ


where h is Planck’s constant, c is the speed of light, NA is
Avogadro’s number and ~��max and �max are the wavenum-
ber and wavelength of the solvent-dependent visible
absorption maximum of the reference dye, respectively.
The ET(30) polarity values have been determined for
more than 360 solvents1,2 (numerous binary1,8–17 and
even some ternary15,18 solvent mixtures), making it the
most extensive empirical solvent polarity scale available.


The very low solubility of the indicator dye 1 in water
does not allow the direct determination of ET(30) para-
meters in water-rich regions of binary aqueous systems.
For that reason Reichardt et al.2,19 have proposed a new
dye—4-[2,6-diphenyl-4-(pyridin-4-yl)pyridinium-1-yl]-
2,6-bis(pyridin-3-yl)phenolate [dye 2, ET(8)]—that
which is readily soluble in water and is thus suitable
for determination of the empirical solvatochromic polar-
ity characteristics of aqueous media. The ET(8) parameter
(using the notation from the original paper19) of the new
betaine dye 2 is defined in a similar way to ET(30) by Eqn
(1). The ET(8) parameters of 26 pure solvents and 9
binary solvent mixtures (mixtures of dimethyl sulfoxide
and acetonitrile with water, methanol, propan-2-ol and 2-
methylpropan-2-ol20 and a mixture of water with 1,4-
dioxane19) have been published.


The properties of aqueous solutions of tetra-alkylam-
monium halides in general and tetra-n-butylammonium
bromide (Bu4NBr) in particular have received great
attention because of their remarkable properties. In
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apolar anhydrous benzene the direct stoichiometric com-
plex formation, evidently through dipole–dipole and/or
dispersion interactions between the ET(30) betaine dye
molecules and Bu4NBr or Bu4NClO4 was detected spec-
trophotometrically. On the other hand, in media with high
dielectric permittivity it has been found that the electro-
philic solvation ability of water is dramatically decreased
on addition of Bu4NBr.23 In particular, the ET(30) values
were determined in an aqueous solution of Bu4NBr up to
a concentration of 3.2 M. It was found that the salt has a
strong effect already at very low concentrations and at
3.2 M it reduces the ET value to almost 46 kcal mol�1,
which is close to the ET values of acetonitrile or dimethyl
sulfoxide (DMSO). A significantly smaller polarity-
reducing effect was found operating in the aqueous
solution of Me4NCl. Inorganic salts with ‘small’ ions
(e.g. LiCl, NaClO4, NaCl, KBr, etc.) caused the opposite
(i.e. polarity-increasing) effect. At the same time the
polarity-reducing effect of Bu4NBr in DMSO solution
was found to be very modest.24


The pKa values of a number of neutral Brønsted acids
have been determined in a 7.75 molal (2.34 M) aqueous
solution of tetra-n-butylammonium bromide.21 It was
found that the pKa values are systematically higher in
the above-mentioned salt solution than in water. This is
no doubt due to the reduction of electrophilic solvation
of the anions of the acids by water molecules. The
sensitivity of this reaction series was found to be
intermediate between that of water and DMSO. The
1H and 17O (in water molecules) as well as 79Br, 13C and
14N (in n-Bu4NBr) NMR spectra of aqueous solutions
of Bu4NBr have been investigated.22 These NMR spec-
tra are expected to carry some valuable information
about the physical nature of the interactions between
the separate ions of the electrolyte and water in the
studied systems. In particular, it was found that for n-
Bu4NBr the 79Br and 17O chemical shifts and the
respective signal half-heights depend linearly on the
ET(30) parameter of the system.


In the present study, ET(8) parameters of the water/
Bu4NBr binary mixture have been measured, the data
have been compared with the results of earlier measure-
ments in the same mixture with the ET(30) dye and a
rationale for this dramatic decrease of ET value is


proposed. The data are interpreted in terms of the
two-step solvent exchange model developed by Rosés
et al.12


SOLVATION MODEL


The preferential solvation model is based on the two-step
solvent-exchange model first proposed by Skwierczynski
and Connors11 and further extended by Rosés et al.12 For
the particular case of solvatochromic indicator dye 2
(Scheme 1) in a mixture of two specifically solvating
components S1 and S2, the formal equilibria (2) and (3)
should be considered


IðS1Þ2 þ 2 � S2! IðS2Þ2 þ 2 � S1 ð2Þ


IðS1Þ2 þ S2! IðS12Þ2 þ S1 ð3Þ


where S12 represents a complex formed by specific
interaction between the components S1 and S2 of the
binary mixture.12 In our case I(S1)2, I(S2)2, and I(S12)2


represent the ET indicator dye solvated by the pure
solvents S1 and S2, as well as by the inter-solvent
complexes S12, respectively. In more general cases, a
more complex scheme has to be considered.12,15 For the
more specific solvation equilibria (2) and (3), which
allow an arbitrary degree of self-association of compo-
nents S1 and S2, two preferential solvation parameters
f2/1 and f12/1 are defined for these solvent-exchange
processes as follows


f2=1 ¼
xS2=x


S
1


x0
2=x


0
1


� �2
ð4Þ


f12=1 ¼
xS12=x


S
1


x0
2=x


0
1


ð5Þ


where xS1, xS2, and xS12 are the mole fractions of the
individual solvents S1, S2, and their association complex
S12, respectively, in the solvation sphere of the indicator
dye I, and x0


1 and x0
2 are the mole fractions of the two


solvents in the bulk binary solvent mixture. The para-
meters f2/1 and f12/1 measure the preference of the
indicator dye I to be solvated by solvents S2 and S12
with reference to solvation by solvent S1.


In the special case of ET polarity parameters, the
polarity of binary solvent mixtures is calculated as the
weighted average of the ET values of solvents S1, S2, and
S12 in the solvation sphere of the indicator dye, using the
respective mole fractions xS1, xS2, and xS12 as weights,
according to Eqn (6)


ET ¼ xS1ET1 þ xS2ET2 þ xS12ET12 ð6Þ


x0
1 þ x0


2 ¼ xS1 þ xS2 þ xS12 ¼ 1 ð7Þ


Scheme 1
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From Eqns (4)–(7) Eqn (8) is derived, which relates the
ET values of a binary solvent mixture to the ET values of
the two pure solvents, the preferential solvation para-
meters and the solvent composition


ET ¼
ET1ð1� x0


2Þ
2 þ ET2f2=1ðx0


2Þ
2 þ ET12f12=1ð1� x0


2Þx0
2


ð1� x0
2Þ


2 þ f2=1ðx0
2Þ


2 þ f12=1ð1� x0
2Þx0


2


ð8Þ


This equation has been applied successfully to various
binary solvent mixtures using different solvatochromic
dyes9,11–15,20,25 and rate constants of some aromatic
nucleophilic substitution reactions carried out in binary
solvent mixtures.26,27


This is a formal approach, especially in our case of an
aqueous solution of Bu4NBr. First of all Bu4NBr is not a
neutral solvent molecule and in water, which is a high-
permittivity solvent, it is dissociated extensively into two
ions of opposite charges (and thus very different proper-
ties). Also, it has been suggested that the first solvation
sphere of Bu4NBr includes 14 molecules of water (see
Ref. 24 and references therein). An alternative, not yet
formalized, approach to this problem is described by
Koppel and Koppel.8 This approach takes into account
the simultaneous influence of the specific and nonspecific
solvent–solute interactions.


EXPERIMENTAL


Apparatus


Absorption spectra were recorded in 10-mm quartz cells
on a Perkin-Elmer Lambda 2S UV–Vis spectrophot-
ometer equipped with a thermostated (25.0� 0.1 �C)
cell-holder. This is a fixed slit-width (2 nm) spectro-
photometer. The scan speed was 120 nm min� 1, the
data interval was 0.2 nm and a default smooth factor
(2 nm) was used. The wavelength accuracy of the spectro-
photometer was checked with a didymium filter (Hitachi)
having absorption maxima at �max¼ 403.3, 529.5, and
586.0 nm. The spectra were recorded and further treated
on a computer.


Reagents


The indicator dye 2 was synthesized by the procedure
recently described in Ref. 19. Tetra-n-butylammonium
bromide from Fluka (5 99%) was used without further
purification.


Procedure


For each binary system a �10�4
M solution of Reich-


ardt’s indicator dyes 1 or 2 was prepared in a 2.95 M


solution of Bu4NBr in water in the spectrophotometer


cell. The cell was closed with a Teflon cap and weighed
(� 0.05 mg). A small quantity (a drop) of water was
added to the cell and the solution was stirred with a
magnetic stirrer; then the cell was weighed again and
the visible spectrum of the solution was recorded. The
procedure was repeated after the addition of new drops
of water. The different sets of mixtures were overlapped
in composition in order to assure concordance of
results.


Calculation methods


The ET values of each mixture were calculated from the
maximum of the � ! �* charge-transfer absorption band
through Eqn (1). The wavelength of the charge-transfer
absorption band maximum was calculated by fitting the
spectra to a Gaussian function using the Mathcad 2000
software (MathSoft, Inc.). The goodness of fit was
checked using a residuals plot according to Eqn (9)


y ¼ a � e� b�ðx�cÞ½ �2 ð9Þ


where y is the absorbance at wavelength x, and a, b, and c
are regression coefficients. Parameter c was used as the
absorption band maximum.


The ET1, ET2, ET12, f2/1, and f12/1 parameters of Eqn (8)
were calculated by non-linear regression using the Math-
cad 2000 software, minimizing the sum of squared
residuals of the ET values.


RESULTS


The dependence of the ET(8) and ET(30) values (from
Ref. 23) on the composition of the mixture is presented
in Fig. 1. The ET(8) and ET(30) parameters of the
binary mixtures were investigated by means of the pre-
ferential solvation model according to Eqn (8) and the
results are presented in Table 1. From Table 1 and Fig. 1
one can see that the ET values decrease sharply with the
addition of Bu4NBr. For both dyes there is a significant
preferential solvation by Bu4NBr with respect to water.
Alternatively, Fig. 1 could be interpreted in terms of
Bu4NBr strongly changing the properties—e.g. nonspe-
cific (dielectric constant) and specific solvation (first of
all the hydrogen-bond donor abilities)—and structure of
the water in the vicinity of the betaine dye. In absolute
terms the effect of addition of Bu4NBr on the ET(8) value
of water is somewhat less pronounced: the decrease is
less steep and the overall predicted decrease is
18 kcal mol�1 vs 23 kcal mol�1 for the ET(30) value
(see Table 1).


The values of f2/1 and f12/1 (122 and 49, respectively)
also formally indicate that the dye is preferentially
solvated by the salt with respect to water. The value of
ET12(8), which is the ET(8) value of the hypothetical
solvent composed of 1:1 complexes of water and
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n-Bu4NBr, is 52.9 kcal mol�1. This is half-way between
the (experimental) ET(8) of water and the (model-based)
ET(8) of Bu4NBr. A similar situation holds for the ET(30)
dye, with the exception of the f2/1 value: its value is 51,
which is very similar to the respective f12/1 value of 48.


It is well known that addition of electrolytes to water
decreases its dielectric constant. In Ref. 23 it has been
estimated that in a 3.0 M solution of Bu4NBr the dielectric
constant is 9.1 [x(Bu4NBr)¼ 0.35, ET(30)¼ 46.4].
Nevertheless, if one refers to the definition equation of
the solvent electrophilicity parameter E (Ref. 28)


E ¼ ET � 25:10� 14:84
"r � 1


"r þ 2
� 9:59


n2 � 1


n2 þ 2
ð10Þ


one easily discovers that, despite the significant changes
in "r and n, the significant decrease of the ET parameters
(in this case: decrease of ET(30) from 63.1 to 46.3, i.e. by
16.8 kcal mol�1) is primarily accounted for by the
substantial decrease of the electrophilicity of water.23


The change in ET due to the decrease of "r from 78 to 9
is about �3.5 kcal mol�1. The change due to the increase
of n from 1.333 to 1.486 is aboutþ 1.2 kcal mol�1. The
difference resulting from the changes in "r and n is
thus �2.3 kcal mol�1. The remaining difference of
14.5 kcal mol�1 results from the decrease of the electro-
philicity. The deviations of ET(8) and ET(30) from their


mole fractional additivity, �ET, as calculated by Eqn
(11), could be visualized as vertical deviations between
straight lines 10 and 20 corresponding to the mole frac-
tional additivity of ET(8) and ET(30) and the respective
experimental curves 1 and 2 as a function of the solvent
composition in Fig. 1.


�ET ¼ ET � x1E
1
T � x2E


2
T ð11Þ


where x1 and x2 are the mole fractions and E1
T and E2


T are
the ET parameters of components 1 and 2, respectively.
For both indicator dyes large negative deviations are
found: up to �7.4 kcal mol�1 for ET(8) and up to
�10.8 kcal mol�1 for ET(30). These deviations are sig-
nificantly larger than observed previously in the case of
mixtures of DMSO and MeCN with alcohols.20 The
highest deviation (positive) for those mixtures is ob-
served in the binary mixture MeCN—MeOH for
ET(30) with ca. 6.4 kcal mol�1 [�ET(8) � 5.8]. It can
be seen that ET(30) shows a more pronounced deviation
from linearity than ET(8).


A good correlation between the ET(8) and ET(30)
values in different solvents and solvent mixtures has
been found. Reichardt et al.19 found a good linear
relationship between ET(30) and ET(8) values for hydro-
gen-bond-donor (HBD) and non-HBD (altogether n¼ 26)
solvents with a correlation coefficient of r¼ 0.987 and a
standard deviation of �[ET(8)]¼ 1.172 kcal mol�1. The
correlation significantly improves when HBD and non-
HBD solvents were analyzed separately. For 12 HBD
solvents, a correlation was found with a correlation
coefficient of r¼ 0.998 and a standard deviation of
�[ET(8)]¼ 0.238, valid for ET(30) values ranging from
47.7 for 1-decanol to 63.1 kcal mol�1 for water. For 14 non-
HBD solvents, a correlation was found with r¼ 0.997 and
�[ET(8)]¼ 0.428, valid for ET(30) values ranging from
34.3 for benzene to 55.8 kcal mol�1 for formamide.


The correlation between the ET(8) and ET(30) values
in binary mixtures of water and Bu4NBr is presented in
Fig. 2. The linear correlation obeys the equation


ETð8Þ ¼ 12:1þ 0:783 � ETð30Þ ð12Þ


with r¼ 0.989 and �[ET(8)]¼ 0.66 kcal mol�1. For more
accurate predictions of the ET(30) or ET(8) values the
slight nonlinearity of the correlation could be taken into
account using the non-linear fit of the data


ETð8Þ ¼ �60:1þ 3:48 � ETð30Þ � 0:0249 � E2
Tð30Þ
ð13Þ
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Figure 1. The ET(8) (circles and line 1) and ET(30) (triangles
and line 2) values of the binary mixture of water–tetra-n-
butylammonium bromide. Lines 10 and 20 correspond to the
hypothetical additive relationships between the salt molar
fraction and the ET(8) and ET(30) values, respectively


Table 1. Parameters of the preferential solvation model according to Eqn (8) (water is solvent 1) for the solvent mixture of
water–tetra-n-butylammonium bromide


Indicator f2/1 f12/1 ET12 ET1 ET2 Standard deviation Degrees of freedom


ET(30) 51 48 49.0 63.2 40.4 0.26 10
ET(8) 122 49 52.9 60.6 42.6 0.09 33
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with r¼ 0.998 and �[ET(8)]¼ 0.26 kcal mol�1. The cor-
relation lines corresponding to Eqns (12) and (13) are
presented in Fig. 2.


CONCLUSIONS


The solvent influence on the recently synthesized hydro-
philic and negatively solvatochromic 4-[2,6-diphenyl-4-
(pyridin-4-yl)pyridinium-1-yl]-2,6-bis(pyridin-3-yl)phe-
nolate betaine dye [the ET(8) dye] dissolved in binary
water–tetra-n-butylammonium bromide mixtures was
studied by UV–Vis spectroscopicy and compared with
analogous measurements of the standard ET(30) betaine
dye [2,6-diphenyl-4-(2,4,6-triphenylpyridinium-1-yl)-
phenolate]. A preferential solvation model was applied
to the data obtained. The significant decrease of the ET(8)
polarity of water on addition of even small amounts of the
Bu4NBr salt parallels the same effect on the classical
ET(30) polarity but is somewhat less sharp: the decrease
is less steep and the overall predicted decrease is
18 kcal mol�1 vs. 23 kcal mol�1 for the ET(30) value.
The ET(8) betaine dye can be applied for the determina-
tion of ET(30) values for aqueous media and media where
the ET(30) betaine is not soluble. However, the somewhat
nonlinear nature of the relationship has to be taken into
account if accurate results are desired.


Supplementary material


A table with mixture compositions and ET(8) and ET(30)
values of the binary mixtures studied is available in Wiley
Interscience.
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Figure 2. Plot of ET(8) vs. ET(30) for the binary mixture of
water–tetra-n-butylammonium bromide. The data points
have been interpolated using Eqn (8) with parameters from
Table 1. The regression lines correspond to Eqns (12) and (13)
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ABSTRACT: The chemical shifts of the aromatic hydrogens of 12 symmetrical imidazolium salts were determined in
different deuterated solvents. Based on the magnitude of the chemical shift change for the hydrogens of the
imidazolium ion in the various solvents, relationships were developed to determine the relative solute/solvent
interactions for these compounds. Owing to different degrees of interactions involving the aromatic hydrogens of the
imidazolium cations and anions, there is a variation in the interaction of the hydrogens with the solvent molecules.
The intimate interaction that exists between the hydrogens of the imidazolium cation and the BF�


4 anion results in the
BF�


4 salts being less solvated compared with salts containing BF�
6 and SbF�


6 anions. For imidazolium salts that
contain C2H5, C4H9 and C8H17 side-chains bonded in the 1 and 3 positions, the interaction between H2 and the
solvents was observed to be greater than for imidazolium salts with C16H33 substituents. On the other hand, for
imidazolium salts that have C16H33 substituents the interaction between H2 and the solvents is similar to that for H4
and H5. Copyright # 2005 John Wiley & Sons, Ltd.


KEYWORDS: ionic liquids; solvation effects; 1H NMR spectroscopy


INTRODUCTION


Ambient-temperature ionic liquids have been utilized in a
wide range of chemical applications since they were first
discovered in 1951.1 Ionic liquids offer a very attractive
alternative to conventional solvents for organic reac-
tions.2 They are thermally stable over a very wide
temperature range and some maintain their liquid state
at temperatures as high as 200 �C.3 Ionic liquids have no
detectable vapor pressures and, as a result, have been
substituted for molecular solvents that often have harmful
vapors for a wide variety of reactions. In addition, ionic
liquids have been shown to have tremendous influence on
the outcome of reactions in a number of ways, such as
higher reaction rates and better reaction control.4 Some
polar molecular solvents such as dimethyl sulfoxide
(DMSO) and dimethyl formamide (DMF), which are
presently being used to provide polar environments for
most organic reactions, present tremendous difficulty for
separation of the product from the reaction mixture, and
the cost to dispose of these solvents is typically very
high.5 The unique features of ionic liquids contribute to
them fast becoming the solvent of choice for many
organic reactions.


Because the field of ionic liquids is still in its infancy,
a systematic analysis of the properties of these new
designer solvents and the effects that they have on
reactions has not been accomplished. One type of ionic
liquid that has gained widespread usage consists of 1-
alkyl-3-methylimidazolium salts. It is known that varia-
tion of the nature of alkyl groups bonded to the organic
cation can be used to fine-tune the properties of ionic
liquids so that they meet specific solvent properties to
influence the outcome of various organic reactions.6 We
have shown recently that the ionic liquid 1-n-butyl-3-
methylimidazolium tetrafluoroborate can be used as an
effective solvent for the synthesis of compounds that
contain highly functionalized groups.7 An important
property of solvents is their ability to have different types
of interactions with reactants, intermediates and products
of various reactions.8,9 It has been shown that 1-n-ethyl-
3-methylimidazolium (EMIþ) salts are capable of form-
ing hydrogen bonds to basic solutes,10 but the effects that
different anions and side-chains have on the relative
strengths of such interactions are not known. In this
study, the sensitivity of the interactions involving the
hydrogens of different imidazolium salts and their solvent
environments is investigated.


EXPERIMENTAL


The synthesis of imidazolium hexafluoroantimonate,
hexafluorophosphate and tetrafluoroborate salts was


Copyright # 2005 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2005; 18: 1018–1022


*Correspondence to: Allan D. Headley, Department of Chemistry,
Texas A&M University-Commerce, Commerce, TX 75429-3011, USA.
E-mail: allan_headley@tamu-commerce.edu
Contract/grant sponsor: Robert A. Welch Foundation; Contract/grant
number: T-1460.







carried out as described in the literature.11 All products
were recrystallized from ethanol or acetone. For each
salt, water and other volatile solvents were removed by
six cycles of freeze, pump and thaw (8 mmHg and 77 K);
compounds 3, 6, 9 and 12 were dried at 50 �C followed by
freeze–thaw purification. (Present methods of purifica-
tion of these compounds appear not to give the purity
predicted by the elemental analysis for the tetrafluorobo-
rate salts, but future efforts will be directed at finding new
and improved methods to purify these compounds. How-
ever, any impurities determined by elemental analysis for
these salts do not appear to affect significantly the NMR
results of these compounds.) All NMR solutions were
prepared in a dry-atmosphere glovebox, and the residual
solvent for each sample was used as internal standard for
the NMR data shown in Table 1. The concentration of all
salts was 0.45� 0.01 mol l�1. The NMR and infrared
spectra of previously synthesized compounds matched
those reported in the literature.11 The 1H NMR spectra
were recorded on a Varian Gemini 500 MHz FT-NMR
spectrometer. Elemental analysis was carried out by
Quantitative Technologies Inc., New Jersey. The Minitab
multilinear regression analysis computer program (State
College, PA) was used to obtain the correlation equations
shown in Table 2.


1,3-Diethylimidazolium hexafluoroantimonate
(compound 1). The percentage yield of a yellow liquid
product was 87%. 1H NMR (acetone-d6): � 9.06 (s,1H),
7.65 (d, 2H J¼ 1.59 Hz), 4.37 (q, 4H, J¼ 6.96 Hz), 1.56
(t, 6H, J¼ 7.33). IR (NaCl): 3245, 3060, 3000, 1585,
1245, 1230, 745, 700 cm�1. Anal calc. for C7H13N2SbF6


(360.943): C 23.29, H 3.63, N 7.76; found C 23.43, H
3.54, N 7.59.


1,3-Diethylimidazolium hexafluorophosphate
(compound 2). The percentage yield of a white powder
product was 76% and m.p.¼ 58–61 �C (lit 63–66 �C).11a


1H NMR (acetone-d6): � 9.06 (s,1H), 7.78 (d, 2H
J¼ 1.7 Hz), 4.40 (q, 4H, J¼ 6.84), 1.56 (t, 6H,
J¼ 7.33 Hz). IR(NaCl): 3255, 3056, 3000, 2350, 1590,
1250, 1235, 810, 750, 5560 cm�1.


1,3-Diethylimidazolium tetrafluoroborate (com-
pound 3). The percentage yield of a white powder
product was 82% and m.p.¼ 38–40 �C. 1H NMR (acet-
one-d6): � 9.10 (s,1H), 7.67 (d, 2H J¼ 1.59 Hz), 4.39 (q,
4H, J¼ 7.33 Hz), 1.54 (t, 6H, J¼ 7.33). IR (NaCl): 3240,
3050, 3000, 1590, 1250, 1180, 1070, 745 cm�1. Anal
calc. for C7H13N2BF4 (211.998): C 39.65, H 6.18, N
13.21; found C 39.21, H 6.31, N 10.08.


Table 1. The H1 chemical shift values of 1,3-dialkylimidazolium salts in different deuterated solvents at 298K (solution
concentrations are 0.45�0.01mol l�1 for all compounds)


R¼C2H5 R¼C4H9 R¼C8H17 R¼C16H33


Solvent-d a X� �H2 �H4, 5 �H2 �H4, 5 �H2 �H4, 5 �H2 �H4, 5


AN SbF�
6 8.429 7.375 8.418 7.372 8.416 7.374 8.427 7.382


PF�
6 8.437 7.387 8.434 7.382 8.438 7.377 8.451 7.391


PF�
4 8.533 7.404 8.534 7.410 8.500 7.395 b b


TFA SbF�
6 8.637 7.564 b b 8.756 7.583 b b


PF�
6 8.677 7.584 8.588 7.480 8.494 7.390 b b


PF�
4


b b 8.754 7.650 8.612 7.491 b b


HOAc SbF�
6 8.583 7.485 8.611 7.502 8.620 7.507 b b


PF�
6 8.650 7.505 8.639 7.509 8.702 7.527 b b


PF�
4


b b 8.767 7.553 8.790 7.559 b b


MeOH SbF�
6 8.804 7.565 8.817 7.566 8.800 7.557 b b


PF�
6 8.782 7.563 8.776 7.557 8.817 7.571 b b


PF�
4 8.856 7.611 8.880 7.615 8.907 7.618 b b


Acetone SbF�
6 9.001 7.745 9.015 7.746 8.987 7.727 8.960 7.711


PF�
6 8.924 7.709 8.953 7.726 9.012 7.751 9.040 7.816


PF�
4 8.999 7.749 9.009 7.751 9.047 7.765 b b


DMSO SbF�
6 9.157 7.765 9.169 7.768 9.175 7.758 9.204 7.763


PF�
6 9.136 7.758 9.152 7.756 9.170 7.770 9.184 7.761


PF�
4 9.123 7.765 9.131 7.762 9.175 7.794 9.198 7.788


DMF SbF�
6 9.300 7.908 9.316 7.916 9.319 7.903 9.318 7.893


PF�
6 9.240 7.873 9.268 7.888 9.334 7.931 9.289 7.892


PF�
4 9.257 7.907 9.248 7.904 9.312 7.937 9.356 7.932


Benzene SbF�
6


b b b b b b 7.935 6.678
PF�


6
b b b b b b 8.261 6.855


PF�
4


b b b b b b b b


CDCl3 SbF�
6


b b b b 8.460 7.315 8.444 7.330
PF�


6 8.347 7.299 b b 8.588 7.324 8.517 7.321
PF�


4
b b b b 8.803 7.372 8.892 7.388


a AN, acetonitrile; TFA, trifluoroacetic acid; HOAc, acetic acid; MeOH, methanol; DMSO, dimethyl sulfoxide; DMF, dimethyl formamide.
b Insoluble or partially soluble in the deuterated solvent.
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1,3-Dibutylimidazolium hexafluoroantimonate
(compound 4). The percentage yield of a pale-yellow
liquid product was 98.6%. 1H NMR (CDCl3): � 10.50
(s,1H), 7.97 (d, 2H, J¼ 1.59 Hz), 4.47 (t, 4H, J¼
7.33 Hz), 1.95 (q, 4H, J¼ 7.45 Hz), 1.38(q, 4H, J¼
7.57 Hz), 0.95(t, 6H, J¼ 7.3 Hz). IR (NaCl): 3150, 3010,
2940, 1260, 735 cm�1. Anal calc. for C11H21N2SbF6


(417.051): C 31.67, H 5.07, N 6.71; found C 31.62,
H 5.00, N 6.64.


1,3-Dibutylimidazolium hexafluorophosphate
(compound 5). The percentage yield of a pale-yellow
liquid product was 96%. 1H NMR (CDCl3): � 8.58 (s,1H),
7.31 (d, 2H, J¼ 1.71 Hz), 4.17 (t, 4H, J¼ 7.33 Hz), 1.85
(q, 4H, J¼ 7.57 Hz), 1.35(q, 4H, J¼ 7.69 Hz), 0.94(t, 6H,
J¼ 7.33 Hz). IR (NaCl): 3180, 3050, 2960, 1550, 1260,
850, 725 cm�1.


1,3-Dibutylimidazolium tetrafluoroborate (compo-
und 6). The percentage yield of a pale-yellow liquid
product was 70%. 1H NMR (CDCl3): � 9.05 (s,1H), 7.33
(s, 2H), 4.21 (t, 4H, J¼ 7.39 Hz), 1.86 (q, 4H, J¼
7.56 Hz), 1.35(q, 4H, J¼ 7.56 Hz), 0.94(t, 6H, J¼
6.36 Hz). IR (NaCl): 3010, 2950, 1260, 1090,
725 cm�1. Anal calc. for C11H21N2BF4 (268.106): C
49.27, H 7.89, N 10.44; found C 48.32, H 7.89, N 10.18.


1,3-Dioctylimidazolium hexafluoroantimonate
(compound 7). The percentage yield a pale-yellow
liquid product was 96.4%. 1H NMR (CDCl3): � 9.01
(s,1H), 7.32 (d, 2H J¼ 1.59 Hz), 4.22 (t, 4H,
J¼ 7.45 Hz), 1.89 (q, 4H, J¼ 7.20 Hz), 1.30(m, 24H),
0.87(t, 6H, J¼ 6.96 Hz). IR (NaCl): 3140, 3000, 2975,
2350, 1270, 740 cm�1. Anal calc. for C19H37N2SbF6


(529.267): C 43.11, H 7.04, N 5.29; found C 45.03, H
7.46, N 5.56.


1,3-Dioctylimidazolium hexafluorophosphate
(compound 8). The percentage yield of a pale-yellow
liquid product was 98.8%. 1H NMR (CDCl3): � 9.25
(s,1H), 7.32 (d, 2H J¼ 1.34 Hz), 4.22 (t, 4H,


J¼ 7.45 Hz), 1.89 (q, 4H, J¼ 7.20 Hz), 1.30 (m, 24H),
0.87 (t, 6H, J¼ 6.96 Hz). IR (NaCl): 3050, 2990, 2900,
2260, 1410, 1260, 720 cm�1.


1,3-Dioctylimidazolium tetrafluoroborate (com-
pound 9). The percentage yield of a pale-yellow liquid
product was 96%. 1H NMR (CDCl3): � 10.37 (s,1H), 7.31
(d, 2H J¼ 1.59 Hz), 4.35 (t, 4H, J¼ 7.44 Hz), 1.94 (q,
4H, J¼ 7.20 Hz), 1.30 (m, 24H), 0.87 (t, 6H,
J¼ 6.83 Hz). IR (NaCl): 3140, 3000, 2970, 2940, 1270,
735 cm�1. Anal calc. for C19H37N2BF4 (380.32): C
60.00, H 9.80, N 7.36; found C 53.82, H 9.16, N 6.66.


1,3-Dihexadecylimidazolium hexafluoroantimo-
nate (compound 10). The percentage yield of a white
solid product was 98.6% m.p.¼ 62–64 �C. 1H NMR
(CDCl3): � 8.57 (s,1H), 7.26 (s, 2H), 4.17 (t, 4H,
J¼ 7.47 Hz), 1.87 (q, 4H, J¼ 7.32 Hz), 1.25 (m, 52H),
0.87 (t, 6H, J¼ 6.84 Hz). IR (NaCl): 3055, 2935, 2890,
1260, 728 cm�1. Anal calc. for C35H69N2SbF6 (753.699):
C 55.77, H 9.22, N 3.71; found C 56.18, H 9.21, N 3.71.


1,3-Dihexadecylimidazolium hexafluorophosphate
(compound 11). The percentage yield of a white
solid product was 96% and m.p.¼ 70–73 �C. 1H NMR
(CDCl3): � 8.67 (s,1H), 7.26 (d, 2H, 1.59), 4.14 (t, 4H,
J¼ 7.47 Hz), 1.86 (q, 4H, J¼ 7.08), 1.25 (m, 52H), 0.87
(t, 6H, J¼ 6.84). IR (NaCl): 3100, 2920, 2875, 1270, 850,
730 cm�1. Anal calc. for C35H69N2PF6 (662.91): C 63.41,
H 10.49, N 4.22; found C 63.65, H 10.48, N 4.06.


1,3-Dihexadecylimidazolium tetrafluoroborate
(compound 12). The percentage yield of a light-yellow
solid product was 70% and m.p.¼ 67–70 �C. 1H NMR
(CDCl3): � 9.69 (s,1H), 7.31 (d, 2H, J¼ 1.34 Hz), 4.27 (t,
4H, J¼ 7.33 Hz), 1.90 (q, 4H, J¼ 7.32), 1.25 (m, 52H),
0.87 (t, 6H, J¼ 6.84 Hz). IR (NaCl): 3060, 2933, 2875,
2300, 1250, 730 cm�1. Anal calc. for C35H69N2BF4


(604.754): C 69.51, H 11.50, N 4.63; found C 68.55, H
11.18, N 4.38.


Table 2. Statistics for the correlation equations (y¼mxþ c), which show the relationships between the chemical shifts for the
aromatic hydrogens of different substituted imidazolium salts, the structures of the imidazolium salts are shown in Fig. 1


Entry R X� y x m (slope) c R n SD


1 C2H5 SbF�
6 �H2 �H5 1.71 �4.23 0.961 7 0.0693


2 C2H5 PF�
6 �H2 �H5 1.62 �3.49 0.968 8 0.0604


3 C2H5 BF�
4 �H2 �H5 1.45 �2.20 0.982 5 0.0434


4 C4H9 SbF�
6 �H2 �H5 1.69 �3.99 0.988 6 0.0577


5 C4H9 PF�
6 �H2 �H5 1.69 � 4.01 0.971 7 0.0529


6 C4H9 BF�
4 �H2 �H5 1.47 � 2.35 0.924 7 0.0740


7 C8H17 SbF�
6 �H2 �H5 1.61 �4.40 0.974 7 0.0560


8 C8H17 PF�
6 �H2 �H5 1.61 � 3.45 0.993 8 0.0487


9 C8H17 BF�
4 �H2 �H5 1.46 � 2.28 0.989 8 0.0496


10 C16H33 SbF�
6 �H2 �H5 1.17 0.02 0.929 6 0.1587


11 C16H33 PF�
6 �H2 �H5 1.03 1.06 0.941 6 0.1642


12 C16H33 BF�
4 �H2 �H5 0.83 2.72 0.996 3 0.0277
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RESULTS AND DISCUSSION


The 1H NMR chemical shifts of the aromatic protons
of 12 ionic salts, where the symmetrical imidazolium
cations contain alkyl side-chains of different lengths
(Fig. 1), were determined in different deuterated solvents
and the results are shown in Table 1. Owing to the limited
or lack of solubility of the ionic salts investigated in
deuterated water, they were not included in this study.12


It is known that the chemical shifts of the imidazolium
ring protons are dependent on the nature of the anion and
the concentration of the salt, and that the H2 proton is the
most sensitive compared with the H4 and H5 protons.13


As a result, the extent of interactions involving acidic
hydrogens and basic solvents14 influences the chemical
shifts of the hydrogen. The chemical shifts of acidic
hydrogens that are involved in such interactions are
further downfield than hydrogens that are not.15 Because
the change in chemical shifts can be used to assess
the nature of such interactions, the chemical shifts of the
protons of the various imidazolium salts were determined
in different deuterated solvents at the same concentration
and temperature. From the results shown in Table 1 it is
obvious that the chemical shifts of the aromatic hydro-
gens are solvent dependent and that they vary as a
function of the nature of the anion and the length of the
alkyl side-chain bonded to the imidizolium cation.


Recently, we have utilized the relationship y¼mxþ c
(where y and x are the chemical shifts of any two
hydrogens of the imidazolium cation, m is the slope
and c is the intercept) to estimate the sensitivity of the
interaction between the aromatic hydrogens and the
solvent medium.16 Relationships that give slopes of unity
imply that the environments of the hydrogens being
considered (as measured by the chemical shifts) are
similar, whereas non-unity slopes imply that the environ-
ments of the hydrogens being considered are different. A
large slope implies that one of the hydrogens being
considered is more sensitive to changes in the solvent
environment than the other hydrogen. Because the che-
mical shifts of H4 and H5 are the same, the relationships
for H2/H4 are the same as for H2/H5; the statistics for the
relationships between the imidazolium protons of this
study are shown in Table 2. For these relationships, a
standard deviation of < 0.1642 and 0.996>R> 0.924
were obtained. It is obvious from the slopes shown in
Table 1 that they vary both as a function of the nature of


the side-chains and also of the anions of the salts
examined.


Solvation effects


From Table 2, the slopes are larger for the SbF�
6 and PF�


6


salts compared with those of BF�
4 salts. The interaction


between the larger, more polarizable PF�
6 and SbF�


6


anions and H2 (relative to H4 and H5) is not as great as
that involving the less polarizable BF�


4 anion. Because
H2 is bonded to a carbon that is situated between two
electronegative nitrogen atoms, it will be the most sensi-
tive to interactions involving the anions in different
solvent environments. As a result, the SbF�


6 and PF�
6


salts are better hydrogen-bond acceptors than the BF�
4


salts. This observation is consistent with that reported for
1-butyl-3-methylimidazolium salts.16,17 Another factor
that affects the solvation of compounds is solvent polar-
ity, and various descriptors have been developed from
thermodynamic and spectroscopic data to evaluate this
effect.18 Preliminary analysis of the NMR data shown in
Table 1 using the solvatochromic parameters19 in multi-
linear relationships shows that the solvent dipolarity/
polarizability property plays a greater role in solvation
of SbF�


6 salts compared with BF�
4 salts. (From multi-


linear relationships involving the solvents’ dipolarity/
polarizability (�*), hydrogen-bond acidity (�) and hydro-
gen-bond basicity (�) with chemical shift variations, a
larger slope was observed for �* for SbF�


6 salts compared
with BF�


4 salts.) A detailed linear solvation energy
relationship (LSER) analysis is presently being carried
out in our laboratory to understand better the nature of the
solvation of these salts.


Preliminary concentration- and temperature-depen-
dence studies of these compounds carried out in our
laboratory show that the dependence of the chemical shift
of H2 on the concentration of the salt is not significant; but
as the temperature varies the chemical shift of H2 varies
also. For example, the chemical shift of H2 of compound
1 in DMF moves upfield by 0.17 ppm over the temperature
range 0–120 �C. These results suggest that intermolecular
hydrogen bonding involving these compounds is not
significant, but the interaction involving the cation and
the anion is temperature dependent.


Because the slopes for compounds 10, 11 and 12 are
similar and close to unity, the implication is that the
average environment of H2 and H4/H5 for these salts is
similar. Aggregation and �-stacking of these molecules
with longer side-chains could give rise to the similarity of
the environment experienced by all the hydrogens of the
hexadecyl salts. Similar stacking has been used to explain
the intramolecular interactions that exist for molten
salts.20 The slopes for all the compounds are greater
than unity, except compound 12, which has a slope of
slightly less than unity. From Table 2, compound 12 is not
soluble in a wide selection of solvents, hence the value of


Figure 1. Ionic salts; R and X� are shown in Table 1
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0.83 for the slope (which was derived from three data
points) may not be as reliable as those determined for the
other compounds.


CONCLUSION


There is competition for the interaction of aromatic
hydrogens of imidazolium salts for the solvent molecules
and the anions. There is an observable difference between
the interaction involving the more polarizible PF�


6 and
SbF�


6 anions with H2 compared with the interaction with
the harder BF�


4 anion. A strong interaction between the
anion and the hydrogens results in reduced interaction of
the hydrogens with the solvent molecules. For imidazo-
lium salts that have long hydrophobic side-chains in
positions 1 and 3, the interaction between the solvent or
the counter-anion and the aromatic hydrogens is much
less than that experienced by imidazolium salts where the
side-chains are short and less hydrophobic. For imidazo-
lium salts that have C16H33 substituents, the interaction
between H2 and the solvents is similar to that of H4 and
H5, which may be caused by aggregation among these
compounds.
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ABSTRACT: The reaction of copper metal with various substituted benzyl chlorides in dimethylformamide
was studied. The kinetic and thermodynamic parameters of the reaction was clarified. Hammett plots of log(k/k0)
vs the substituent constant � gave a good correlation (�¼ 0.43, S�¼ 0.05, r¼ 0.960). The structure of the organic
group has little effect on the rate of reaction of substituted benzyl chlorides with copper. In the absence of atmospheric
oxygen, the oxidative dissolution of copper proceeded via a single-electron transfer mechanism with formation of
1,2-diphenylethanes and copper(I) complexes. The stereochemistry and intermediate compound were also studied.
The reaction mechanism is discussed. Copyright # 2005 John Wiley & Sons, Ltd.
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INTRODUCTION


Ullmann chemistry along with copper-catalyzed cross-
coupling1,2 serves well for CN, CS, CO, CC and some
other bond formation reactions.3–5 Classical Ullmann
coupling has proved to be of general synthetic utility
for forming both symmetric and asymmetric biaryls. The
reaction has been well studied and its mechanism has
been investigated.6 The mechanism of the reactions of
copper metal with organic halides, which are character-
ized by low energies of cleavage of the carbon–halogen
bond, remains obscure.


The present paper expands classical Ullmann coupling
in the area of alkyl halides as initial reagents. The
kinetics and mechanism of the reaction of copper with
substituted benzyl chlorides in the presence of dimethyl-
formamide (DMF) were studied in detail. This work
provides sufficient evidence that excludes the occurrence
of many transition states expected in the rate-limiting
step of the reaction of substituted benzyl chlorides with
copper.


EXPERIMENTAL


Equipment and analytical measurements


1H NMR spectra were recorded on a Jeol LTD FX-90 Q
spectrometer using 25–30% solutions in CDCl3.
Chemical shifts are given in ppm relative to tetramethyl-
silane as internal standard. The accuracy of chemical
shifts was � 0.01 ppm.


Elemental analyses were carried out on a ‘Carlo Erba
1100’ equipment according to standard procedures.


ESR spectra were recorded at 77 K on a Radiopan
radiospectrometer in films of copper co-condensates with
benzyl chloride and DMF (1:50:50) according to the
literature7 at a frequency of 9 GHz without saturation
and amplitude broadening.


Low-frequency IR spectra were measured on a Perkin-
Elmer 325 spectrophotometer; the samples were prepared
as suspensions in mineral (vaseline) oil.


The purity of the initial substances was monitored and
the quantitative analysis of organic reaction products was
carried out using gas chromatography (GC). The condi-
tions of GC analysis have been described previously.8


The reaction products were isolated by preparative
liquid chromatography (LC) on a Tsvet-304 chromato-
graph equipped with a UV detector (254 nm) using a
steel column (250� 4 mm i.d.); Silasorb 600 of particle
size 15–25mm) (Chemapol, Czech Republic) was used as
the sorbent; hexane–diethyl ether (5:1) was used as the
eluent.
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Organic reaction products were analyzed on a Hewlett-
Packard GC–MS instrument (HP 5972 mass-selective
detector and HP 5890 gas chromatograph) using a capil-
lary column (30 m� 0.25 mm i.d.) with a diphenyl (5%)
stationary phase supported on polydimethylsiloxane.
The column temperature was 40–250 �C; the heating
rate was 30 �C min�1. Helium was used as the carrier
gas (at a flow-rate of 1 ml min�1). The injector tempera-
ture was 250 �C and the detector temperature was 280 �C.


Specific polarized light plane rotation was measured on
an A-1 EPO automatic polarimeter (�¼ 0.01�).


Inorganic reaction products [Cu(I) and Cu(II) cations]
were determined by ion chromatography on a Tsvet-
3006 chromatograph by using Diacat-3 columns (150�
3 mm i.d.) (Elsiko, Moscow, Russia). An aqueous 4 mM


ethylenediamine, 5 mM citric acid and 5 mM tartaric
acid solution was used as the eluent at a flow-rate of
15 ml min�1. The sample volume was 100ml (after
1:1000 dilution with water).


Reagents


Copper powder of >99.99% purity was prepared by the
reduction of CuSO4 (analytical grade) with magnesium
powder (MP-1, Khlorvinil, Ukraine) in oxygen-free argon.


A copper wire covered with a varnish film (GOST
7262-54, Russia; Cu content 99.99%) 0.2 mm in diameter
was held in DMF for 24 h. Just before the experiment, the
sample was mechanically purified to remove the swollen
insulating film, exposed to concentrated nitric acid for
5–10 s and washed with water, acetone and DMF. The
entire operation was carried out in oxygen-free argon.


All organic compounds were obtained commercially.
The purity of commercial samples (Aldrich Chemical) of
benzyl chloride, 3-methylbenzyl chloride, 4-methylben-
zyl chloride, 3-methoxybenzyl chloride, 4-fluorobenzyl
chloride, 3-fluorobenzyl chloride, 3-chlorobenzyl chlor-
ide, 4-methoxybenzyl chloride and 4-chlorobenzyl
chloride was checked by GC. Compounds which con-
tained toluene or were <99% pure were purified by low-
temperature fractional recrystallization or by fractional
distillation in the case of liquids or by recrystallization
from ethanol in the case of solids.


Synthesis of (þ )-(R)-1-chloro-1-phenylethane was
carried out by interaction of (�)-(S)-1-phenylethanol
with POCl3 in the presence of pyridine in pentane. Yield
76%; b.p. 80–81 �C/17 mmHg, [�]D


25 þ94.1� (l¼ 1). Lit.
data: b.p. 78–82 �C/17 mmHg, [�]D


25 þ125.4� (l¼ 1,
100%).9 1H NMR (CDCl3): �1.68 (d, 3H, CH3), 4.86
(dd, 1H, CH), 7.14 (m, 5H, Ph).


Synthesis of (�)-(S)-1-phenylethanol was carried out as
described in the literature.10,11 Yield 55%; b.p. 94–95 �C/
14 mmHg, [�]D


25 �37.65� (l¼ 1). Lit. data: b.p. 94–
95 �C/14 mmHg, [�]D


25 �44.2� (l¼ 1).11 1H NMR
(CDCl3): � 1.21 (d, 3H, CH3), 3.78 (q, 1H, CH), 7.06
(m, 5H, Ph).


Synthesis of gaseous DCl was carried out by interac-
tion of sulfuric acid-d2 (Aldrich Chemical, 98%) with
NaCl in the presence of DCl (37% solution in D2O;
Aldrich Chemical).


3-Methylpyridine (Janssen) was dried with fused KOH
and distilled twice over KOH in an inert gas atmosphere;
b.p. 143.7–144 �C; nD


20¼ 1.5067 (lit.12 b.p. 144.0 �C;
nD


20¼ 1.5068).
All solvents were purified according to standard pro-


cedures.13 They were freed from dissolved gases by
repeatedly freezing and thawing at reduced pressure
and stored in ampoules in the absence of air.


Reaction of benzyl chloride with copper;
general procedure


A 1 g portion of Cu powder was dissolved in 10 ml of
DMF and 5 ml of benzyl chloride in an argon atmosphere
at 70 �C. After 5 h, the white precipitate formed (which
rapidly became green in air) was filtered off in an atmo-
sphere of oxygen-free argon. Recrystallization from
3-MePy yielded 4.90 g (83%) of yellow crystals of tris-
3-methylpyridine copper(I) chloride [Cu(3-MePy)3Cl],
which were stable in air.14 Analysis: C18H21N3CuCl
calculated, Cu 16.49, Cl 9.37, C 57.14, H 5.59, N
11.10; found, Cu 16.50, Cl 9.32, C 56.88, H 5.68, N
11.06%. IR (mineral oil), �¼ 475 (m, Cu–N), 420 (w,
Cu–N), 350 (s, Cu–N), 320 (s, Cu–Cl), 292 (s, Cu–Cl),
230 (vs Cu–N) cm�1.


Organic products of reaction were extracted with
diethyl ether (20 ml). The residues of benzyl chloride
and DMF, and also 1,2-diphenylethane and 4,40-di-
methylbiphenyl, were detected in the ether solution.
The isolated yield of 1,2-diphenylethane was 1.37 g
(96%); m.p. 51–52 �C (lit.15 m.p. 51–52 �C). 1H NMR
(CDCl3): �¼ 2.82 (s, 4H, CH2), 7.02 (m, 10H, Ph.) ppm.
MS (EI, 70 eV): calculated m/z 182.11 (M); found 182
[M]þ (23), 91 [M/2]þ (100).


4,40-Dimethylbiphenyl, MS (EI, 70 eV): calculated m/z
182.11 (M), found 182 [M]þ (100), 167 [M�CH3]þ (56),
152 [M�2CH3]þ (15).


Study of the reaction kinetics


The reactions of copper with nine benzyl chlorides in
DMF were studied by the resistometric method16 accord-
ing to the published procedure17 in an atmosphere of
water-free argon freed from oxygen. The reaction ki-
netics were studied by monitoring the electrical resis-
tance of species during experiments. Species were copper
wire (diameter 0.2 mm and length 100 mm). Conse-
quently, an increase in electrical resistance reflects a
decrease in the thickness of the wire.


To obtain kinetic and thermodynamic parameters of the
process, three series of experiments were carried out. The
first was carried out at initial CRCl¼ 0.5 mol l�1 with
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initial CDMF varied from 0.2 to 7 mol l�1 (Fig. 1, curve 1).
The second series was realized at initial CDMF¼
0.5 mol l�1 with initial CRCl varied from 0.2 to 7 mol l�1


(Fig. 1, curve 2). We performed the third series at initial
CDMF¼ 2 mol l�1 with initial CRCl varied from 0.2 to
7 mol l�1 (Fig. 1, curve 3).


Benzene was used as a neutral solvent for the determi-
nation of the kinetic characteristics of the reaction of
copper with benzyl chloride in the presence of DMF.18


The reaction was studied in the kinetic mode, as
evidenced by the independence of the rate of copper
dissolution in the test media from the rate of stirring.


Reaction of copper with benzyl chloride and DMF
at low temperature


Co-condensation of copper with benzyl chloride
and DMF. Studies of the low-temperature reaction of
copper with benzyl chloride were carried out in a vacuum
apparatus similar to that reported previously.19 The
reagents were evaporated in an evacuated (10�4 mmHg)
reactor (10 l) and condensed on the surface cooled with
liquid N2. Copper vapor was prepared by evaporating
the purified metal from a corundum crucible at 1400–
1440 K.20 The rate of evaporation of Cu was 0.2 mmol
min�1. Benzyl chloride and DMF were evaporated at
273–308 K (DMF:PhCH2Cl:Cu¼ 0–10:10:1). The dura-
tion of co-condensation was 2–4 h.


Acidolysis of reaction products at 160K. After
completion of co-condensation of copper with benzyl
chloride and DMF, the samples were heated to 160 K,
kept at this temperature for 20 min and then cooled to
77 K. DCl (50 g) condensed on their surfaces. Evacuation
was then terminated and the reactor was filled with dry,


pure Ar (760 mmHg). The samples were heated to 160 K
(at this temperature the film melted and decolorized) and
kept at this temperature for 20 min. The excess of DCl
was removed at 190–200 K (100 mmHg). The reaction
mixtures were heated to 298 K. Reaction products were
isolated by preparative LC.


Acidolysis of reaction products at 298K. Once co-
condensation of copper with benzyl chloride and DMF
was completed, evacuation was terminated and the re-
actor was filled with dry, pure Ar (760 mmHg). The
samples were heated to 298 K. At this temperature
the film melted and decolorized. The reaction mixtures
were treated with a 1% solution of DCl in D2O (99.5 at.%
D, Aldrich Chemical) at 298 K in pure, dry Ar. The liquid
phase was analyzed by GC. The reaction products were
isolated by preparative LC.


Stereochemistry


The co-condensation of (þ )-(R)-1-chloro-1-pheny-
lethane and DMF with copper (10:10:1) was carried out
according to co-condensation of copper with benzyl
chloride and DMF. Acidolyses of products at 160 and
298 K were similar to those of the products in the case of
unsubstituted benzyl chloride.


The reaction products were as follows.
(þ )-(S)-1-Phenylethane-1D (1). B.p. 135–136 �C,


nD
20¼ 1.4954, [�]D


20 þ0.05 (l¼ 0.1). 1H NMR
(CDCl3): � 1.23 (d, 3H, CH3), 2.62 (q, 1H, CH), 7.20
(m, 5H, Ph.) ppm. Lit. data: b.p. 135–136 �C, nD


20¼
1.4919,21 [�]D


20 þ0.81 (l¼ 0.1).22


Mixture of (RS)-1-phenylethane-1D and phenylethane
(1 and 4), 1:1. 1H NMR (CDCl3): � 1.20 (d, 3H, CH3)
50%, 1.24 (t, 3H, CH3) 50%, 2.62 (q, 1H, CH) 50%, 2.66
(m, 2H, CH2) 50%, 7.19 (m, 5H, Ph.) ppm.


(RR,SS)-2,3-Diphenylbutane (2). B.p. 130–132 �C/
7 mmHg, nD


20¼ 1.5557. 1H NMR (CDCl3): �¼ 1.17 (d,
6H, 2CH3), 2.76 (m, 2H, CHCH), 7.24 (m, 10H, 2Ph.)
ppm. Lit. data: b.p. 130–132 �C/7 mmHg,21 nD


20¼
1.5557.22


(RS,RS)-2,3-Diphenylbutane (3). B.p. 144–149 �C/
12 mmHg, m.p. 126–127 �C. 1H NMR (CDCl3): � 1.03
(d, 6H, 2CH3), 2.75 (m, 2H, CHCH), 7.24 (m, 10H, 2Ph)
ppm. Lit. data: b.p. 144–149 �C/12 mmHg,21 m.p. 126–
127 �C.22


Identification of radical species in solution


The reaction in the presence of a radical trap was studied
similarly to the general procedure. Dicyclohexyldeuter-
ophosphine (DCPD) was used as the radical trap.23


The residues of benzyl chloride and DMF, and also 1,2-
diphenylethane and �-deuterotoluene, were detected in
the diethyl ether solutions. Summarizes the yields of
organic reaction products.
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Figure 1. Reaction rate (w) as a function of initial concen-
trations (C) of mixture components in benzene at 353K.
Curve 1: w dependence on CDMF, CRCl¼0.5mol l�1 (the
initial CDMF ranged from 0 to 7mol l�1, at constant initial
CRCl). Curve 2: w dependence on CRCl, CDMF¼0.5mol l�1


(the initial CRCl ranged from 0 to 7mol l�1, at constant CDMF).
Curve 3: w dependence on CRCl, CDMF¼ 2mol l�1 (the initial
CRCl ranged from 0 to 7mol l�1, at constant initial CDMF)
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�-Deuterotoluene, 1H NMR (CDCl3): � 2.32 (m, 2H,
CH2), 7.15 (m, 5H, Ph.) ppm. MS (EI, 70 eV): calculated
m/z 93.07 (M); found 93 [M]þ (100), 92 [M�H]þ (93),
91 [M�D]þ (46), 66 [M�H�C2H2]þ (9), 65
[M�C2H2D]þ (11).


RESULTS AND DISCUSSION


Kinetic studies


The reaction kinetics of the oxidative dissolution of Cu in
the benzyl chloride–DMF system was studied using the
resistometric method. This method provides an opportu-
nity to study various kinetic features of fast heteroge-
neous reactions; it is characterized by high accuracy and
reproducibility of results.18,24


To determine the kinetic characteristics of the process,
the reaction was performed in a neutral solvent, benzene
(DNSbCl5


¼ 0.42 kJ mol�1).19


Figure 1 shows the kinetic curves with maxima. An
increase in the concentration of DMF from 0.5 to
2 mol l�1 did not change the shape of the curves, indicat-
ing the dependence of the reaction rate on the concentra-
tion of benzyl chloride. This indicates that the process
proceeds by the Langmuir–Hinshelwood mechanism
with adsorption of the reagent and solvent at identical
active centers of the metal surface.25


PhCH1Cl þ S Ð
K1 ðPhCH2ClÞS ð1Þ


L þ S Ð
K2 ðLÞS ð2Þ


ðPhCH2ClÞS1 þ ðLÞS2 !k3 products ð3Þ


where L is DMF, K1 and K2 are the equilibrium constants
of benzyl chloride and DMF adsorption, respectively, k3


is the rate constant of the chemical process and S is the


active center at which the adsorption of benzyl chloride
and DMF takes place.


In this case, surface coverages derived from the Lang-
muir isotherms for adsorption of individual components
appear in the rate equation, and an expression for the
reaction rate (w) is given as


w ¼ kK1K2½PhCH2Br�½DMF�
ð1 þ K1½PhCH2Br� þ K2½DMF�Þ2


ð4Þ


where k¼ k3N
2 and N is the number of active centers of


the metal surface at which the adsorption of benzyl
chloride and DMF takes place.


The analysis of the experimental relations (Fig. 1)
using Eqns (1)–(3) allowed the determination of the
equilibrium constants of benzyl chloride and DMF ad-
sorption on the surface of copper (K1 and K2, respec-
tively) and the rate constant k of the chemical reaction.
The study of the reaction kinetics at different tempera-
tures provided EA for the chemical reaction and the
enthalpies and entropies of adsorption of the reactants
on the copper surface. Table 1 summarizes the results.


Comparison of the results with previously published
data21 on the oxidative dissolution of copper in the
I2–DMF system showed that �Hads DMF at the surface
of copper remained almost unchanged (�27.1�
1.7 kJ mol�1) when I2 is substitated for PhCH2Cl,
whereas the corresponding values for an organic halide
changed considerably (from �70� 8 to �24.6�
1.5 kJ mol�1). This indicates the selective adsorption of
a dipolar aprotic solvent, which participates in the reac-
tion, on the surface of copper.


Nechaev’s group have shown that the adsorption of
organic compounds on a metal surface depends on their
ionization potential only.26–29 PhCH2Cl and DMF have
similar ionization potentials and this is why they have
similar �Hads values.


The Langmuir–Hinshelwood scheme for the test pro-
cess suggests that the interaction of adsorbed reactant


Table 1. Kinetic and thermodynamic parameters of the oxidative dissolution of copper in the benzyl chloride–DMF system
calculated using the Langmuir–Hinshelwood mechanism from the adsorption of the reagent and the solvent at identical active
centers of the metal


Parameter k� 105 (g cm�2 min�1) K1 (l mol�1) K2(l mol�1)


T, K 313 0.60� 0.02 0.701� 0.021 0.943� 0.028
318 1.10� 0.03 0.598� 0.018 0.792� 0.024
323 1.90� 0.06 0.527� 0.016 0.662� 0.020
333 5.3� 0.2 0.409� 0.012 0.517� 0.016
343 11.4� 0.3 0.315� 0.009 0.366� 0.011
353 27.1� 0.8 0.235� 0.007 0.290� 0.009


ra 0,999 0,998 0,998
EA (kJ mol�1) 86.6� 5.1
�H �


RCl (kJ mol�1) �24.6� 1.5
�H �


DMF (kJ mol�1) �27.1� 1.7
�S �


RCl (J mol�1 K�1) �81.2� 5.2
�S �


DMF (J mol�1 K�1) �86.8� 5.6


a Sample correlation coefficient.
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molecules with the metal surface, viz. a surface chemical
reaction, is a rate-limiting step of the reaction.


Relative reactivities of nine substituted benzyl chlor-
ides were obtained from the kinetic experiments, as
shown in Table 2.


In Fig. 2, the logarithms of the relative rates are plotted
against Hammett � constants, and a linear relationship
(�¼ 0.43, r¼ 0.960, S�¼ 0.05) is observed. The Hammett
� value obtained here is, however, considerably lower
than the values associated with ionic reactions. The
structure of organic group has little effect on the rate of
reaction of substituted benzyl chlorides with copper and
the differences between rate constants are very small.
This indicates that the polar effect on the abstraction of
chlorine atom is much smaller than in ionic reactions,
although this polar effect is the crucial factor in determin-
ing the relative reactivities.


The Hammett parameters, however are similar to those
reported by Blackburn and Tanner30 (�¼ 0.40, r¼ 0.92,
S�¼ 0.05) for the reaction of tributyltin radical and
benzyl chloride in benzene (Fig. 3). The abstraction of
a chlorine atom from a benzyl chloride by a metal surface
is probably as easy as that by a tributyltin radical. By
comparison, the abstraction of a chlorine atom from
substituted benzyl chlorides by a triethylgermyl radical
has �¼ 0.312.31


Positive � values have also been obtained from kinetic
studies of a number of alkyl radicals, generated in the
presence of a series of substituted toluenes.32–38


Polarographic reductions of organic halides are well
known to be irreversible39,40 and the overall two-electron
transfer process leads to a carbanion, which is subse-
quently protonated:


RHal þ e� ! RHal��


RHal�� ! R� þ Hal�


R� þ e� ! R�


Decomposition of the radical anion is very fast or even
concerted in combination with electron transfer.


The � values calculated from the least-squares slopes
of the �E½ vs �� plots were 0.5 and 0.8 for the series of
benzyl bromides and chlorides, respectively chlorides
(r¼ 0.93, S�¼ 0.10; r¼ 0.96, S�¼ 0.04). The correlation
with � substituent constants gave no correlation (r¼ 0.77,
S�¼ 0.28; r¼ 0.78, S�¼ 0.14).40


To determine the rate-limiting step, nine possible
limiting transition states were considered for the organic
moiety summarized by structures 1–9.41 Here Cu repre-
sents a copper atom of a copper metal surface.


PhCH2Cl (PhCH2Cl) Cu [PhCH2Cl]


PhCH2 PhCH2 PhCH2


1 2 3     


5                64               


7  98


Cu CH2


Ph


Cl (SN2-like) Cl CH2 Ph


Cu


PhCH2Cu


Since � has a significantly positive value, the transition
state does not resemble the starting material, and 1 can be
discarded. The magnitude of � seems too large to be
compatible with physisorption, 2. The sign of � is also
incompatible with an intermediate benzyl cation, 5. Since
the largest � values observed are similar to those for tin
hydride reduction, and considerably smaller than that
estimated for reactions generating benzyl anions
(�¼ 2.8),40 the magnitude of � seems to be too small
for a fully formed benzyl anion, 4. A rate-determining


Table 2. Relative reactivities of substituted benzyl chlorides
towards copper in DMF at 80 �C


Substituent k� 104 �30a k/k0a


m-Cl 3.93� 0.11 0.37 1.45
m-F 3.63� 0.10 0.34 1.34
p-Cl 3.87� 0.11 0.23 1.43
m-OMe 2.92� 0.08 0.12 1.08
p-F 3.14� 0.08 0.06 1.16
H 2.71� 0.08 0 1
m-Me 2.63� 0.08 �0.07 0.97
p-Me 2.46� 0.07 �0.17 0.91
p-OMe 2.01� 0.06 �0.27 0.74


a � is the Hammett substituent constant and k0 is the rate constant for
reaction of copper with unsubstituted benzyl chloride in DMF.
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Figure 2. Hammett plot of log(k/k0) vs substituent constant
�
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Figure 3. Hammett plot of log(k/k0) vs substituent constant
� obtained for reaction of tributyltin radical with benzyl
chlorides30
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step involving an intermediate (9) in which the carbon–
copper bond is partially or fully formed is unlikely, both
because this transition state bears a large negative charge
on carbon and would be expected to show a large value of
� and because the cleavage of the carbon–chlorine bond
appears to be irreversible.


It is more difficult to differentiate between reactions
leading to the three remaining limiting structures, i.e.
electron transfer from copper to benzyl chloride generat-
ing the radical anion 3, chlorine abstraction by copper
forming benzyl radical 6 and insertion of copper directly
into the carbon–chlorine bond of the adsorbed benzyl
chloride, 7, on the basis of the available evidence.


Xi and Bent have shown that the reaction of iodoben-
zene with copper occurs on a metal surface.6,42 Adsorbed
iodobenzene dissociates on Cu(111) to form iodine atoms
and adsorbed phenyl radicals. The authors suggested two
pathways for the reaction mechanism. The first is a low-
coverage, high-temperature pathway with formation of
adsorbed and subsequently coupled phenyl groups
(Scheme 1).6,42


A high-coverage, low-temperature coupling reaction
occurs between adsorbed phenyl radicals and molecular
iodobenzene (Scheme 2).42


The reaction of organic halides with copper is more
complex in the presence of a dipolar aprotic solvent
(Scheme 3).


Copper salts are known to effect homocoupling of iodo
derivatives. In fact, owing to the accessibility of four
oxidation states from 0 to 3þ for copper, this metal can
play several roles in homocoupling processes, and no
external reducing or oxidizing agent is needed.1 Analysis
of reaction mixture by ion chromatography demonstrated


that the samples contained Cuþ but not Cu2þ and Cu3þ


cations. The molar ratio of [CunLmCln] and 1,2-dipheny-
lethane agrees well with Scheme 3.


The formation of 1,2-diphenylethane and 4,40-di-
methylbiphenyl and the absence of 4-benzyl-1-methyl-
benzene among the reaction products indicate that the
reaction proceeds according to the radical mechanism. In
this case, isomerization of benzyl radical occurs only in
the radical pair.43


It is well known that ESR is the most reliable evidence
for the existence of paramagnetic particles as intermedi-
ates in many reactions and is one of the most convenient
methods for their detection.


Our study showed that the ESR spectrum of the co-
condensate of copper with benzyl chloride and DMF
(1:50:50) at 77 K is a triplet of quartets with full width
about 50 G and a g-factor of 2.002� 0.001, aH


CH2
of


16.4� 0.8 G, aH
o of 5.5� 0.5 G and aH


p of 5.5� 0.5 G.
A comparison shows that the ESR spectrum of co-con-
densates of copper with benzyl chloride and DMF coin-
cides with that of the benzyl radical.8,43,44


When the excess of benzyl chloride and DMF (1:1) is
condensed on the compact copper film (the thickness of
the film is about 10�4 mm), the losses of UHF power in the
sample increase owing to increased electroconductivity,
which considerably deteriorates the resolution of the ESR
spectra. Paramagnetic species that appeared in benzyl
chloride-DMF–atomic Cu systems did not differ from
those produced when the compact copper film was formed.


Dicyclohexyldeuterophosphine (DCPD) provides an
opportunity not only for detecting radical intermediates
but also for determining their concentration in solution.23


In the dehalogenation of benzyl chloride with copper in
DMF in the presence of DCPD, the composition of the
reaction products changed depending on the cop-
per:DCPD molar ratio (Table 3). With a copper:DCPD
molar ratio of 1:5, the formation of 1,2-diphenylethane
was not observed (Table 3), but an equivalent amount of
�-deuterotoluene was detected instead (Scheme 4).


I


Cu(111)


>300 K


Cu(111)


170 K


Cu(111)


I
I


Scheme 1


I


Cu(111)Cu(111)Cu(111)


I
I


250 K


I170-200 K
I


170-200 K


I


Scheme 2


[CunLmCln] + PhCH2CH2PhnPhCH2Cl + nCu + mL


+ CH3H3C


<0.1 %


Scheme 3


Table 3. Product composition in the oxidative dissolution of
copper in benzyl chloride–DMF systems in the presence (and
absence) of radical traps


Yield (mol%)
DCPDa: Cu
(mol/mol) PhCH2Db PhCH2CH2Phc


0 0 100
1 63 37
2 78 22
5 100 0


a Impurity of dicyclohexylphospine 1%.
b Impurity of toluene 1%.
c Impurity of 4,40-dimethylbiphenyl <0.1%.


DCPD [CunLmCln] + PhCH2DnPhCH2Cl + nCu + mL


Scheme 4
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where L¼DMF.
Analysis of the reaction products in the presence or


absence of radical traps indicates that the process occurs
by a radical mechanism via mainly formation of benzyl
radical (Scheme 5).


The results of this work indicate that the dehalogena-
tion process occurs at the surface of copper by a radical
mechanism via formation of benzyl radicals. Recombina-
tion and isomerization of the benzyl radicals can proceed
both on a copper surface (A-model) and in solution (D-
model). The ratio between these processes depends on the
ionization potential of the reagents and free radicals.29


At temperatures above 273 K, benzyl cuprates are
known to be thermally unstable, giving the corresponding
homo-coupled products in a significant yield.45 At lower
temperatures, these organocopper compounds have
greater stability but react quickly with benzyl chloride
with formation of corresponding coupled products.45


The low melting-point of DCl made it possible to
detect the reaction products both before (159 K) and after
(298 K) by defrosting of the sample and to observe
organocopper compounds, unstable at 298 K, reacting
with DCl according to the reaction:


PhCH2Cun þ DCl ! PhCH2D þ CuCl þ Cun�1


Hence any organocopper present at the time of the
quenching appears as reduced product, �-deuterotoluene.
The compositions of the reaction products produced by
acidolysis of organocopper compounds obtained by co-
condensation of copper with benzyl chloride are given in
Table 4.


As illustrated in Table 4, DMF stabilizes organocopper
compounds and increases their amount. The slight stabi-
lization of organocopper compounds takes place only at
low temperatures. At 298 K the solvent does not exert any
marked influence on the acidolysis products. The results
obtained made it possible to conclude that a coordinating
solvent stabilizes the formation of organocopper com-
pounds. This conclusion agrees well with previous data.45


We studied the reaction of optically active (þ )-(R)-1-
chloro-1-phenylethane with copper in DMF, hoping to
obtain experimental evidence for optical activity reten-
tion at the asymmetry center in the course of the forma-
tion of organocopper compounds. The main cause of


racemization of organocopper compounds is the stereo-
chemical instability of the C—Cu bond which can arise
just after the formation of organocopper. The configura-
tion of organocopper reagents has to be fixed at the
moment of their formation. This can be achieved by
carrying out this reaction in the presence of deuterium
chloride, which reacts very rapidly with organocopper
compounds.


The co-condensation of copper vapor with (þ )-(R)-1-
chloro-1-phenylethane and DMF (1:10:10), which were
precipitated in the molecular beam mode on the surface
cooled with liquid N2, produced white films. After thaw-
ing (273 K) and treatment of the samples with DCl, the
optically inactive 1-phenylethane-1D (10) and four other
unlabelled hydrocarbons, 11–14, were detected in the
reaction mixtures (Scheme 6).


It is well known that recombination of optically active
1-phenylethyl radicals proceeds within a solvent cage 15
times slower than inversion and leads to partial retention
of configuration in the recombination products.46


The formation of optically inactive 11 and 12 with an
11:12 ratio of 1.03:1 along with 13 and 14 shows that the
reaction occurs according to the radical mechanism and
recombination and disproportination of 1-phenylethyl
radical can proceed after they enter the solution.


The formation of racemic 1-phenylethane-1-D in the
course of the reaction of (þ )-(R)-1-chloro-1-pheny-
lethane with copper strongly supports this theory. It can
proceed by radical pair recombination at a lower rate than
that of 1-phenylethyl radical inversion on the copper
surface within the solvent cage.


Condensation of DCl at 77 K on the surface of the
samples, which were prepared by heating co-condensates
of copper with (þ )-(R)-1-chloro-1-phenylethane and


P


D


+ PhCH2 P + PhCH2D


Scheme 5


Table 4. Composition of reaction products obtained by
acidolysis of the reaction mixtures


Cu:PhCH2Cl:DMF T (K) Yield (%)


PhCH2CH2Pha PhCH2Db


1:10:0 160c 97 3
1:10:0 298d 99 1
1:10:5 160c 92 8
1:10:5 298d 97 3
1:10:10 160c 90 10
1:10:10 298d 97 3


a Impurity of 4,40-dimethylbiphenyl <0.1%.
b Impurity of toluene 1%.
c Gaseous DCl, condensation under vacuum conditions.
d 1% solution of DCl in D2O in pure, dry Ar.


Ph CH CH2Ph CH2 CH3Ph C C Ph
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CH3CH3
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DMF, produced white films. On completion of the DCl
condensation, the samples were heated to 160 K (at this
temperature films melted and were decolorized), kept at
this temperature for 20 min and then heated to 298 K.


The compositions of the reaction products produced by
acidolysis of the samples are given in Table 5.


The optical purity of 1-phenylethane-1D (6� 1%) does
not exceed that for 1-phenylethane recombination within
a solvent cage.


The results obtained suggest that the limiting step in
the course of the reaction of (þ )-(R)-1-chloro-1-pheny-
lethane with copper is a dissociative electron transfer to a
copper surface.


CONCLUSIONS


The results of this work indicate that the dehalogenation
process occurs at the surface of copper by a radical
mechanism via formation of benzyl radicals, which
undergo recombination and isomerization mainly in so-
lution. The reaction occurs via a Langmuir–Hinshelwood
mechanism (adsorption of reagent and solvent takes place
at identical active centers of the metal surface) according
to Scheme 7.


The limiting step of the reaction of benzyl chlorides
with copper is a dissociative electron transfer to a metal
surface. The yield of organocopper compounds depends
on reaction conditions. It has been mentioned already that
at temperatures above 273 K benzyl cuprates decompose
as follows:45


PhCH2Cu ! Ph _CCH2 þ Cu


At lower temperatures these organocopper compounds
have higher stability but react quickly with benzyl chlor-
ide:47


PhCH2Cu þ PhCH2Cl ! PhCH2CH2Ph þ CuCl


Recombination and isomerization of benzyl radicals
proceed mainly in solution according to Scheme 8 (for
X¼H).


The coordination compounds of copper(I) with organic
ligands in solutions form di- or tetramers:48


CuLC1 þ Cun�1Ln�1C1n�1 �! CunLnC1n


CunLnC1n þ ðn� mÞL�! ½CunLmC1n� #


where L¼DMF; 2� n� 4; 2�m� 4.
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ABSTRACT: Optical and x-ray experiments showed the possibility of studying 4-styrylpyridine with a 15-crown-5
ether fragment to bind metal cations through the participation of two centres: the crown ether moiety and the
heterocyclic part. The metal cations studied can be divided into three groups. Alkaline earth metal cations
form complexes with the crown ether centre, Hþ, Co2þ and Cd2þ prefer coordination with the N-atom of heterocyclic
part and Hg2þ cations form complexes through coordination with both binding centres. Copyright # 2005 John Wiley
& Sons, Ltd.


KEYWORDS: 4-styrylpyridine; 15-crown-5 ether; ditopic complex formation; alkaline earth metal cations; heavy metal


cations; supramolecular assembly; UV–visible spectroscopy; fluorescence; x-ray analysis


INTRODUCTION


Fluorescent molecules linked to the complexing group
are very promising systems for ion analysis in industry,
biochemistry and environmental monitoring.1–10 The
crown ethers are well-known complexing fragments in
fluoroionophores.11–20 They possess the possibility of
structural variety to achieve selectivity and sensitivity
in metal ion analysis.


It is known that 4-styrylpyridine can form complexes
with salts of Cu2þ, Co2þ, Cd2þ and Zn2þ through
coordination of the metal cations with the N-atom of
the heterocyclic part.21,22 The composition of the com-
plexes of substituted pyridine depends on the structure of
the substituent. Thus, for 4-methylpyridine (MePy) the
complex Co(MePy)4 was found23 and 4-styrylpyridine
(StyPy) is able to form the complex Co(StyPy)3.


The combination of 4-styrylpyridine with a crown
ether results in the formation of the ditopic receptor 1
(Scheme 1). The 15-crown-5 ether can bind with alkaline
earth metal cations, whereas the pyridine part binds
transition and heavy metal cations. In this study, the


ditopic complex formation of 1 with different types of
metal cations (Mg2þ, Ba2þ, Cd2þ, Co2þ, Hg2þ) and the
effect of complex formation on the optical characteristics
of molecule were analyzed in details.


RESULTS AND DISCUSSION


UV and NMR spectroscopy studies


It has been found the E-isomer of 1 has strong electronic
transitions in the near-UV region, as shown in Fig. 1. The
addition of alkaline earth metal (Mg, Ba) perchlorates to
a solution of 1 in MeCN resulted in hypsochromic shifts
of the long-wavelength absorption band and a hypso-
chromic shift of the fluorescence band, which are evi-
dently due to the formation of complexes of alkaline earth
metal cations with crown ether fragment of molecule
(Scheme 2, Table 1).


The equilibrium constants for complex formation of
1 with Mg2þ, Ba2þ, Hþ, Cd2þ and Hg2þ were calculated
from the absorption spectra of solutions at constant
ligand concentration and varying of metal perchlorate
concentrations using the HYPERQUAD program.24 Four
equilibria were taken into account:


L þ M Ð
K11


LM


2L þ M Ð
K21


L2M
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2L þ 2M Ð
K22


L2M2


2L þ 3M Ð
K23


L2M3


As one can conclude from the data in Table 1 for 1,
Mg2þ cation forms an inclusion complex [1�Mg2þ] and
its stability is usual for this type of crown ether fragment.
The addition of Mg2þ cations to the dye solution causes a
downfield shift of the proton signals in the NMR spec-
trum of 1 (Table 2). The most pronounced changes were
found for the proton signals of the methylene groups of
the crown ether fragment.


In the case of Ba2þ, the sandwich complex formed
possesses high stability. According to the NMR study, the
molecules of dye are arranged in a ‘head-to-head’ stack in
the sandwich complex [12�Ba2þ] (Scheme 2, Table 2).
This conclusion was drawn based on upfield shifts of
aromatic proton signals in the sandwich complex in


comparison with the free ligand (Table 2). The changes
in NMR spectra can arise as a result of ring-current
effects from the adjacent conjugated molecules.


The addition of HClO4 to a solution of 1 in MeCN
resulted in the perchlorate salt of 1, whose long-wave-
length absorption band is bathochromically shifted rela-
tively to free ligand 1 (Scheme 3, Figure 2).


The addition of Cd2þ or Hg2þ perchlorates to the
ligand 1 solutions in MeCN leads to changes in UV
spectrum similar to those observed in the case of proton
addition. Several types of complexes of 1 with Cd2þ or
Hg2þ perchlorates were found. The stability constants of
complexes are indicated in Table 1 and the UV and
emission spectra are shown in Figs 3 and 4. The forma-
tion of complexes [12�Cd2þ] and [12�Hg2þ] takes place
through the interaction of metal cations with the hetero-
cyclic part of 1. Additional support for the coordination
of metal cations through the heterocyclic part of 1 was
found from an NMR study. As one can see from the data
in Table 2, the addition of the Cd2þ to the 1 solution in
CD3CN causes changes in the position of the proton
signals of the aromatic part, whereas the position of the
methylene proton signals remains practically unchanged.


At high concentration of Cd2þ, the formation of com-
plex [1�Cd2þ] was observed (Scheme 4). The formation
of this complex is accompanied by an additional bath-
ochromic shift of the long-wavelength absorption band.
Presumably the interaction of Cd2þ with the only
pyridine residue results in a more pronounced influence
of the cation on the electronic structure of the complex.
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Figure 1. Absorption (1–3) and fluorescence (10–30) spectra
of dye 1 as free ligand (1, 10) and as complexes with Mg2þ


and Ba2þ. All spectra were recorded in MeCN at [1]¼ 1.2�
10�4


M, [Mg2þ]¼2.4� 10�4
M (2, 20), [Ba2þ]¼2.4� 10�4
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Table 1. Steady-state absorption data and stability con-
stants for 1 and its complexes with Mg2þ, Ba2þ, Cd2þ,
Hg2þ and Hþ in MeCN


"� 10�4


�abs (l mol�1


Compound (nm) cm�1) LogK


1 330 2.53
1�Mg2þ 317 2.60 LogK11¼ 5.98� 0.01
12�Ba2þ 319 4.66 LogK21¼ 10.62� 0.04
1�Cd2þ 355 2.55 LogK11¼ 4.21� 0.06
12�Cd2þ 355 — LogK21¼ 8.93� 0.14
12�Hg2þ 383 5.77 LogK21¼ 13.49� 0.28
12�(Hg2þ)2 370 — LogK22¼ 16.20� 0.33
12�(Hg2þ)3 376 5.46 LogK23¼ 18.19� 0.34
(12�Hg2þ)2�Ba2þ 375 7.61 LogK421¼ 37.45� 0.09
(12�Hg2þ)2�(Ba2þ)2 358 9.65 LogK422¼ 41.86� 0.09
1�Hþ 400 2.48 LogK11> 7


SUPRAMOLECULAR ASSEMBLIES OF CROWN-CONTAINING 4-STYRYLPYRIDINE 1033


Copyright # 2005 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2005; 18: 1032–1041







More complicated complex formation was found for 1
with Hg2þ cations. First the complex [12�Hg2þ] was
formed on addition of Hg2þ to a solution of 1. The
formation of the complex [12�Hg2þ] is accompanied by
a bathochromic shift of the long-wavelength absorption
band in comparison with pure ligand 1. On increasing the
Hg2þ concentration, a hypsochromic shift of the long-


wavelength absorption band was observed, obviously
due to the interaction of Hg2þ cations with the crown
ether moiety (Fig. 4). The formation of complexes
[12�Hg2þ


2 ], [12�Hg2þ
3 ] and then [1�Hg2þ


2 ] could be expec-
ted (Scheme 5). It is hardly possible to calculate the
values of the stability constants for all these complexes
from spectrophotometric titration data. In fact, only the
stability constants of complexes [12�Hg2þ


2 ] and [12�Hg2þ
3 ]


were determined with relatively low accuracy (Table 1).
Finally, we prepared mixed complexes when barium


perchlorate was added to the solution of complex
[12�Hg2þ]. The long-wavelength absorption band of
mixed complexes is shifted to the short-wavelength


Table 2. Proton chemical shifts of ligand 1a and its complexes with Mg(ClO4)2 (25 �C), Ba(ClO4)2 (60 �C) and Cd(ClO4)2 (25 �C)
in CD3CN


�H (ppm) (aromatic part)
1:M2þ


Compound ratio H-2,6 H-3,5 H-a H-b H-20 H-50 H-60


1 8.50 7.52 7.38 7.05 7.23 6.96 7.15
1�Mg2þ 1:2 8.51 7.63 7.51 7.17 7.40 7.22 7.40
��Mg


b 0.01 0.11 0.13 0.12 0.17 0.26 0.25
12�Ba2þ 2:1 8.39 7.27 7.22 6.92 6.86 6.88 7.19
��Ba


b �0.11 �0.25 �0.16 �0.13 �0.37 �0.08 0.04
12�Cd2þ 8.58 7.68 7.48 7.09 7.28 6.99 7.15
��Cd


b 0.08 0.16 0.10 0.04 0.05 0.03 0.00


�H (ppm) (aliphatic part)


H-� H-�0 H-� H-�0 H-�,�0 H-�,�0


1 4.11 4.12 3.84 3.84 3.67 3.66
1�Mg2þ 1:2 4.18 4.53 4.03 3.97 3.67 3.67
��Mg


b 0.07 0.41 0.19 0.13 0.00 0.01
12�Ba2þ 2:1 4.29 4.29 4.13 4.13 4.00 3.94
��Ba


b 0.18 0.17 0.29 0.29 0.33 0.28
12�Cd2þ 2:1 4.10 4.06 3.77 3.77 3.61 3.61
��Cd


b �0.01 �0.06 �0.07 �0.07 �0.06 �0.05


aC1¼ 2� 10�3
M.


b��M¼ �(complexed 1)� �(free 1) (ppm).
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Figure 2. Variation of 1.0� 10�4
M dye 1 absorption spec-


tra with increasing [HClO4], (1–15)–0–1.4�10�4
M, and


fluorescence spectra of complex [1�HClO4] (150) in MeCN
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Figure 3. Absorption (1–3) and fluorescence (10–30) spectra
of dye 1 as free ligand (1, 10) and as complexes with Cd2þ.
All spectra were recorded in MeCN at [1]¼ 1.2� 10�4


M,
[Cd2þ]¼ 2.4�10�4


M (2, 20), [Cd2þ]¼ 1.6�10�2
M (3, 30);


�exc¼400 nm
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region relative to that of the [12�Hg2þ] complex and to the
long-wavelength region relative to that of the [12�Ba2þ]
complex (Table 1). Bearing in mind the strong preference
for barium cations to form sandwich complexes with
benzo-15-crown-5, the formation of complexes as pre-
sented in Scheme 6 could be suggested. The results of the
spectrophotometric titration of complex [12�Hg2þ] with
barium perchlorate confirm this possibility. The stability


constants for complexes [14�(Hg2þ)2 Ba2þ] and
[14�(Hg2þ)2 (Ba2þ)2] were calculated at a fixed value of
the stability constant for complex [12�Hg2þ] (Table 1).


The explanation for hypso- or bathochromic shifts on
complex formation in crown-containing stilbene-like
molecules has been presented in detail.25–27 When a
fluorophore contains an electron-donating group conju-
gated to an electron-withdrawing group, it undergoes
intramolecular charge transfer from the donor to acceptor
upon excitation by light. It can therefore be anticipated
that cations in close interaction with the donor or accep-
tor moiety will affect the efficiency of intramolecular
charge transfer. When a group playing the role of an
electron donor interacts with a cation, the latter reduces
the electron-donating character of the group, owing to the
resulting reduction in conjugation, and a blue shift of
the absorption spectrum is expected together with a
decrease in extinction coefficient. Conversely, a cation
interaction with an acceptor group enhances the electron-
withdrawing character of the group and the absorption
spectrum is therefore red shifted.


Investigations by fluorescence method


The fluorescence peak wavelengths, quantum yields and
lifetimes for 1 alone and 1 complexes with Mg2þ, Ba2þ,
Cd2þ, Hg2þ, Hþ in MeCN are presented in Table 3.
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Figure 4. Absorption (1–3) and fluorescence (10–30) spectra
of dye 1 as free ligand (1, 10) and as complexes with Hg2þ.
All spectra were recorded in MeCN at [1]¼1.2� 10�4
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The fluorescence quantum yield is correlated with the
excited state lifetime for all studied complexes and shows
an increasing depth of the potential well of the excited
trans state when the spectra shift to the low-energy side.
All kinetics are monoexponential except for the 1 com-
plexes with Cd2þ and Hg2þ. In presence of these cations,
the solution probably contains a mixture of complexes of
different stoichiometry. Also, this can be seen in the
fluorescence spectrum of 1 with Cd2þ (Fig. 3, 20). At a
low concentration of Cd2þ ions, both previously dis-
cussed complex stoichiometries are present in solution
with prevalence of a configuration of two ligands to one
cation. With increasing cation concentration, the second
configuration (one ligand to one cation) starts to dom-
inate and this gives a nearly Gaussian spectral bandshape
of fluorescence (Fig. 3, 30).


The fluorescence Stokes shift varies for different com-
plexes. The lowest shift is observed for the complex with
Mg2þ, 5600 cm�1, and the highest for protonated com-
plex, 7600 cm�1. The Stokes shift increases when the
absorption (and consequently emission) spectral position
shifts to the low-energy side. These variations of Stokes
shift are in agreement with our discussion above about
the charge transfer (and consequently dipole moment)
variations for different complexes.


X-ray analysis of the complex [1�Co(NO3)2]


Molecular and crystal structures of the Co(NO3)2


complex with 1 were determined by x-ray structural
analysis. The compound represents a centrosymmetric
octahedral aqua Co(II) complex of composition
[Co(H2O)4(1)2]2þ2(NO3)� . The structure of the complex
cation and the atom numbering scheme are shown in Fig.
5. Two opposite octahedral positions are occupied by the
N(1) nitrogen atoms of the crown ether dye molecules
and the other four by water molecules. The complex
situated at the symmetry centre bears two positive
charges and, accordingly, the crystal contains one nitrate
group in a general position per one centrosymmetric
complex cation.


Selected bond lengths and bond angles in the crown
ether dye ligand are given in Table 4.


The Co—N(1), Co—O(1) and Co—O(2) bond dis-
tances are 2.130(4), 2.088(3) and 2.094 Å, respectively.
The O—Co—O bond angles are 91.5 and 88.5(2)�.
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Table 3. Steady-state and time-resolved fluorescence data
for 1 and its complexes with Mg2þ, Ba2þ, Cd2þ, Hg2þ, Hþ in
MeCN


Compound �fl (nm) ’fl �fl (ps)


1 408 0.01 49
1�Mg2þ 384 0.0073 17
12�Ba2þ 407 0.0094 24
12�Cd2þ 485 0.042 115 and 328
1�Cd2þ 480 0.027
12�Hg2þ 540 0.028 56 and 320
12�(Hg2þ)2 and 12�(Hg2þ)3 552 0.037
[14�(Ba2þ)2 (Hg2þ)2] 520 0.019 44 and 320
1�Hþ 553 0.047 320


1036 Y. V. FEDOROV ET AL.


Copyright # 2005 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2005; 18: 1032–1041







The conjugated moiety of ligand 1 is nearly planar. The
dihedral angle between the pyridine and ethylene frag-
ments is 7.2� and that between the ethylene group and
benzene ring is 10.1�.


The pyridine fragment of the ligand exhibits a pro-
nounced bond length redistribution corresponding to a
contribution of the para-quinoid structure. Actually, two
opposite bonds, C(1)—C(2) and C(4)—C(5), are shor-
tened [1.372(7) and 1.369(7) Å] compared with the
C(2)—C(3) and C(3)—C(4) bonds [1.404 and
1.409(7) Å]. The bond lengths at the nitrogen atom are
1.343(7) and 1.355(7) Å. The endocyclic angles at the
N(1) and C(3) atoms are reduced to 116.6(4) and
116.5(5)�, whereas the angles at the C(1) and C(5) carbon
atoms nearest to the nitrogen atom are increased to
123.2(5) and 124.1(5)�, respectively. The C(6)—C(7)
ethylene bond length is 1.342(8) Å, which is not far
from the standard value of the double bond (1.33 Å).
The C(3)—C(6) bond length [1.462(7) Å] is shorter than


the C(7)—C(8) bond length, in accordance with the
para-quinoid pattern of the pyridine ring.


The benzene ring of the benzocrown system also
exhibits geometric distortion. The C(9)—C(10) bond
length [1.378(7) Å] is shorter than those of the two
adjacent bonds C(10)—C(11) and C(8)—C(9)
[1.415(7) and 1.409(8) Å], whereas the second half of
the benzene ring, C(11)—C(12)—C(13)—C(8), reveals
complete bond length delocalization [1.383(8), 1.390(8)
and 1.389(8) Å, respectively]. The second peculiarity of
the benzocrown ether molecules is a significant distortion
of the O—CPh—CPh bond angles. Actually, two angles,
O(11)—C(10)—C(11) and O(15)—C(11)—C(10), in-
cluded in the macrocycle are reduced [114.6(4)
and 114.9(5)�] and two others, O(11)—C(10)—C(9)
and O(15)—C(11)—C(12), are increased [124.5(5) and
126.3(5)�]. These geometric peculiarities were observed
previously for series of molecules containing similar
benzocrown ether moieties.28–31 They are apparently


Figure 5. Crystal structure of compound [Co(H2O)4(1)2]2þ2(NO3)�. Molecular structure of 1 with thermal ellipsoids at the
probability level of 50% and atom numbering scheme are presented. The atoms of only crystallographically independent part of
the molecule are indicated


Table 4. Selected bond lengths (Å) and angles ( �) in [Co(H2O)4(1)2]2þ2(NO3)�


Co(1)—N(1) 2.130(4) C(7)—C(8) 1.475(7)
Co(1)—O(1) 2.088(3) C(8)—C(9) 1.409(8)
Co(1)—O(2) 2.094(4) C(9)—C(10) 1.378(7)
N(1)—C(1) 1.343(7) C(10)—C(11) 1.415(7)
N(1)—C(5) 1.355(7) C(11)—C(12) 1.383(8)
C(1)—C(2) 1.372(7) C(12)—C(13) 1.390(8)
C(2)—C(3) 1.404(7) C(13)—C(8) 1.389(8)
C(3)—C(4) 1.409(8) O(11)—C(10) 1.372(6)
C(4)—C(5) 1.369(7) O(11)—C(14) 1.431(6)
C(3)—C(6) 1.462(7) O(15)—C(11) 1.367(7)
C(6)—C(7) 1.342(8) O(15)—C(21) 1.430(6)
O(1)—Co(1)—O(2) 91.5(2) C(3)—C(6)—C(7) 124.3(5)
O(1)—Co(1)—N(1) 90.6(2) C(6)—C(7)—C(8) 125.6(5)
O(2)—Co(1)—N(1) 89.0(2) C(9)—C(10)—O(11) 124.5(5)
Co(1)—N(1)—C(1) 122.2(3) C(11)—C(10)—O(11) 114.6(4)
Co(1)—N(1)—C(5) 121.2(3) C(12)—C(11)—O(15) 126.3(5)
C(1)—N(1)—C(5) 116.6(4) C(10)—C(11)—O(15) 114.9(5)
N(1)—C(1)—C(2) 123.2(5) C(10)—O(11)—C(14) 119.8(4)
N(1)—C(5)—C(4) 124.1(5) C(11)—O(15)—C(21) 117.4(5)
C(1)—C(2)—C(3) 120.3(5) C(15)—O(12)—C(16) 113.8(5)
C(5)—C(4)—C(3) 119.2(5) C(17)—O(13)—C(18) 111.6(4)
C(2)—C(3)—C(4) 116.5(5) C(19)—O(14)—C(20) 113.6(4)
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due to conjugation of a lone electron pair occupying the
p-orbital of each of the oxygen atoms bonded to the
benzene ring. The bond angles at the O(11) and O(15)
atoms [119.8(4) and 117.4(5)�, respectively] imply their
sp2 hybridization. The other macrocyclic oxygens have
the sp3 hybridization; the angles at the O(12), O(13)
and O(14) atoms are 113.8(5), 111.6(4) and 113.6(4)�,
respectively.


In the crystal form, the complex cations form infinite
staircase-like chains due to hydrogen bonds formed by
coordinated water molecules with crown ether moieties
of the adjacent molecules (Fig. 6).


The coordinated water molecule O(1)H2 participates in
two hydrogen bonds with the O(11) and O(13) atoms of
the adjacent molecule. The H � � �O distances are 1.83 and
1.87 Å and the angles at the hydrogen atoms are 172 and
159�, respectively. The second coordinated molecule,
O(2)H2, is involved in only one hydrogen bond, with
the O(14) atom of the adjacent molecule. The parameters
of this H-bond are 1.90 Å and 161�.


In these chains, the ethylene fragments of the adjacent
molecules turned out to be in close vicinity to each other
and are in a strictly parallel orientation because they are
related through symmetry centres. Projection of the
fragment of the chain on to the plane of one CPh—C——
C—CPh fragment is shown in Fig. 7. It can be seen that


the conjugated fragments form a parallel displaced mu-
tual arrangement typical of stacking interactions,32,33


with a rather short distance [3.499(8) Å] between the
atoms of the ethylene group. Such an arrangement is
favourable for photochemical [2þ 2]-cycloaddition.


CONCLUSIONS


These optical and x-ray experiments showed the possibility
of studying the binding of receptor 1 with metal cations
through the participation of two centres: the crown ether
moiety and the heterocyclic part. The centres possess
different selectivities to metal cations, and the optical
response on complex formation also differ for two binding
sites. The metal cations studied can be divided into three
groups. Alkaline earth metal cations form complexes with
the crown ether centre, Hþ, Co2þ, Cd2þ prefer the co-
ordination with the N-atom of the heterocyclic part and
Hg2þ cations form complexes through coordination with
both binding centres (Scheme 7). The importance of the
obtained results is that they allow the creation of supra-
molecular assemblies of different architectures based on
crown-containing 4-styrylpyridine. The investigation can
also be considered useful for the development of promis-
ing fluorescent sensors on metal cations.


Figure 6. Fragment of crystal packing of doubly-charged cations of compound [Co(H2O)4(1)2]2þ2(NO3)�


Figure 7. Mutual arrangement of two adjacent conjugated fragments of a hydrogen-bonded chain
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EXPERIMENTAL


Materials


Anhydrous MeCN, Mg(ClO4)2, Ba(ClO4)2, Cd(ClO4)2,
Hg(ClO4)2 and Co(NO3)2 (Aldrich) were used as re-
ceived. Solutions of dye 1 was prepared and used in red
light.


Synthesis and NMR study


1H NMR spectra were recorded on a Bruker DRX500
instrument (500.13 MHz) for solutions in CD3CN, the
solvent being used as the internal reference, 1.96 ppm for
1H; 2D homonuclear NOESY spectra were used to assign
the proton and carbon signals.


Synthesis of (E )-1. A mixture of 4-methylpyridine (15
mmol), 40-formylbenzo-15-crown-5 ether (3 mmol) and
tBuOK (4.5 mmol) in 5 ml of anhydrous DMF was kept at
ambient temperature for 24 h. After addition of distilled
water (20 ml), the product was extracted with benzene or
CH2Cl2 (4� 30 ml). The product 1 was purified by
column chromatography on silica gel (eluent: benzene–
EtOH, 5:1) followed by crystallization from MeOH; yield
of 1, 78%.


4-[(E )-2-(2,3,5,6,8,9,11,12-Octahydro-1,4,7,10,13-ben-
zopentaoxacyclopentadecin-15-yl)-1-ethenyl]pyridine (1).
M.p. 112–114 �C. 1H NMR (500 MHz, CD3CN, 25 �C): �
3.66 (m, 4 H, 2 CH2O), 3.67 (m, 4 H, 2 CH2O), 3.84 (m, 4
H, 2 CH2O), 4.11 (m, 2 H, CH2OAr), 4.12 (m, 2 H,
CH2OAr), 6.96 (d, 1 H, C(50)-H, 3JH,H¼ 8.1 Hz), 7.05 (d,
1 H, C(b)-H, 3JH,H¼ 16.3 Hz), 7.15 (dd, 1 H, C(60)-H,
3JH,H¼ 8.1 Hz, 4JH,H¼ 1.2 Hz), 7.23 (s, 1 H, C(20)-H),
7.38 (d, 1 H, C(a)-H, 3JH,H¼ 16.3 Hz), 7.52 (d, 2 H, C(3)-
H, C(5)-H, 3JH,H¼ 5.7 Hz), 8.50 (d, 2 H, C(2)-H, C(6)-H,
3JH,H¼ 5.7 Hz). MS (EI, 70 eV): m/z 371 (31) [Mþ], 240
(47), 239 (100), 224 (32), 183 (29), 182 (32), 167 (28),
154 (37), 153 (58), 129 (38), 83 (47). C21H25NO5. Calcd
C 67.91, H 6.78, N 3.77; found C 68.04, H 6.76, N 3.66%.


Synthesis of the complex of (E)-1 with Mg(ClO4)2.
Mg(ClO4)2 (0.9 mg, 0.004 mmol) and (E)-1 (1.5 mg,
0.004 mmol) were dissolved in 0.6 ml of CD3CN in red
light. The resulting [(E)-1]�Mg2þ was used for NMR
investigation (500 MHz, CD3CN, 25 �C): � 3.67 (m, 8 H,
4 OCH2), 3.97 (m, 2 H, OCH2), 4.03 (m, 2 H, OCH2),


4.18 (m, 2 H, CH2OAr), 4.53 (m, 2 H, CH2OAr), 7.17 and
7.51 (2 d, 2 H, C(a)-H, C(b)-H, 3JH,H¼ 16.4 Hz, 3JH,H¼
16.4 Hz), 7.40 (m, 2 H, C(20)-H, C(60)-H), 7.22 (d, 1 H,
C(50)-H, 3JH,H¼ 8.3 Hz), 7.63 (d, 2 H, C(3)-H, C(5)-H,
3JH,H¼ 8.4 Hz), 8.51 (d, 2 H, C(2)-H, C(6)-H, 3JH,H¼
8.4 Hz).


Synthesis of the complex of (E )-1 with Ba(ClO4)2.
Ba(ClO4)2 (0.7 mg, 0.002 mmol) and (E)-1 (1.5 mg,
0.004 mmol) were dissolved in 0.6 ml of CD3CN in red
light. The resulting [(E)-1]2�Ba2þ was used for NMR
investigation (500 MHz, CD3CN, 60 �C): � 3.94 (m, 4 H,
2 OCH2), 4.00 (m, 4 H, 2 OCH2), 4.13 (m, 4 H, 2 OCH2),
4.29 (m, 4 H, 2 CH2OAr), 6.86 (s, 1 H, C(20)-H), 6.88 (d,
1 H, C(50)-H, 3JH,H¼ 8.3 Hz), 6.92 and 7.22 (2 d, 2 H,
C(a)-H, C(b)-H, 3JH,H¼ 16.4 Hz, 3JH,H¼ 16.4 Hz), 7.19
(d, 1 H, C(60), 3JH,H¼ 8.3 Hz), 7.27 (d, 2 H, C(3)-H, C(5)-
H, 3JH,H¼ 8.3 Hz), 8.39 (d, 2 H, C(2)-H, C(6)-H, 3JH,H¼
8.3 Hz).


Synthesis of the complex of (E)-1 with Cd(ClO4)2.
Cd(ClO4)2 (0.65 mg, 0.002 mmol) and (E)-1 (1.5 mg,
0.004 mmol) were dissolved in 0.6 ml of CD3CN in red
light. The resulting [(E)-1]2�Cd2þ was used for NMR
investigation (500 MHz, CD3CN, 25 �C): � 3.61 (m, 8 H,
4 OCH2), 3.77 (m, 4 H, 2 OCH2), 4.06 (m, 2 H, CH2OAr),
4.10 (m, 2 H, CH2OAr), 6.99 (d, 1 H, C(50)-H, 3JH,H¼
8.2 Hz), 7.15 (d, 1 H, C(60)-H, 3JH,H¼ 8.2 Hz), 7.09 and
7.48 (2 d, 2 H, C(a)-H, C(b)-H, 3JH,H¼ 16.3 Hz, 3JH,H¼
16.3 Hz), 7.28 (s, 1 H, H-20), 7.68 (d, 2 H, C(3)-H, C(5)-
H, 3JH,H¼ 5.8 Hz), 8.58 (d, 2 H, C(2)-H, C(6)-H, 3JH,H¼
5.8 Hz).


Synthesis of the complex of (E )-1 with Co(NO3)2.
Co(NO3)2 (3.65 mg, 0.02 mmol) and (E)-1 (15 mg,
0.04 mmol) were dissolved in 6 ml of CD3CN in red
light. The resulting [(E)-1]2�Co2þ was used for growing
crystals. The resulting [(E)-1]2�Co2þ was used for NMR
investigation (500 MHz, DMSO-d6, 25 �C): � 3.61 (m, 8
H, 4 OCH2), 3.77 (m, 4 H, 2 OCH2), 4.06 (m, 2 H,
CH2OAr), 4.10 (m, 2 H, CH2OAr), 6.96 (d, 1 H, C(50)-H,
3JH,H¼ 7.1 Hz), 7.14 and 7.41 (2 d, 2 H, C(a)-H, C(b)-H,
3JH,H¼ 16.0 Hz, 3JH,H¼ 16.0 Hz), 7.14 (d, 1 H, C(60)-H,
3JH,H¼ 7.3 Hz), 7.27 (s, 1 H, C(20)-H), 7.52 (m, 2 H,
C(3)-H, C(5)-H), 8.55 (m, 2 H, C(2)-H, C(6)-H).


UV–visible spectra


Preparation of solutions and all experiments were carried
out in red light. The fluorescence quantum yield mea-
surements were provided using Specord-M40 and Varian-
Cary spectrophotometers and a FluoroLog (Jobin Yvon)
spectrofluorimeter. All measured fluorescence spectra
were corrected for the non-uniformity of detector spectral
sensitivity. 9,10-Diphenylanthracene in cyclohexane
(F¼ 0.9, according to Hamai and Hirayama,34 was used
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as a reference for the fluorescence quantum yield mea-
surements.


Equilibrium constant determination


Complex formation of 1 with Mg(ClO4)2, Ba(ClO4)2,
Hg(ClO4)2, Cd(ClO4)2 or HClO4 in acetonitrile at
20� 1 �C was studied by spectrophotometric titration.
The ratio of 1 to Mg(ClO4)2, Ba(ClO4)2, Hg(ClO4)2,
Cd(ClO4)2 and HClO4 was varied by adding aliquots of
a solution containing known concentrations of 1 and of
corresponding salt or acid to a solution of 1 alone of the
same concentration. The absorption spectrum of each
solution was recorded and the stability constants of the
complexes were determined using the Hyperquad pro-
gram.24


Time-resolved fluorescence


These studies were undertaken using a spectrograph
(Chromex 250) coupled to a streak camera (Hamamatsu
5680 equipped with fast single sweep unit M5676,
temporal resolution 2 ps). The fluorescence excitation
light pulses were obtained by frequency doubling
and tripling of a Ti:sapphire femtosecond laser system
(Femtopower Compact Pro) output. All excited-state
lifetimes were obtained using depolarized excitation
light.


X-ray diffraction analysis


Crystals of the compound suitable for x-ray crystallogra-
phy were grown by slow evaporation from acetonitrile
solutions. The structure was solved by direct methods and
refined by full-matrix least-squares on F2 in anisotropic
approximation for all non-hydrogen atoms. The hydrogen
atoms were calculated geometrically and refined using
the ‘riding’ model.


The nitrate anion was found to be disordered over two
positions situated in the vicinity of a symmetry centre
with equal population. Moreover, difference Fourier
syntheses revealed a number of residual peaks of electron
density interpreted by us as water molecules with partial
populations. The occurrence of disordered water mole-
cules of crystallization evidences a rather loose crystal
packing at least in the vicinity of crystal arias occupied
with crown ether fragments.


The Bruker SAINT program35 was used for data
reduction. SHELXTL-Plus36 software was used for the
structure solution and refinement. Crystallographic data
and structure solution and refinement parameters are
given in Table 5. Crystallographic data (excluding struc-
ture factors) for the structure have been deposited with
the Cambridge Crystallographic Data Centre as supple-
mentary publication No. CCDC 245027. Copy of the data


can be obtained free of charge on application to CCDC,
12 Union Road, Cambridge CB21EZ, UK [fax:
(þ44)1223 336 033; e-mail: deposit@ccdc.cam.ac.uk].
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b (Å) 10.9142(8)
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ABSTRACT: The kinetics of the oxidation of substituted 4-oxo-4-arylbutanoic acids by hexacyanoferrate(III) in
aqueous alkaline medium were studied. The reactions are found to be first order in each of the reagents, the oxo acid,
hydroxide ion and the hexacyanoferrate(III) ion. A mechanism involving the formation of enolate anion from the oxo
compound and subsequent rate-determining electron transfer is proposed. Application of the Olson–Simonson rule
substantiated the participation of negatively charged ions in the rate-determining step. The experimental rate constant
is found to be composite, being the product of the equilibrium constant for the enolate anion formation and the rate
constant of the oxidation step (Kk2). The effect of addition of solvents such as methanol and DMSO is discussed and a
quantitative relationship is derived between the ionic strength and the composite rate constant. The low activation
energies and even the negative activation energy in the oxidation of 4-(3-nitrophey1)-4-oxobutanoic acid are
explained. The � values are positive and decrease with temperature. Contrary to the expected electronic effect, the
methyl group in the ortho position accelerates the reaction owing to steric factors. From the intersection of the lines in
the Hammett and Arrhenius plots, the isokinetic relationship is discussed. Copyright # 2005 John Wiley & Sons, Ltd.


KEYWORDS: 4-oxo acids; oxidation; hexacyanoferrate(III); mechanism; kinetics


INTRODUCTION


Hexacyanoferrate(III) is a complex ion, capable of ab-
stracting one electron from an electron-rich site in an
organic molecule. The transfer of the electron occurs
from the substrate to the metal ion by an outer-sphere
mechanism.1 It is capable of oxidizing under both acidic
and alkaline conditions and has been utilized extensively
in the oxidation of organic compunds.2 The oxidation of
organic compounds by hexacyanoferrate(III) in alkaline
medium presents some special kinetic features. The rate
constant decreases when the initial concentration of the
oxidant3–6 increases. Although the ionic strength of the
medium has a great influence on the rate of oxidation,7–9


no quantitative relationship has so far been established
between them. The experimental energy of activation is
low in all cases and no explanation has so far been
offered. The Hammett reaction constant � for the oxida-
tion of aromatic oxo compounds such as acetophenone
has high positive values,10 although oxidation reactions,
in general, are expected to yield low negative values.


The present study on the oxidation of 4-oxo-4-arylbu-
tanoic acids was undertaken to gain a clear mechanistic


picture of the reaction and also to seek an explanation for
the above-mentioned features of oxidation by hexacya-
noferrate. The solubility in an aqueous alkaline medium
due to the carboxyl group makes these oxo acids a system
of choice.


EXPERIMENTAL


Preparation of 4-oxo-4-acids


4-Oxo-4-arylbutanoic acids were prepared by standard
procedures found in the literature.11–14 These involve
mainly Friedel–Crafts reaction of benzene and its
analogues with succinic anhydride in the presence of
anhydrous aluminium chloride. Nitration of 4-oxo-
4-arylbutanoic acids gave the 3-nitro compounds.15 4-
Oxo-2,4-diphenylbutanoic was prepared from chalcone
via the formation of the nitrile16 and subsequent hydro-
lysis. All the oxo acids were crystallized twice from
water and their purity was checked by their melting-
points and UV, IR and NMR spectra.


Kinetic measurements


All the kinetic measurements were carried out using
doubly distilled water with analytical-grade KCl,
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K3Fe(CN)6 and NaOH. In a typical run, 20 cm3 of freshly
prepared 0.05 M oxo acid in 0.1 M NaOH was pipetted into
a reaction bottle that was painted black to avoid photo-
chemical conversion of hexacyanoferrate(II) to hexacya-
noferrate(III). A 25 cm3 volume of water was added and
the bottle was thermostated. The reaction was started by
pipetting 5 cm3 of thermostated 0.02 M hexacyanoferra-
te(III) solution. The reaction was followed by estimating
the unreacted hexacyanoferrate(III) iodimetrically.
Addition of 5 cm3 at 10% ZnSO4 solution ensured the
completion of the reaction between iodide and hexacya-
noferrate(III) ions. The pesudo-first-order rate constants
were calculated by a graphical method and the values
were reproducible to within 3%. The ionic strength of the
medium was maintained using KCl.


Duplicate experiments were conducted in an atmo-
sphere of nitrogen and without nitrogen. Since no differ-
ence was observed in the results, all the experiments
reported in this paper were obtained without nitrogen.
Freshly prepared solutions of oxo acids in sodium hydro-
xide were used to avoid any possible side-reactions.


Product analysis and stoichiometry


A 20 cm3 volume of 1 M hexacyanoferrate(III) solution
was mixed with 20 cm3 of a 0.1 M solution of 4-oxo-4-
arylbutanoic acid in sodium hydroxide and the reaction
was allowed to go to completion in a thermostat at 40 �C
for 3–4 h. The solution was then cooled and acidified. A
precipitate was formed along with effervescence due to
the evolution of carbon dioxide. The precipitate was
extracted into diethyl ether, which on evaporation gave
benzoic acid, identified by TLC and chemical analysis. It
is well known that 4-oxo-acids on oxidation give �,�-
unsaturated ketones,17,18 but when the oxo acid is un-
substituted in the �- or �-position, �,�-unsaturated
ketones are not isolated.19 The possibility of phenyl vinyl
ketone being formed in our experiments cannot be ruled
out. Although it may be formed, it is highly susceptible to
nucleophilic attack in alkaline medium.20 To obtain a


clear picture, the oxidation of 4-oxo-2,4-diphenylbuta-
noic acid was carried out. It was found that as soon as the
oxo acid solution was mixed with the oxidant solution, a
precipitate was formed that was identified as chalcone by
its melting-point and IR spectrum.


The stoichiometry of the reaction (substrate:oxidant)
was observed to be variable and ranged from 1:2 to 1:5.
The ultimate products of oxidation of the oxo acid are
benzoic acid and CO2 and this oxidation requires 6 equiv.
of the oxidant, whereas oxidative decarboxylation would
require 2 equiv. The observed stoichiometry could there-
fore arise from the interplay of several such incomplete
oxidations.


Polymerization test


When a few drops of methyl acrylate were added to the
oxo acid solution in NaOH containing hexacyanoferra-
te(III), turbidity occurred, indicating polymerization.
This indicates the formation of intermediate free radicals
during oxidation.


RESULTS


The kinetics of oxidation of unsubstituted and substituted
4-oxo-4-arylbutanoic acids by hexacyanoferrate(III) in
aqueous alkaline solution are found to be first order with
respect to the substrate, oxidant and OH� ions. At fixed
[substrate] and [OH�] which are always in excess over
the [oxidant], the plots of log[oxidant] against time are
linear for all the substrates for at least two half-lives of
the oxidant. The pseudo-first-order rate constants calcu-
lated from the first-order plots are given in Table 1.


Although a decrease in the rate constant occurs with
increase in the initial concentration of hexacyanoferra-
te(III) [Table 1(a)], the reaction shows no deviation in the
first-order dependence on the oxidant at any concentra-
tion. Such a decrease in the rate constant has also been
reported in the oxidation of other oxo compounds.3–6


Table 1. Pseudo-first order rate constants for the oxidation of 4-oxo-4-arylbutanoic acids: effect of variation of (a) [oxidant]0,
(b) [substrate] and (c) [OH�]a


(a) [Substrate]¼ 2� 10�2 mol dm�3; [OH�]¼ 1.5� 10�2 mol dm�3; I¼ 0.118
103 [oxidant] 0 (mol dm�3) 2.0 3.0 4.0 5.5 8.0 10.0 12.0
103k (s�1) 1.44 1.40 1.30 1.22 1.09 0.96 0.82


(b) [Oxidant]¼ 2� 10�3 mol dm�3; [OH�]¼ 5.4� 10�2 mol dm�3; I¼ 0.082


103 [substrate] (mol dm�3) 6.0 8.0 10.0 12.0 16.0
103k (s�1) 1.14 1.50 1.90 2.20 3.00


(c) [Oxidant]¼ 2� 10�3 mol dm�3; [substrate]¼ 1� 10�2 mol dm�3; I¼ 0.108


102 [OH�] (mol dm�3) 4.0 5.0 6.0 7.0 8.0
103k (s�1) 1.51 1.92 2.38 2.64 3.01


a [OH�] refers to the concentration of free hydroxide ions left after neutralization of the carboxyl group in the substrate.
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Further, the reaction is found to be specifically hydroxide
catalysed since other bases such as acetate ions fail to
bring about the reaction.


Effect of ionic strength


An increase in ionic strength results in an increase in the
rate constant (Table 2) and a plot of log kobs against I½


(Fig. 1) gives a limiting slope of 5.0.


Effect of solvents


A decrease in the relative permittivity ("r) of the medium,
effected by adding methanol, decreases the rate of oxida-
tion considerably. However, on addition of dimethyl
sulfoxide the rate of oxidation decreases by up to 40%,
then increases (Table 3).


Effect of adding hexacyanoferrate(II)


The addition of hexacyanoferrate(II) decreases the rate of
reaction (Table 4). The dependence of the rate on hex-
acyanoferrate(II) is in the inverse order.


Substituent effects and evaluation
of Arrhenius parameters


The oxidations of different phenyl-substituted oxo acids
(ArCOCH2CH2CO2H, where Ar¼ 4-methoxy, 4-ethoxy,
4-methyl, 3,4-dimethyl, 2,4-dimethyl, 2,4,4-trimethyl, 4-
chloro, 4-bromo and 3-nitro substituted phenyl) were
studied. The study was also extended to 4-oxo-4-(1-
naphthyl)- and 4-oxo-4-(2-naphthyl)butanoic acids. In
all these cases, the reaction orders are the same, namely
first order with respect to oxidant, substrate and hydro-
xide. Electron-withdrawing substituents in the phenyl
ring enhance the rate of oxidation and electron-releasing
substituents decrease it. The Hammett plots (Fig. 2) are
linear with good correlation coefficients at four different


Table 2. Effect of varying the ionic strength in the oxidation of 4-oxo-4-phenylbutanoic acids by hexacyanoferrate(III) at 313K


[Substrate]¼ 1.0� 10�2 mol dm�3; [OH�]¼ 1.0� 10�2 mol dm�3; [oxidant]¼ 2.0� 10�3 mol dm�3


I 0.038 0.050 0.060 0.074 0.098 0.134 0.158 0.188 0.218
104k (s�1) 1.84 2.42 2.54 3.58 4.32 5.12 5.53 6.89 8.21


Figure 1. Effect of varying ionic strength


Table 3. Effect of addition of methanol and dimethyl sulf-
oxide on the oxidation of 4-oxo-4-phenylbutanoic acids by
hexacyanoferrate(III) at 308K


[Substrate]¼ 1.0� 10�2 mol dm�3;
[OH�]¼ 2.0� 10�2 mol dm�3; [oxidant]¼ 2� 10�3 mol dm�3


Methanol (%, v/v) 0 5 10 15 20
104k (s�1) 3.42 2.8 1.46 1.26 0.78
DMSO (%, v/v) 10 20 40 50 60
104k (s�1) 5.29 3.06 1.90 2.28 3.0


Table 4. Effect of hexacyanoferrate(II) on the oxidation 4-
oxo-4-phenylbutanoic acids by alkaline hexacyanoferrate(III)
at 308K


[Substrate]¼ 1.0� 10�2 mol dm�3; [OH�]¼ 2.0� 10�2 mol
dm�3; [oxidant]¼ 2.0� 10�3 mol dm�3; I¼ 0.042


103 [Fe(CN)6
4� 0 1.0 2.0 3.0


104k (s�1) 6.2 4.78 4.5 3.97


Figure 2. Hammett plots
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temperatures: 299 K, 308 K, 313 K and 318 K (com-
pounds with substituents in the 2- or 2,6-position of the
benzene ring are not included for obvious reasons). The
reaction constants (�) are positive and decrease with
increasing temperature.


The Arrhenius relationship is observed in all cases but
with poorer correlation coefficients than those of the
Hammett plots. The reactions are characterized by low
values of activation energy and large negative values of
entropy of activation. Table 5 gives the values of the rate
constants at four temperatures and also the Arrhenius
parameters.


It is interesting to note that the experimentally obtained
energy of activation is negative for the oxidation of 4-
oxo-4-(3-nitrophenyl)butanoic acid.


DISCUSSION


Mechanism


Based on the above results and in analogy with the
alkaline hexacyanoferrate(III) oxidation of other oxo
compounds, the mechanism shown in Scheme 1 may be
proposed, where K (k1/k�1) is the equilibrium constant
for enolate anion (A2�) formation.


Steady-state equation:


d=dtðRAÞ ¼ k2½A2��½F� � k�2½RA�½F1� � k3½RA� ¼ 0


ð1Þ


where RA¼ radical anion


½RA� k�2½F1� þ k3


� �
¼ k2½A2��½F�


½RA� ¼ k2½A2��½F�
k�2½F1� þ k3


ð2Þ


½k1� ¼
½A2��½H2O�
½HA��½OH�� or ½A2�� ¼ k1½HA��½OH��


½H2O� ð3Þ


½RA� ¼ k1k2½HA��½OH��½F�
k2½F1� þ k3


� �
½H2O�


ð4Þ


rate ¼ k3½RA�½H2O� (assuming slow step)


rate ¼ k1k2k3½HA��½OH��½F�
k�2½F1� þ k3


ð5Þ


rate ¼ k1k2k3½HA��½F�½OH��
k�2½F1�


ð6Þ


Equation (5) shows a negative fractional order in
ferrate(II) and Eqn (6) supports a negative fractional
order. This explains the observed first-order dependence
on the oxidant, substrate and OH�. The experimental rate
constant when divided by the concentrations of the oxo
acid and OH� gives a value of k2K which is the product of
the rate constant for the electron transfer step and of the
equilibrium constant for the proton abstraction. The
formation of enolate anion is a prerequisite for the
oxidation,21 as benzaldehyde, which cannot enolize, is
not oxidized by alkaline hexacyanoferrate(III).


From the above mechanism, the experimental results
can be explained.


Table 5. Substituent effect and activation parameters in the oxidation of ArCO(CH2)2CO2H by alkaline hexacyanoferrate(III)


[Substrate]¼ 1.0� 10�2 mol dm�3; [OH�]¼ 2.0� 10�2 mol dm�3; [oxidant]¼ 2� 10�3 mol dm�3; I¼ 0.042


104k (s�1) Ea �Hz �Sz �Gz


(kJ mol�1) (kJ mol�1) (J mol�1 K�1) (kJ mol�1)
Ar � 299 K 308 K 313 K 318 K


Phenyl 0 2.56 3.42 4.20 5.06 29.0 26.5 �155.8 74.5
2-Naphthyl 0.17 5.56 6.00 6.92 7.32 21.7 19.1 �174.9 73.0
4-Bromophenyl þ0.23 6.68 8.04 8.90 10.8 19.8 17.2 �178.5 72.2
1-Naphthyl þ0.40 11.2 13.8 14.92 15.4 13.9 11.3 �193.2 70.8
3-Nitrophenyl þ0.71 36.14 35.16 34.76 32.48 �4.2 �6.7 �244.0 68.4
4-Chlorophenyl þ0.23 6.66 8.06 8.96 11.0 20.7 18.1 �175.7 72.2
4-Ethoxyphenyl �0.25 1.10 1.80 2.24 2.52 36.0 33.4 �138.6 76.1
4-Methoxyphenyl �0.27 1.08 1.70 2.20 2.28 33.2 30.6 �148.1 76.2
4-Methylphenyl �0.17 1.46 2.18 2.24 3.02 29.3 26.7 �158.3 75.5
2,4-Dimethylphenyl — 1.98 2.88 3.84 4.44 35.2 32.6 �137.3 74.9
3,4-Dimethylphenyl �0.24 1.18 1.86 2.56 2.88 39.2 36.6 �127.9 76.0
2,4,6-Trimethylphenyl — 7.76 10.10 10.70 12.6 20.0 17.4 �175.6 71.5
Reaction constant (�) 1.57 1.36 1.25 1.19
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Decrease of rate constant with increasing
[oxidant]0


The reason for the decrease in rate constant with increas-
ing [hexacyanoferrate(III)]0 may be found by considering
the sequence of reaction steps. In the rate equation
obtained from the proposed mechanism, it is assumed
that k�1[H2O] is much greater than k2 [F]. At higher
concentrations of hexacyanoferrate(III), k2[F] may reach
a value comparable to k1[H2O] and may no longer be
ignored.


From equation (5),


kobs ¼
k1k2k3½HA��½OH��½F�


k�2½F1� þ k3


and


1


kobs


¼ k1k2k3½HA��½OH��½F�
k�2½F1� þ k3


Therefore, a plot of 1/kobs versus [F] must give a straight
line from the slope of which k1 can be calculated by
following the method suggested by Maskill.22 The k1


values obtained were 2.73, 9.1� 10�4 and 2.7�
10�4 mol�1 dm3 min�1. From earlier investigations on
the oxidation of oxo compounds,3,5,6 k1 was calculated
in this way for ethyl methyl ketone, formadehyde and
pyruvic acid. The value thus obtained for ethyl methyl
ketone agrees well with that found in the literature.23,24


The k1 values obtained for the oxidation of 4-oxo acids
are given in Table 6.


The Hammett plot drawn with these k1 values gives a �
value of 0.69, which is comparable to the value of 0.88
reported for the alkaline hydrolysis of esters of these oxo
acids.24


Effect of ionic strength


The large increase in the rate constants with increasing
ionic strength of the medium clearly points to a reaction


Scheme 1


Table 6. Values of the rate constants for proton abstraction
from XC6H4COCH2CH2 CO2


� by OH� ions at 308K


X 4-OCH3 H 4-Cl 3-NO2


k1 mol�1 dm�3 s�1 0.0255 0.0328 0.0592 0.115
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between similarly charged ions. The observed rate con-
stant is the product of the equilibrium constant of the
proton transfer equilibrium and the rate constant of the
oxidation step (Kk2). The Bjerrum–Brønsted equation
relates k2 to ionic strength as


log k2 ¼ constant � 2QZA ZB I 0:5


Consideration of the charges of enolate and hexacyano-
ferrate(III) ions results in the equation


log k2 ¼ constant � 12QI 0:5


The equilibrium constant K and I are related as


log K ¼ constant þ log fH2A � log fHA� � log fOH�


According to the Debye-Hückel limiting law:


log fi ¼ �QZ2
i I


0:5


Therefore, log K¼ constant� 2QI0.5. Combining the
equations for k2 and K,


log k2K ¼ constant þ 10I0:5


At 40 �C, Q has a value of 0.52, so log k2K¼ constant +
5.2 I0.5.


The limiting slope obtained from Fig. 1 is 5.0, which is
in agreement with the above equation. The deviation
from linearity at higher ionic strengths is due to failure
of the Bjerrum–Brønsted equation and the Debye-Hückel
limiting law.


Olson–Simonson rule26


In a reaction between ions of similar charge, the con-
centration of oppositely charged ions influences the rate
constant more than the ionic strength of the medium. The
application of this rule was attempted in the present
oxidation studies, by keeping the concentration of potas-


sium ions constant while varying the ionic strength
(Table 7).


It can be seen that if the potassium ion concentration is
kept constant, the rate constants remain unaltered in spite
of the change in ionic strength. The application of the
Olson–Simonson rule underscores the participation of
negatively charged ions in the rate-determining step.


Arrhenius parameters


In Equation (3), K/[H2O] can be equated to Ka/Kw, where
Ka is the ionization constant of the CH2 adjacent to the
oxo group. Being the ionization constant of a weak acid,
Ka does not vary much with temperature,27,28 whereas the
ionic product of water, Kw, increases with temperature in
the temperature range studied.29 Since the equilibrium
constant for the proton transfer is related to Ka/Kw, its
value decreases with temperature. The observed rate
constant in the oxidation of 4-oxo acids by alkaline
hexacyanoferrate(III) is the product of this equilibrium
constant and the rate constant of the oxidation step. The
former decreases and the latter increases with tempera-
ture and the net result is that observed rate constants vary
by only a small amount with temperature. This is re-
flected in the low values of the ‘activation energy’, which
is in fact the sum of the enthalpy change for the proton
transfer equilibrium (which is negative) and the activa-
tion energy of the electron abstraction step. The reason
for the decrease in the observed rate constant with
temperature in the oxidation of 4-oxo-4-(3-nitrophenyl)-
butanoic acid is presumably due to the fact that the
enthalpy change for the proton transfer is greater in
magnitude than the activation energy of the oxidation
step.


Attempts made to determine the equilibrium constant
for enolate anion formation have not been successful. The
classical method30 of treating the oxo compound with
bromine and titrating the excess bromine met with fail-
ure, as the oxo acid was completely oxidized by bromine
in a very fast step. The e.m.f. method is unreliable in
alkaline media.31 Insufficient data are available for the
determination of the equilibrium constant by the use of
the Marcus equation.32


The entropy of activation is negative in all the cases.
This is due to the increased electrostriction when similar
charges come together in the activated state. In aqueous
solution in a reaction between ions of charge zA and zB,
the entropy of activation has been shown33 to be ap-
proximately equal to �41zAzB J K�1 mol�1. Therefore, in
the present studies, the entropy of activation for the
oxidation step, involving enolate anion of charge 2�
and hexacyanoferrate(III) of charge 3�, should be about
�246 J K�1 mol�1. It is seen that the observed entropies
of activation are greater than this value, presumably
owing to the positive entropy change in the proton
transfer equilibrium.


Table 7. Application of Olson–Simonson rule


[Substrate]0¼ 1.0�10�2mol dm�3;[OH�]¼2.0� 10�2mol
dm�3; [oxidant]0¼3.0� 10�3mol dm�3; T¼313K


Added salt [Salt] [Kþ] I 104 kobs


(mol dm�3) (mol dm�3)


None — 0.027 0.038 2.76
KCl 0.012 0.0 0.050 3.60
K2SO4 0.006 0.041 0.056 3.64
KCl 0.06 0.089 0.098 6.50
K2SO4 0.03 0.089 0.121 6.20
KCl 0.18 0.209 0.218 12.3
K2SO4 0.09 0.209 0.308 12.0
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Structure–reactivity correlations


Oxidation reactions usually have a low negative � value.
In the present studies, the overall rate constant is the
product of an equilibrium constant and a rate constant.
The equilibrium leading to the formation of electron-rich
enolate anion would necessarily have a positive � and the
subsequent oxidation would have a low negative �. The
net effect would therefore lead to a positive � for the
overall reaction. The application of the modified Ham-
mett equation, which incorporates the inductive and
resonance parameters34 of para-substituted compounds,
shows that the inductive effect is 52.4% and the reso-
nance effect is 47.6%.


Ortho effect


It is seen that whereas a methyl substituent in the para
position of the phenyl ring is generally rate retarding, its
introduction in the ortho position increases the rate
considerably. Methyl groups in the two ortho positions
increase the rate almost to that of the 4-chloro compound.
Hence the reaction is subjected to steric acceleration by
the ortho substituents.


Isokinetic relationship (IKR)


The Hammett constant (�) decreases with increase in
temperature, from 1.57 at 299 K to 1.19 at 318 K. The
Hammett lines intersect at a point corresponding to a �iso


value of 0.60 and a kiso value of 3.090� 10�3 s�1 (Fig. 2).
An oxo acid with a substituent having this � value will be
oxidized by alkaline hexacyanoferrate(III) with the same
velocity at all temperatures. Such an insensitivity of the
reaction rate to temperature is a pointer to the existence of
an isokinetic phenomenon. Introduction of a nitro group
in the phenyl ring which has a higher � value results in a
decrease in the rate constant with temperature.


A reaction series which exhibits a common point of
intersection in the Hammett plot is expected to have a
common point of intersection in the Arrhenius plot also.35


The Arrhenius plots are shown in Fig. 3.
As the common point of intersection is not easily


visible, the problem is tackled by the statistical method
developed by Exner and Beranek.36 In this method, the
standard deviation S00 of the free regression lines (with-
out the constraint of a common point of intersection) and
the standard deviation S0 of the new constrained lines are
compared. In the present studies, these two values are
approximately equal and so the isokinetic hypothesis
cannot be rejected. From the plots of �Hz against �Sz


and � against 1/T, the Tiso value was found to be 385 K.
It is interesting that although the rate constant is
composite—k2K, involving two reaction steps—an
anti-compensation effect is not observed.


Details of electron abstraction


The electron loss from the enolate dianion can occur
either from the oxygen atom of the enolate function or
from the carbon–carbon double bond. Both processes will
lead to the formation of a mesomeric radical:


C6H5----C
j


O
�


------CH---CH2---COO� $ C6H6--- C
k
C


------ CH
�


---CH2---COO�


Generally, one-electron-abstracting agents do not read-
ily attack the olefinic bonds.21 The loss of electron from
the carboxylate moiety of the molecule is less probable,
as the substituent effects would have been negligible. In
the oxidation of phenylacetic acid by Co(III), an electron
is proposed to be removed from the phenyl ring rather
than the carboxyl group, resulting in the aromatic radical
cation and a highly negative �þ is obtained.37 The second
electron removal occurs in a fast step with decarboxyla-
tion occurring at the same time, in accordance with the
Kochi mechanism.38


This explains the formation of CO2 in the oxidation of
4-oxo acids. Owing to the high reactivity of acrylophe-
none in alkaline solution, only benzoic acid is obtained in
the oxidation of 4-oxo-4-phenylbutanoic acid, whereas
chalcone is formed in the oxidation of 4-oxo-2,4-diphe-
nylbutanoic acid.


CONCLUSION


From the Hammett and Arrhenius plots associated with
the isokinetic relationship, it is noted that the � values are
positive and decrease with increase in temperature. A
methyl group in the ortho position accelerates the reac-
tion owing to steric factors, contrary to the expected
electronic effect. The structure–activity correlations are
made on the basis of the results obtained and suggest a
mesomeric radical-mediated mechanism.


Figure 3. Arrhenius plots
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ABSTRACT: The mechanism of the cross-linking reaction occuring between an NLO chromophore copolymerized
with a glycidyl epoxide unit (polymer PIII) was rationalized using magic angle spinning (MAS) NMR spectroscopy.
A first study conducted on a system composed of a model chromophore and a simple epoxy molecule enabled us to
attribute the NMR changes that accompany the epoxy ring opening. Further, the use of a guest–host system made of an
azo chromophore dispersed in an MMA–GMA copolymer matrix indicated a quantitative yield of the carboxyl/epoxy
anchorage reaction after 30 min of heating at 140 �C. The 13C cross polarization (CP)/MAS NMR spectroscopic
study showed unambiguously that the cross-linking reaction in polymer PIII is due to a nucleophilic opening of the
epoxy rings by the carboxylic groups of the chromophores resulting in carboxylic ester bond formation. Finally,
the blue shift of the ca 500 nm absorption band was modeled with a computational study. It is concluded that the
esterification of the acid carboxylic group of the chromophore causes the torsion of the azo molecule. Copyright #
2005 John Wiley & Sons, Ltd.


KEYWORDS: second order non-linear optic; cross-linking; polymer; disperse red 1; magic angle spinning NMR


spectrometry; quantum chemistry; epoxy


INTRODUCTION


The increasing need for high-speed electrooptic modula-
tors with large bandwidth, low driving voltage and
especially long-term stability has led to tremendous
research efforts in the area of non-linear optic (NLO)
materials.1,2 Inorganic materials such as lithium niobate
have now reached their limits in terms of both efficiency
(electrooptic coefficient) and practical use (processability
and cost). On the other hand, organic materials are
particularly promising for this type of development,
because they display high NLO properties, good film-
ability and high tailoring possibilities.1–4


The key issue with organic materials is the lack of
temporal stability of the macroscopic electrooptic coeffi-
cient (r33) due to the slow relaxation of the field-induced
alignment of the chromophores.2,5 Stabilization of the
non-linear response is of paramount importance for com-
mercial applications of this type of material. Two strate-
gies are generally used to maintain the orientation of the


chromophores. The first consists in grafting or doping a
high glass transition temperature (Tg) polymer with elec-
trooptic chromophores.2,5,6 However, processability of a
high-Tg polymer involves strong heating during the poling
process and can therefore cause thermal decomposition of
the chromophores. The second strategy relies on using a
cross-linkable polymer, in which the mobility of the chro-
mophores is reduced after cross-linking reaction thanks to
the formation of new inter- and intrachain chemical bonds
between the chromophore and the polymer matrix.2,5,7–11


As a result, the chromophores are locked in the orientation
adopted during the poling process.


The structure of the studied polymer PIII is depicted in
Fig. 1 and consists in a methacrylate-based copolymer
containing cross-linkable epoxy chains and pendant NLO
chromophores bearing a carboxylic acid group (Fig. 1).


It was shown previously that the thermal cross-linking
reaction in polymer PIII was an efficient strategy to
maintain the orientation of the chromophores after
poling, since the electrooptic coefficient of polymer
PIII remained stable during several weeks at 85 �C.12–14


Information on the exact cross-linking mechanism
occurring in polymer PIII is therefore of great impor-
tance, because this strategy could be certainly advanta-
geously duplicated using a chromophore of higher


Copyright # 2005 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2005; 18: 1050–1058


*Correspondence to: F. Odobel, Laboratoire de Synthèse Organique,
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hyperpolarizability than disperse red 1 (DR1) and copo-
lymerized within the same glycidyl–methacrylate poly-
mer backbone.15,16


The crosslinking of polymer PIII was characterized
analytically by an attenuation of the epoxide � asym-
metric IR band located around 903 cm�1.12–14 The pos-
tulated cross-linking was the nucleophilic opening of the
epoxy rings by the carboxylic groups of the chromo-
phores (mechanism 1 in Fig. 2), although the self-poly-
merization of the epoxy groups could also cause
hardening of the matrix as well as the depletion of the
903 cm�1 IR band (mechanism 2 in Fig. 2). The latter
cross-linking mechanism indeed occurs in the hardening
process of thermoset epoxy resins.17 In polymer PIII,
such a mechanism would certainly restrict the mobility of
the entrapped chromophores and result in a decrease in


the epoxy IR band, but the orientational stability of the
chromophores would be less than that obtained by their
covalent attachments through the carboxylic acid.


The demonstrated efficiency of such a cross-linking
reaction to stabilize the orientation of the chromo-
phores,12–14 but the absence of a systematic study of
the mechanism of this reaction, prompted us to investi-
gate in detail the cross-linking reaction of polymer PIII.
To this end, solid-state magic angle spinning (MAS)
NMR represents a powerful tool because during the
cross-linking process the polymer loses its solubility,
thus preventing its characterizations by other techniques.
Furthermore, a blue shift of the visible charge-transfer
band was also observed consecutively to the cross-linking
process,12–14 but an interpretation of this phenomenon
has not been given so far. Owing to the strong charge-
transfer character of this electronic transition, the hypso-
chromic nature of this shift does not agree with the
logically increased electron-withdrawing effect of the
resulting ester group compared with the initial carboxylic
acid. Furthermore, it is well documented that the non-
linear optical properties of polarizable push–pull chro-
mophores depend on the D(�)!A(�*) charge-transfer
transition.18 It was therefore useful to rationalize this
observation. A theoretical study was also carried out and
it enabled us to interpret satisfactorily the blue shift of the
visible absorption band upon cross-linking.


RESULTS AND DISCUSSION


Model compound of the cross-linked
chromophore


Spectra recorded by solid-state MAS NMR give signals
that are generally much broadened compared with those


Figure 1. Structure of the studied polymer PIII


Figure 2. Illustration of the two possible mechanisms that could occur during curing
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recorded in solution. Therefore, we decided to determine,
accurately on model compounds, the chemical shift
changes that result from the opening of the epoxy rings
by an acid carboxylic group. For this purpose, the azo
chromophore 1 was chosen for its structural proximity
with the chromophore grafted in the polymer PIII (Figs 1
and 3). Compound 1 does not contain the methacrylate
group, because it could spontaneously polymerize during
heating at 140 �C. Chromophore 1 was synthesized by an
azo coupling between the diazonium salt of the commer-
cially available 2-amino-5-nitrobenzoic acid with N,N-
diethylamine, following classical literature conditions.


The reaction between the carboxylic acid and the
epoxy group occurred, as expected, in DMF solution at
140 �C (Fig. 3). The product 3 exhibited a blue shift of the


intense absorption band in the visible region relative to
the starting chromophore 1 (from 558 to 510 nm). The
NMR spectra of compounds 2 and 3 enabled us to
attribute the pertinent chemical shift changes (both for
the carbon and for the proton) that arose after the opening
of the epoxy rings (Figs 4 and 5). The assignements of
13C signals were made according to a 1H–13C correlation
(HMQC).


The protons designated Ha and Hb on the starting
epoxyde 2, located at 2.72 and 3.12 ppm, respectively,
were shifted to 4.37 and 4.07 ppm (Ha0 and Hb0) on
opening of the epoxy ring. In addition, this was followed
by the appearance of a broad doublet signal at 2.46 ppm,
attributed to the formation of the hydroxy group (Figs 4
and 5). Similarly in the carbon NMR spectra a downshift


Figure 3. Reaction between compounds 1 and 2 for the preparation of the model compound 3


Figure 4. 1H NMR spectra of the epoxy-containing starting material 2 and of the cross-linked product 3 recorded in CDCl3


Figure 5. 13C NMR spectra of the epoxy-containing starting material 2 and of the cross-linked product 3 recorded in CDCl3
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field can be observed, since the signals of the initial Ca


and Cb (located respectively at 51 and 44 ppm) led to Ca0


and Cb0 (66 and 67.5 ppm).


Quantification of the yield of the
cross-linking reaction


The next step consisted in determining the yield of the
cross-linking reaction. This is of great importance for the
macroscopic stability of the orientation, which depends
strongly on the number of chromophores that have
reacted with an epoxy side-chain. To assess this value,
a copolymer (molar ratio MMA/GMA¼ 1) 4 of methyl
methacrylate (MMA) and glycidyl methacrylate (GMA)
was doped with the chromophore 1 to mimic the polymer
PIII. The ratio between 1 and the glycidyl groups of 4 was
analogous to that encountered in PIII (molar ratio 3/7).
The advantage of this host–guest system compared with
polymer PIII is that it enabled us to measure the un-
reacted chromophore by a simple washing, thus provid-
ing immediate access to the yield of the cross-linking
reaction. Good film quality (transparency and thickness)
were obtained by spin coating from a dichloromethane
solution of the mixture of copolymer 4 and chromophore
1 on a glass substrate. In parallel, a MMA/GMA copo-
lymer film with a catalytic amount of 1 (1% molar) was
used as a reference, and was submitted to an analogous
heating treatment.


After 30 min of curing in an oven at 140 �C, each film
was washed thoroughly with dichloromethane. In the
host–guest system, only a small amount of the starting
chromophore (1% by weight) was recovered and char-
acterized by 1H NMR, while the remaining part, which


had become completly insoluble, showed a strong at-
tenuation of the epoxy band at 903 cm�1 and a color
change from purple to reddish. The liquid NMR spectrum
of the reference MMA/GMA copolymer showed no
significant change compared with that of the starting
material, indicating that no chemical change had oc-
curred during the heating. The IR analysis confirmed
that the material remained unchanged, in particular the
epoxy band at 903 cm�1 was still present and intense.


From the above experiments, two conclusions could be
drawn. First, the cross-linking reaction requires the pre-
sence of both a carboxylic acid functionality and an epoxy
group and the self-polymerization of the epoxy groups
does not occur under our curing conditions. Second, in
both the solid state and solution, the cross-linking reaction
proceeds with an almost quantitative yield since 99% of
the loaded chromophores 1 have been covalently attached
to the polymer backbone after heating.


Solid-state NMR of polymer PIII


Three films of the polymer PIII were prepared by spin
coating from a trichloroethane solution. One film was
heated at 140 �C for 15 min (to induce partial cross-
linking), the second for 30 min (for complete cross-
linking) and the third was not heated and constituted
the reference system. The films were scratched out of the
glass substrate and the 1H MAS NMR and 13C cross
polarization (CP)/MAS NMR spectra were recorded. The
1H MAS NMR spectra were not exploited because of the
line broadening due to the homonuclear dipolar interac-
tion between 1H making the analysis of the cross-linking
reaction unreliable. The assignments of the 13C spectra


Figure 6. Evolution of the 13C CP/MAS NMR spectrum of the polymer PIII with heating time
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were made according to a liquid NMR study on com-
pounds 2 and 3 (Fig. 6). The signal located at 49–50 ppm
is assigned to the carbon Ca of the epoxy ring, and the
signal around 67 ppm is that of the ester chain (Ca0 and
Cb0) formed after cross-linking.


Spectra acquired under CP conditions are not quanti-
tative. Nevertheless, considering the spectra of quasi-
identical samples acquired under the same experimental
conditions as in the present stage, it is still possible to
compare the intensity ratio between two lines. Figure 6
clearly shows an increase of the 67 ppm line to the 49–
50 ppm line intensity ratio with heating time in accor-
dance with the expected changes from the cross-linking
reaction.


These changes agree very well with those observed on
the model compounds 1 and 3, and they clearly indicated
that the epoxy groups were opened by a nucleophilic
attack of the carboxylic acid. To the best of our knowl-
edge, this is the first NMR-based characterization of the
cross-linking reaction in a polymeric system.


Quantum chemistry calculations


Although observed and reported previously,12–14 the
counterintuitive blue shift of the cross-linked polymer
has never really been explained. This noteworthy phe-
nomenon was also observed after the cross-linking of our
model compound 1, therefore this shift can be logically
assigned to the formation of an ester bond. This hypoth-
esis was further confirmed by preparing the methyl ester
of the chromophore 5 (the synthesis of 5 has been
described in a previous paper12 (Fig. 7). Knowing that
the ester group displays a stronger electron-withdrawing
effect than the carboxylic acid, a red shift of the charge-
transfer transition would have been expected to occur
upon cross-linking.


The electronic transition responsible for the visible
absorption of push–pull azo dyes is attributed to the


vibronically coupled �–�* and n–�* electronic transitions
which display a strong charge-transfer character.19,20


The degree of frontier orbital overlap between the
electron-rich phenylamine moiety and the electron-
deficient nitrophenyl moiety is therefore of great impor-
tance for this transition (energy and probability). In order
to shed some light on this phenomenon, we performed
semiempirical quantum calculations on compounds very
similar to DR1 carboxylate derivatives, the free carbo-
xylic group 7 and its methyl-esterified analog 8 (Fig. 8).


The PM3 optimized structure of 7 is almost planar and
evidences an intramolecular hydrogen bond between the
N (‘diazo’) and the hydrogen of the—COOH group
(Fig. 9). In contrast, the methyl-esterified 8 shows a
dihedral angle value of 55� between the phenyl rings
and a dihedral angle value closed to 74� between a phenyl
ring and the plane define by the O—C——O atoms of the
linked COOMe group (Fig. 9 and Table 1).


Therefore, 8 is clearly less conjugated than 7. The UV–
visible electronic spectra were simulated by the ZINDO-
CI method.27 The highest occupied molecular orbital
(HOMO) and the two lowest unoccupied molecular
orbitals (LUMO and LUMOþ 1) are sketched in Table 1.


We have also gathered in Table 1 the characteristics of
the first lowest electronic transition with an oscillator
strength higher than 0.005 [e.g. transition energy (�E),
oscillator strength (f), difference between excited- and
ground-state dipole moments (��), character and weight
of the main monoexcitations]. As expected, the energy
differences between LUMO and HOMO or LUMOþ 1
and HOMO are always higher for the less conjugated


Figure 7. UV–visible absorption spectra of the acid 5 (doted line) and the esterified 6 derivatives (straight line) of a DR1 analog
in dichloromethane solution


Figure 8. Structures of the molecules 7 and 8 used in the
quantum chemistry calculations
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molecule 8. Moreover, the analysis of the lowest electro-
nic transition with a high oscillator strength value
evidences a band for which the �!�* character is
unambiguously defined: for both compounds this transi-
tion is a mix of HOMO!LUMO and HOMO!
LUMOþ 1 monoexcitations. However, for 7, the
HOMO!LUMO monoexcitation has the major weight
(64%) whereas for 8 this is the HOMO!LUMOþ 1
which has the higher weight (48%). Therefore, the
wavelength of the �!�* transition for 8 is blue shifted
relative to that of 7 by 47 nm. This value is similar to the
experimental ��max value of 54 nm.


CONCLUSIONS


This contribution provides a full understanding of the
thermal cross-linking mechanism of polymer PIII. Our
approach was based on the study of the model com-
pounds 1 and 3 and a 13C solid-state MAS NMR
investigation of polymer PIII. The locking of the orienta-
tion of chromophores in polymer PIII is attributed to the
formation of new covalent ester-type bonds between the
carboxylic acid group attached to the chromophores and
the epoxy side-chains of the polymer. It is worth noting
that the systematic blue shift observed upon esterification
of the chromophore (1, 5, 7 and in polymer PIII) is
supplementary convincing evidence that the cross-linking
reaction occurring in polymer PIII is due to the ester-
ification of the carboxylic acid group and not the self-
polymerization of the epoxides. The experiments indi-
cated that this cross-linking reaction is quasi-quantitative
and is completely finished after 30 min of heating at
140 �C. Furthermore, the results of a theoretical quantum
chemistry study explained the blue shift of the visible
absorption band that occurred with the cross-linking
reaction. This shift is ascribed to the torsion of the


chromophores induced by steric strains created by the
formation of ester bonds. The distortion of the molecule
arose from the loss of hydrogen bond with the carboxylic
acid and the nitrogen lone pair of the azo group and the
simultaneous repulsion between nitrogen and oxygen
lone pairs consecutive to the ester bond formation
(Fig. 9). As a consequence, the maximum absorbance
of the ca 500 nm electronic absorption band was shifted
to shorter wavelengths and its intensity was decreased
owing to the lower strength of the dipolar transition. In
the context of the two-state model of Oudar and co-
workers,18,21 the magnitude of the hyperpolarizability
coefficient is known to be proportional to the square of
the transition oscillator strength and inversely propor-
tional to the square of the energy of the charge-transfer
transition. According to this law, the torsion of the azoic
chromophore must induce a decrease of the molecular
first hyperpolarizability (�) and is therefore at the ex-
pense of the level of the overall electrooptic coefficient of
the polymer (r33). As such, moving the carboxylic acid
group to another position (meta position of the nitrophe-
nyl ring or reversing the positions of CO2H and NO2, for
example) could certainly be advantageous for the overall
electrooptic performance of the cross-linked polymer
without affecting the stability of the dipole orientations.
Finally, knowing that this type of cross-linking reaction is
particularly efficient in decreasing the relaxation of
chromophores, we believe that it can be used advanta-
geously with other NLO chromophores grafted on metha-
crylate monomer copolymerized with GMA.


EXPERIMENTAL


General methods


1H NMR spectra were recorded on a Bruker ARX
400 MHz spectrometer. Chemical shifts for 1H NMR
spectra are referenced relative to residual 1H in the
deuterated solvent (CDCl3, �¼ 7.26 ppm).


Solid-state NMR spectra were acquired at room tem-
perature using a Bruker Avance 500 MHz spectrometer
operating at 125.7 MHz for 13C and using a Bruker 4 mm
double-bearing probehead. 13C spectra were referenced
to TMS using adamantane as a secondary reference.
{1H}–13C CP/MAS spectra were acquired using a
ramp–amplitude sequence,22 a 15 kHz MAS spinning
rate, a 2 ms contact time and a repetition time of 2 s. 1H
decoupling during acquisition was achieved using the
TPPM method23 with an r.f. field of �60 kHz.


UV–visible absorption spectra were recorded on a
Shimadzu UV-2401PC spectrophotometer. Fourier trans-
form IR spectra were recorded on pressed KBr pellets on
a Bruker Vector 22 spectrometer. Mass spectra were
recorded on an HP 5989A EI-MS spectrometer or on a
JMS-700 double-focusing mass spectrometer of reversed
geometry equipped with electrospray ionization (ESI)


Figure 9. Dihedral twisting explaining the blue shift that
occurs during the cross-linking reaction of polymer PIII
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Table 1. HOMO, LUMO, LUMOþ1 sketches and energies, characteristics of the lowest electronic transition with an oscillator
strength higher than 0.005: transition energy (�E), oscillator strength (f), difference between excited-and ground-state dipole
moments (��), character and weight of the main monoexcitations calculated by the ZINDO/S-CI method


1056 C. MONNEREAU ET AL.


Copyright # 2005 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2005; 18: 1050–1058







source (JEOL, Akishima, Tokyo, Japan). Thin-layer
chromatography (TLC) was performed on aluminum
sheets precoated with Merck 5735 Kieselgel 60F254.
Column chromatography was carried out either with
Merck 5735 Kieselgel 60F (0.040–0.063 mm mesh) or
with SDS neutral alumina (0.05–0.2 mm mesh). Air-sen-
sitive reactions were carried out under argon in dry
solvents and glassware. Chemicals were purchased
from Aldrich and used as received. 2-({40-[ethyl(metha-
cryloyloxyethyl)amino]phenyl}diazenyl)-5-nitrobenzoate
(5) was synthesized according to a previously published
method.12


Computational methods


The PM3 semi-empirical Hamiltonian24 was used as
implemented in the quantum mechanical programs
MOPAC2000.25 All geometries were completely opti-
mized, i.e. no restrictions on geometry were assumed. In
order to limit degrees of freedom for this type of
molecule, calculations were performed on less substi-
tuted analogs: the EtN–C2H4–OC(O)–C(Me)——CH2


group was replaced by an—NMe2 group.
Starting from the previous geometry, we selected in the


Arguslab program26 the ZINDO-CI method parameter-
ized to reproduce UV–visible spectroscopic transitions.27


During these calculations, the following overlap weight-
ing factors were used: 1.267 for �–� and 0.585 for �–�.
Monoexcitations were constructed from a 20 molecular
orbital window spanning the frontier orbitals (10 occu-
pied and 10 vacant). Configuration interaction energies
were adjusted for first-order solvent effect through the
self-consistent reaction field model of Karelson and
Zerner:28 solute was embedded in a spherical cavity of
7.5 Å radius; CH2Cl2 solvent is described by its dielectric
constant "¼ 9.08 and refractive index n¼ 1.423.


Synthesis of the compounds


2-{[40-(diethylamino)phenyl]diazenyl}-5-nitrobenzoic acid
(1). A solution of 2-amino-5-nitrobenzoic acid (1.5 g,
8 mmol) in 17 ml of 0.5 N NaOH (8.5 mmol) was stirred
at 80 �C until complete dissolution of the compound.
After cooling to room temperature (r.t.), an aqueous
solution of 10 N HCl (8 ml, 80 mmol) was added drop-
wise, leading to a bright yellow precipitate. The mixture
was cooled to 0 �C and NaNO2 (0.552 g, 8 mmol) in 2 ml
of H2O was added. The solution was stirred for 1 h at this
temperature. The solution was then filtered and the
yellow filtrate was added to N,N-diethylaniline (1.190 g,
8 mmol). After 12 h of stirring at r.t., dichloromethane
and water were added to the mixture. The organic layer
was extracted, dried on MgSO4 and evaporated. The
residue was chromatographied on silica eluted with
CH2Cl2–Et2O (8:2) to give 1.69 g of 1 (60%). 1H NMR


(300 MHz, CDCl3), � (ppm): 14.25 (s, 1H), 9.12 (d, 1H,
4J¼ 2.4 Hz), 8.36 (dd, 1H, 4J¼ 2.4 Hz, 3J¼ 9.0 Hz), 8.10
(d, 1H, 3J¼ 9.0 Hz), 7.77 (d, 2H, 3J¼ 9.0 Hz), 6.77 (d,
2H, 3J¼ 9.0 Hz), 3.57 (q, 4H, 3J¼ 4.8 Hz), 1.32 (t, 6H,
3J¼ 4.8 Hz). IR (cm�1): 3450 (m, �st, OH), 2980–2940
(m, �st, Alk), 1703 (s, �st, C——O acid), 1605 [s, Ar(ring)],
1518 (s, �asym, NO2), 1336 (s, �sym, NO2). UV–vis
(CH2Cl2): �max, 558 nm.


200-Hydroxy-300- isobutoxypropyl - (2 - {[40-(diethylamino)-
phenyl]diazenyl}-5-nitrobenzoate) (3). A solution of 1
(50 mg, 0.15 mmol) and 2 (98 mg, 0.75 mmol) in DMF
(2 ml) was stirred at 140 �C in a sealed tube for 2 h. The
solvent was then rotary evaporated and the residue, after
drying under vacuum, was purified by chromatography
on silica gel, eluting with CH2Cl2–Et2O (9:1). An orange
solid was recovered (70 mg, 99%). 1H NMR (300 MHz,
CDCl3), � (ppm): 8.55 (d, 1H, 4J¼ 2.7 Hz), 8.30 (dd, 1H,
4J¼ 2.7 Hz, 3J¼ 9.0 Hz), 7.80 (d, 2H, 3J¼ 9.6 Hz), 7.66
(d, 1H, 3J¼ 9.0 Hz), 6.64 (d, 2H, 3J¼ 9.6 Hz), 4.37 (m,
2H), 4.07 (m, 1H), 3.40 (m, 6H), 3.07 (d, 2H, 3J¼
6.6 Hz), 2.47 [m, 1H (OH)], 1.73 (m, 1H), 1.17 (t, 6H,
3J¼ 7.3 Hz), 0.80 (d, 6H, 3J¼ 6.8 Hz). 13C NMR
(300 MHz, CDCl3), � (ppm): 165.32, 155.10, 146.29,
142.52, 127.55, 127.29, 125.98, 125.71, 124.46, 119.02,
110.13, 77.35, 70.44, 67.55, 65.87, 43.92, 27.30, 18.23,
11.64. IR (cm�1): 3435 [m, �st, OH (epoxy opening)],
2960–2870 (m, �st, Alk), 1728 (s, �st, C——O acid), 1601
[s, Ar(ring)], 1517 (s, �asym, NO2), 1331 (s, �sym, NO2),
1265 (s, i-Bu), 1140 (s, �st, C–O–C). UV–vis (CH2Cl2):
�max, 511 nm MS: m/z 472 (Mþ), 293 (100%).


Methyl [2-({40-[ethyl(methacryloyloxyethyl)amino]phenyl}
diazenyl)-5-nitro benzoate] (6). To a solution of 5 (1 g,
2.35 mmol) in dry acetone (20 ml) were added potassium
carbonate (2 g, 11.7 mmol) and dimethyl sulfate (0.45 ml,
4.7 mmol). The solution was stirred 10 min under argon at
r.t. Water was added and the mixture was extracted twice
with CH2Cl2. The organic layer was dried on MgSO4,
filtered and evaporated. The residue was filtered through
silica gel using dichloromethane as solvent, affording,
after evaporation, a red–orange product (1.06 g, 100%).
1H NMR (300 MHz, CDCl3), � (ppm): 8.63 (d, 1H,
4J¼ 2.1 Hz), 8.36 (dd, 1H, 4J¼ 2.1 Hz, 3J¼ 9.0 Hz),
7.87 (d, 2H, 3J¼ 9.3 Hz), 7.75 (d, 1H, 3J¼ 9.0 Hz), 6.81
(d, 2H, 3J¼ 9.3 Hz), 6.11 (s, 1H), 5.60 (s, 1H), 4.37 (t, 2H,
3J¼ 6.0 Hz), 3.95 (s, 3H, COOMe), 3.74 (t, 2H,
3J¼ 6.0 Hz), 3.55 (q, 2H, 3J¼ 7.5 Hz), 1.95 (s, 3H),
1.27 (t, 3H, 3J¼ 7.5 Hz). 13C NMR (300 MHz, CDCl3),
� (ppm): 178.2, 166.90, 155.99, 152.70, 145.12, 144.11,
135.84, 135.81, 128.70, 126.69, 126.29, 125.44, 120.05,
111.52, 61.62, 52.74, 48.78, 45.71, 18.34, 12.28. IR
(cm�1): 2980–2940 (m, �st, Alk), 1736 (s, �st, C——O
ester), 1724 (s, �st, C——O ester), 1635 [s, Ar(ring)], 1519
(s, �asym, NO2), 1336 (s, �sym, NO2), 1164 (m, nst, C–O–C),
832 (m, noop, CH2


——C). UV–vis (CH2Cl2):�max, 488 nm.
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ABSTRACT: A systematic evaluation of the stereoelectronic effects in a series of fluorinated amine compounds has
been carried out. A variety of computational methods have been employed, including molecular mechanics, semi-
empirical, density functional and ab initio methods. An analysis of the natural bond orbital populations has been
carried out and the effect of solvent was considered via the polarized continuum model (PCM). The results indicate a
preference for conformations that result in an anti-periplanar arrangement between the nitrogen lone pair and the
C—X bond (X——F or CF3). There are variations in geometry and natural bond orbital population, with conformation
that are consistent with a stereoelectronic effect whereby electron density from the nitrogen lone pair is delocalized
into the C—X �* orbital. Similar results are obtained for trifluoromethyl methylamines, although the magnitude of the
stereoelectronic effect is attenuated resulting in greater expected conformational diversity for these compounds. The
PCM results suggest that these preferences should persist in solution. Comparison among the computational methods
used reveals that there is good agreement among the ab initio and density functional methods (at the HF/6-31þG(d),
MP2/6-31þG(d), MP2/6-311þG(2d,p) and B3LYP/6-31þG(d) levels) and these methods agree well with the
available experimental data for ethylmethylamine. Published in 2005 by John Wiley & Sons, Ltd.
Supplementary electronic material for this paper is available in Wiley Interscience at http://www.interscience.
wiley.com/jpages/0894-3230/suppmat/
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fluoro-organic compounds


INTRODUCTION


Fluorine has been found to exert many pronounced
effects on the properties of organic compounds when
employed as a substituent.1 As a result, in many areas of
applied organic chemistry, including polymer chemistry2


and biological or medicinal chemistry,3–5 fluorinated
compounds are attractive synthetic targets and the effects
of fluorination on structure–activity relationships receive
much scrutiny. The fluoro and trifluoromethyl groups are
widely used substituents in medicinal chemistry because
they are capable of imparting a large perturbation of a
molecule’s electron distribution and lipophilicity. In
medicinal chemistry applications, fluorine is particularly
attractive as a substituent because the strength of the
carbon–fluorine bond imparts a great deal of metabolic
stability to fluorinated bioactive compounds.4 Also, sub-


stitution by fluorine is relatively conservative from a
steric standpoint. Fluorine is larger than a hydrogen
atom but is comparable in size to oxygen.6 Fluorine
also provides a very useful analytical tool in biological
systems because it can be monitored easily by 19F
NMR,7,8 and 18F-labeled ligands are widely used in
positron emission tomography (PET) imaging studies.9,10


The fluoro substituent also has attracted a great deal of
study from the physical organic chemistry community. It
has been shown to participate in stereoelectronic effects
(often called hyperconjugative, negative hyperconjuga-
tive and/or generalized anomeric effects)11–18 that can
greatly bias a molecule’s conformational preferences in
unexpected ways. A case in point is the so-called ‘gauche
effect’, where gauche conformers of F—C—C—F frag-
ments tend to predominate in contrast to their hydrocar-
bon counterparts, which tend toward the more sterically
favored anti arrangement.19 The explanation that is
offered most commonly as the underlying cause of the
gauche effect is that there are favorable interactions
between the filled C—H � orbital and the vacant C—F
�* orbital that are optimal when the C—H bond is anti
periplanar to the C—F bond. Thus, the driving force for
an anti arrangement of H relative to F outweighs the
steric repulsion between two gauche F atoms. A similar
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hyperconjugative effect, the generalized anomeric
effect,11,15,20–29 is seen with atoms bearing lone pairs
that can be delocalized into adjacent �* orbitals.


In this work, a systematic evaluation has been con-
ducted of the stereoelectronic effects in the very simple
amine compounds shown in Fig. 1. These model com-
pounds have been chosen to allow for an assessment of
the role of stereoelectronic effects in N—C—F systems
compared with N—C—CF3 systems. Stereoelectronic
effects in N—C—F systems have been investigated
extensively in the past.30 Very early ab initio studies of
these effects by Radom, Hehre and Pople,18 Reed and
Schleyer23,31 and Dunitz and co-workers32 indicated that
nitrogen lone pair delocalization into the C—F �* is a
major contributing factor to the conformational prefer-
ences of simple N—C—F systems. In 1993, Senderowitz,
Aped and Fuchs33 examined this effect in both O—C—F
and N—C—F systems and developed a parameterization
scheme of Allinger’s MM234 force field specifically to
handle these effects. All of these studies were carried out
at the Hartree–Fock level with basis sets ranging from
3-21G to 6-31G**. Additionally, NMR studies of N-
benzyl-N-methyl-�-fluoroamine and related compounds
identified large rotation–inversion barriers that support
the notion that negative hyperconjugation plays a sig-
nificant role in determining the conformational prefer-
ences of N—C—F systems.35


There have been many studies also of stereoelectronic
effects in CF3-containing compounds. However, often the
focus has been on the electron-accepting ability of the
C—F �*23,31,36–38 (i.e. the systems under study are N—
CF2—F systems and not N—C—CF3). There have been
studies also comparing the �-carbanion stabilizing ability
of a fluorine atom with that of the trifluoromethyl
group.39–41 Apeloig’s ab initio study in 1981 concluded
that the CF3 group was able to engage in negative
hyperconjugation, but to a much lesser extent than a
fluorine atom.39 Others agued that the two groups were
more equally capable in their hyperconjugative abil-
ities.42 However, there has been far less investigation of
conformational effects in neutral molecules due to these
kinds of interactions (N—C—CF3 systems, for example).


The aforementioned 1988 NMR study of N-benzyl-N-
methyl-�-fluoroamine compounds included studies of
the trifluoromethyl analogues. These results supported
Apeloig’s conluclusion that hyperconjugative interac-
tions were much more important in the fluoro case than
the trifluoromethyl case.35


The aims of this work are to characterize the structural
and conformational ramifications of these stereoelectronic
effects in fluoromethylamines and trifluoromethylamines
and to evaluate the performance of several modern com-
putational methods in terms of describing these effects.
Although, as outlined above, there are many computational
studies in the literature on N—C—F systems, most of the
calculations were carried out at the Hartree–Fock level with
only small or moderately sized basis sets. Thus, the goals of
this work include bringing the literature record on the N—
C—F systems up to date and extending the studies to
include direct comparisons with the corresponding N—
C—CF3 systems. Also, there is a need to evaluate the
performance of several modern computational methods,
including not only ab initio and density functional methods
but also semi-empirical and force field methods, in terms of
describing these effects. This benchmarking process is
important because computationally efficient methods are
needed to evaluate the large number of conformations (and/
or configurations) that arise in systems of interest in applied
areas such as medicinal chemistry and material science.
But whether these more approximate methods can ade-
quately describe the unique subtleties that are often en-
countered in fluorinated systems remains in question. Thus,
a variety of computational methods have been employed
here, including molecular mechanics, semi-empirical, den-
sity functional and ab initio methods. In order to ascertain
the sensitivity of the stereoelectronic effects to the sur-
rounding medium, the effect of solvent was considered via
the polarized continuum model (PCM). Finally, natural
bond order24,43,44 analysis has been carried out to examine
the relative importance of hyperconjugative interactions in
these systems.


COMPUTATIONAL DETAILS


All calculations were carried out with the Spartan 0245,46


and Gaussian 0347 program packages. The molecular
structures were built within Spartan and then subjected
to a conformer distribution calculation using the default
algorithms. This resulted in a systematic conformational
search of all rotatable bonds to identify local minima,
which then were optimized fully without symmetry
constraints. This procedure was carried out at the merck
molecular force field (MMFF),48–52 AM1,53 HF/6-
31þG(d), MP2/6-31þG(d) and B3LYP/6-31þG(d)
levels, as implemented in Spartan 02.46 For simplicity,
the latter three protocols will be referred to as HF, MP2-1
and DFT, respectively. In addition, each of the conforma-
tions identified by the Spartan searching procedure at the
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Figure 1. Fluorinated amines and unsubstituted amines
under investigation
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HF level was subjected to complete geometry optimiza-
tion with Gaussian 03 at the MP2/6-311þG(2d,p) level.
This set of results will be referred to as MP2-2. The range
of conformations found can be described by the sche-
matic shown in Fig. 2 and an example set of optimized
structures is shown in Fig. 3. In some cases, a particular
conformation was not identified as being a minimum
through the Spartan conformer distribution calculation at
a given level of theory. Those structures were built by
hand in the conformation of interest and subjected to
optimization. In all cases, the structure moved to another
conformation upon optimization, thus confirming the
results of the conformer distribution procedure. Fre-
quency calculations were carried out for all structures;
the minima were found to possess zero imaginary fre-
quencies and transition states were found to possess one
imaginary frequency corresponding to the appropriate
mode. Table 1 contains the differences in total energies
(�E) for the conformations (�E values including correc-
tions for differences in zero-point vibrational energies are
provided for the MP2-2 values). For organizational pur-
poses, the relative energies of the conformational minima
are reported in terms of conformations I, II and III for


each member of the set of compounds F1, F2, F3, CF1,
CF2, CF3 and EMA (ethylmethylamine). However, the
stereochemical relationships among these compounds are
such that nitrogen inversion of F1, for example, leads to
the enantiomer of F2.


Natural bond orbital (NBO) analysis was conducted
using Weinhold’s method24,43,44 as implemented in
Gaussian 03. This was accomplished by carrying out
single-point energy calculations on the conformers found
by Spartan at the HF/6-31þG(d) level for the systems of
interest (F1, CF1, EMA).


Aqueous-phase calculations were carried out with the
PCM as implemented in Gaussian 03 using the default
parameters for water.54–56 These calculations were car-
ried out via MP2/6-311þG(2d,p) single points at the
MP2/6-311þG(2d,p) gas-phase geometries.


RESULTS


Conformational energies


Geometry optimizations were carried out on the confor-
mations shown in Fig. 2, which are generated by rotation
about the N—C bond. The gas-phase relative conforma-
tional energies (�E) are shown in Table 1. In all cases,
the lowest energy structure was found to have the
smallest dipole moment (for the MP2/6-311þG(2d,p)-
calculated dipole moments, see Supplementary material).
The conformational energies shown in Table 1 are for the
molecules in isolation, thus there is expected to be a
preference for the conformers where the bond moments
cancel.


For fluorinated amines F1–F3, all methods predict
conformation I to be the lowest energy structure of the
conformations considered here. The lone pair is anti to
the fluorine in this conformation and presumably the
preference for this conformation is due, at least in part,
to the aforementioned stereoelectronic effect where the
lone-pair electron density is best delocalized into the
C—F �* orbital. For F1, conformation II was not found to
exist as a minimum on the potential energy surface at the
AM1 and MP2-1 levels (it optimized to conformation I in
all attempts). Conformation I was the only minimum
found at the DFT level. At the HF and MP2-2 levels, all
three conformations were found as minima and the
calculated energy differences are similar. For instance,
conformations II and III of F1 were found to lie above the
ground state by 5.40 and 4.45 kcal mol�1, respectively
(with MP2-2, the values are 5.63 and 3.96 kcal mol�1).
This is in close agreement with previous computational
studies of F1.33


It is highly desirable to be able to model fluorine-
mediated stereoelectronic effects for larger systems.
Thus, one of the goals of this work is to compare the
results of the more approximate molecular mechanics
and semi-empirical methods to the ab initio and DFT
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Figure 2. Staggered conformations that result from rota-
tion about the N—C bond. The abbreviation LP is simply a
schematic representation of the nitrogen lone pair and has
no bearing on the actual calculations


Figure 3. Optimized (MP2/6-311þG(2d,p)) geometries of
conformations I, II and III of compounds F1 (top row) and
CF1 (bottom row)
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methods to allow for an evaluation of their performance.
One might expect molecular mechanics to do a poor job
of describing subtle stereoelectronic effects such as those
considered here. For example, based on sterics alone, for
F1 one might predict conformation II to be the most
stable because it lacks an F—CH3 gauche interaction.
However, the MMFF results predict conformation I to be
the ground state, in agreement with the quantum mechan-
ical methods, and they underestimate the relative stability
of conformation I compared with ab initio methods. The
AM1 results are quite reasonable for F1. They do not
predict conformation II to be a minimum, but neither do
the MP2-1 results. The relative energy of conformation
III is 4.13 kcal mol�1, which is in reasonable agreement
with the HF and MP2 results with either basis set
considered here.


Compounds F2 and F3 possess a methyl on the
fluorine-bearing carbon, introducing the possibility of
methyl–methyl gauche interactions. For F2, conforma-
tion I is the most sterically crowded conformation be-
cause there is a gauche methyl–methyl interaction as well
a gauche fluoro–methyl interaction, however it is still
predicted to be the lowest energy structure with all
methods. Presumably this enhanced crowding destabi-
lizes conformation I resulting in a lower �E value for the
other conformations compared with the results for F1.
For F2 there is reasonable agreement among the methods,
with some clear exceptions. Molecular mechanics cor-
rectly predicts conformation I to be the global minimum
but significantly overestimates the stability of conforma-
tion III compared with the ab initio and DFT methods
(0.59 compared with 2.46–3.28 kcal mol�1). The HF
results predict conformation III to be lower in energy
than conformation II, whereas AM1 produces reverse
ordering. Conformation II does not exist as a minimum
on the MP2-1 or DFT potential energy surfaces. Once
again, the MP2-2 results closely mirror the HF results,
with conformations II and III predicted to lie at 4.14 and
2.37 kcal mol�1 (including �ZPE), respectively.


For F3, once again all methods predict conformation I
to be the lowest energy structure and the preference for it
is far more substantial than in F2. Conformation I in F3
has the favorable anti arrangement between the lone pair
and the C—F bond but there is better sterics than in F2
because the methyl groups are now anti to each other.
The HF, MP2 and DFT results are all in good
agreement with each other and predict the next available
conformation to lie well over 5 kcal mol�1 above the
ground state. The MMFF protocol leads to smaller �E
values for F3, as it does for F1 and F2, which is consistent
with an underestimation of the significance of the pre-
sumed stereoelectronic effect. Conformation II was
not found as a minimum for AM1 but AM1 does
predict conformation I to be the ground state and con-
formation III to be significantly higher in energy, which
is qualitatively consistent with the more sophisticated
methods.


Table 1. Gas-phase conformational energies �E (kcal mol�1)a


Conformation Conformation Conformation
Method I II III


Compound: F1
MMFFb 0.00 1.65 2.44
AM1c 0.00 — 4.13
HFd 0.00 5.40 4.45
MP2-1e 0.00 — 5.05
DFTf 0.00 — —
MP2-2g 0.00 5.91 4.38
MP2-2þ�ZPEh 0.00 5.63 3.96
Compound: F2
MMFF 0.00 2.01 0.59
AM1 0.00 2.08 3.26
HF 0.00 4.06 2.46
MP2-1 0.00 — 3.28
DFT 0.00 — 2.63
MP2-2 0.00 4.46 2.82
MP2-2þ�ZPE 0.00 4.14 2.37
Compound: F3
MMFF 0.00 2.62 4.28
AM1 0.00 — 3.08
HF 0.00 5.56 6.17
MP2-1 0.00 6.30 6.48
DFT 0.00 6.28 —
MP2-2 0.00 5.60 5.67
MP2-2þ�ZPE 0.00 5.52 5.48
Compound: CF1
MMFF 0.00 0.29 0.97
AM1 0.00 2.53 2.86
HF 0.03 0.00 0.77
MP2-1 0.58 0.00 1.02
DFT 0.00 0.48 1.13
MP2-2 0.00 0.32 0.94
MP2-2þ�ZPE 0.00 0.26 0.88
Compound: CF2
MMFF 0.27 1.74 0.00
AM1 0.00 0.97 1.62
HF 0.39 0.03 0.00
MP2-1 0.00 0.46 0.12
DFT 0.00 0.26 0.08
MP2-2 0.00 0.39 0.10
MP2-2þ�ZPE 0.06 0.21 0.00
Compound: CF3
MMFF 0.00 1.54 2.24
AM1 0.00 2.87 2.33
HF 0.00 0.92 2.76
MP2-1 0.00 0.88 2.74
DFT 0.00 1.10 2.94
MP2-2 0.00 0.45 2.48
MP2-2þ�ZPE 0.00 0.57 2.58
Compound: EMA
MMFF 1.61 1.86 0.00
AM1 1.77 0.00 0.83
HF 1.12 1.58 0.00
MP2-1 0.77 1.39 0.00
DFT 0.96 1.44 0.00
MP2-2 0.72 1.34 0.00
MP2-2þ�ZPE 0.84 1.37 0.00
Expt. �H (Ref. 34) 0.51� 0.08 0.96� 0.10 0.00


a Energy differences for fully optimized structures using the indicated
methods (see text). The absence of a value indicates that no minimum
was found for that conformation.
b Merck molecular force field.
cAM1//AM1.
d HF/6-31þG(d)//HF/6-31þG(d).
e MP2/6-31þG(d)//MP2/6-31þG(d).
f B3LYP/6-31þG(d)//B3LYP/6-31þG(d).
gMP2/6-311þG(2d,p)//MP2/6-311þG(2d,p).
h Energy differences including differences in zero-point vibrational ener-
gies evaluated at MP2/6-311þG(2d,p).
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Compounds CF1–CF3 are included in this study to
allow for an evaluation of the stereoelectronic effects in
CF3-containing compounds. The results in Table 1 sug-
gest that a stereoelectronic effect still exists but its
magnitude is smaller than when the electron-accepting
group is a fluorine atom. In general, conformation I was
still found to be the global minimum. The CF3 group is
therefore still exerting an effect that is great enough to
compensate for the steric penalties associated with con-
formation I. The most notable result from the HF, MP2
and DFT calculations on CF1 is the fact that a strong
conformational preference no longer exists, in contrast to
F1. All three conformations are calculated with these
levels to lie within roughly a 1 kcal mol�1 window of the
ground state. One would expect the CF3 group not only to
exert a smaller stereoelectronic effect but also to exert a
more pronounced steric effect. It is very possible that
these effects nearly cancel in the case of conformation I
of CF1. In general, conformations I and II are found to be
very similar in energy (AM1 is the exception). As a
result, not all of these computational protocols predict the
same conformation to be the global minimum. Both HF
and MP2-1 predict conformation II whereas the others all
predict conformation I to be the lowest energy conforma-
tion. However, the consensus picture that does emerge is
clearly that conformations I and II are nearly degenerate
ground states and conformation III is roughly
1 kcal mol�1 higher in energy. The MMFF protocol
reproduces this trend quite well, with conformations II
and III lying 0.29 and 0.97 kcal mol�1, respectively,
above the ground-state structure conformation I. The
AM1 protocol predicts conformation I to be lowest in
energy, with conformations II and III 2.53 and
2.86 kcal mol�1 higher in energy, respectively. Thus,
AM1 predicts the conformational preferences for CF1
to be very similar to those of F1, whereas all of the other
protocols indicate that CF1 has much greater conforma-
tional diversity than its F1 counterpart, where conforma-
tion I strongly predominates.


In compounds CF2 and CF3, the possibility of CH3–
CH3 and CH3–CF3 gauche interactions exists. For CF2,
conformation I contains both CH3–CH3 and CH3–CF3


gauche interactions but is still predicted to be the ground
state by DFT and MP2-1. At the HF level this conforma-
tion is predicted to lie only 0.39 kcal mol�1 above the
ground state and only 0.27 kcal mol�1 above the ground-
state conformation III with MMFF. Both MP2-1 and DFT
predict a very similar set of �E values, with conforma-
tion I as the ground state, conformation III as a low-lying
minimum (�E values of 0.12 and 0.08 kcal mol�1 for
MP2-1 and DFT, respectively) and conformation II as the
highest energy conformation (�E values of 0.92 and
0.88 kcal mol�1, respectively). The MP2-2 protocol pre-
dicts conformation III to be the lowest energy structure
by a slight amount (0.06 kcal mol�1) with the inclusion of
zero-point energy differences. There is consensus among
HF, DFT, MP2-1 and MP2-2 in that they all predict the


three conformations to lie within 0.50 kcal mol�1 of the
ground state. Thus, it is noteworthy that substitution of
the fluoro group by a trifluoromethyl group is not accom-
panied by a reduction in the population of conformers
with gauche interactions, presumably because of the
stereoelectronic effect.


For CF3 there is a very strong consensus among the
most sophisticated approaches (HF, MP2-1, MP2-2 and
DFT), with all �E predictions within roughly
0.2 kcal mol�1 of each other. Conformation I is predicted
to have the lowest energy. It has the lone pair anti to the
CF3 group and has a gauche CH3–CF3 interaction. The
next highest conformation is II (�E values of 0.57–
1.10 kcal mol�1), which has a CH3–CH3 gauche interac-
tion. Conformation III is predicted to be the highest in
energy (�E values of 2.58–2.94 kcal mol�1) and it has
both CH3–CH3 and CH3–CF3 gauche interactions. These
results are nearly reproduced by the more approximate
methods (MMFF and AM1), although AM1 gives a
reversed ordering of conformations II and III.


Ethylmethylamine (EMA) is included in this study to
serve as a standard so that the fluoro and trifluoromethyl
substituent effects can be elucidated more easily. The HF,
MP2-1, MP2-2 and DFT methods all predict conforma-
tion III of EMA to have the lowest energy. Presumably,
this is due to the lack of a gauche interaction. Conforma-
tion I is found to lie 0.77–1.12 kcal mol�1 above the
ground state (by the ab initio and DFT methods). Con-
formation II is slightly higher in energy (1.39–
1.58 kcal mol�1). Variable-temperature infrared studies57


indicate that conformation III is the lowest energy struc-
ture under the conditions of the experiment (�110 to
�150 �C in liquid krypton), with conformation I next in
energy at 0.51 kcal mol�1 followed by conformation II at
0.96 kcal mol�1. The HF, MP2-1, MP2-2 and DFT results
are in reasonable agreement with this. In fact, all of the
methods employed here, except AM1, produce the same
qualitative ordering of EMA conformations.


Rotation and inversion barriers


Table 2 contains the barriers to rotation about the N—C
bond for compounds F1, CF1 and EMA, as well as the
nitrogen inversion barriers for these compounds (in con-
formation I), calculated at the MP2-2 level. Earlier
studies, at the Hartree–Fock level with smaller basis
sets, have reported that the stereoelectronic effect in
N—C—F systems results in a lowering of the barrier to
inversion at nitrogen and a raising of the barrier to
rotation about the C—N bond.26,31–33 In fact, previous
studies of F1 have predicted its inversion barrier to be
smaller than its C—N rotational barrier, which is oppo-
site to the situation in ethylamine where the rotation
barrier is the smaller of the two.33 The values in Table 2
for F1 support this finding. At the MP2/6-311þG(2d,p)//
MP2/6-311þG(2d,p) level the inversion barrier is found


STEREOELECTRONIC EFFECTS IN FLUORINATED ALKYLAMINES 1065


Published in 2005 by John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2005; 18: 1061–1071







to be 4.68 kcal mol�1 and the rotational barriers range
from 5.92 to 11.16 kcal mol�1. These results are in
general agreement with the previously reported HF/6-
31G(d) results.33 The current work allows for an analysis
of the effect of the trifluoromethyl group on the stereo-
electronic effect. For compound CF1, the inversion and
rotation barriers are much closer to each other in magni-
tude than is seen for F1, suggesting that the magnitude of
the stereoelectronic effect is smaller than in F1. The
highest energy rotational transition state (ROT1) contains
eclipsing interactions between the methyl and trifluoro-
methyl groups. The rotational barriers are lower for the
CF3-containing compound than for the fluoro analogue.
The same trend has been observed in variable-tempera-
ture NMR studies in non-polar solvents on compounds of
the PhCH2-N(CH3)-CH2-X type (X¼F or CF3), where
the barriers measured at low temperatures were
10.1 kcal mol�1 for the fluoro compound and
7.3 kcal mol�1 for the CF3 compound.35


Geometries


The calculated C—N, C—H, and C—F bond lengths for
compounds F1, CF1 and EMA are presented in Table 3.
Some trends emerge regarding the various computational
methods. For example, The MMFF C—N bond lengths
show much less sensitivity to conformation than do the
quantum mechanical methods. For F1 at the MP2/6-
311þG(2d,p) level, the C—N bond lengths are 1.404
and 1.430 Å and the C—F bond lengths are 1.426 and
1.391 Å, respectively in conformations I and II, respec-
tively. These geometrical changes are consistent with
what one would expect to accompany the stereoelectronic
effect where lone-pair delocalization into the C—F �*
orbital occurs (see Fig. 4). Conformation I is the structure
expected to be the best at facilitating this effect because
the lone pair is anti to the fluorine, therefore it is not
surprising that it has the shortest C—N bond and the
longest C—F bond. Conformation II is not found to be a
minimum at the AM1 and MP2-1 levels, but both of these
methods do produce a shorter C—N and a longer C—F
bond in conformation I than in conformation III.


It is instructive to compare these bond lengths in F1
with the corresponding bond lengths in the parent EMA
compound that does not contain fluorine. At the HF,
MP2-1, MP2-2 and DFT levels the C—N bond in F1 is
significantly shorter than the C—N bond in EMA. For
example, for conformation I at MP2/6-311þG(2d,p) the
C—N bond is 1.404 Å for F1 and 1.463 Å for EMA. This
is in contrast to what is expected based on sterics (i.e. the
F in F1 is replaced by an H in EMA).


Similar results are seen for the trifluoromethyl com-
pound CF1. All of the quantum-based methods (AM1,
HF, MP2-1, MP2-2, DFT) predict conformation I to have
the shortest C—N bond. Even the C—CF3 bond in CF1
shows a trend that is analogous to that seen for the C—F
bond in F1. The C—CF3 bond is longest in conformation
I (e.g. at the MP2/6-311þG(2d,p) level it is 1.516 Å
versus 1.505 Å and 1.510 Å for conformations II and III,


Table 2. The MP2/6-311þG(2d,p)//MP2/6-311þG(2d,p)-
calculated rotation and inversion barriersa


Compound INVb ROT1b ROT2b ROT3b


F1 4.68 (3.67) 11.16 (10.94) 8.54 (8.08) 5.92 (5.57)
CF1 3.94 (2.99) 6.94 (6.87) 3.17 (2.91) 1.87 (1.63)
EMA 6.09 (5.17) 3.13 (2.98) 6.60 (6.65) 3.50 (3.43)


a Values represent the difference in energy (in kcal mol�1) between the
indicated transition and the ground-state conformation for that compound.
Values in parentheses are corrected for differences in zero-point vibrational
energies.
b INV, transition state for inversion at nitrogen of conformation I; ROT1,
rotational transition state for conformation III ! conformation I; ROT2,
rotational transition state for conformation I ! conformation II; ROT3,
rotational transition state for conformation II ! conformation III.


Table 3. Selected calculated bond lengths (Å) for
conformations I, II and III of compounds F1, CF1 and MEA


Method Bond Conformation Conformation Conformation
distance I II III


Compound: F1
MMFFa C—N 1.451 1.448 1.452


C—F 1.356 1.357 1.356
AM1b C—N 1.450 1.457


C—F 1.394 1.387
HFc C—N 1.404 1.425 1.414


C—F 1.393 1.367 1.376
MP2-1d C—N 1.405 1.408


C—F 1.445 1.427
DFTe C—N 1.403


C—F 1.444
MP2-2f C—N 1.404 1.430 1.415


C—F 1.426 1.391 1.405
Compound: CF1
MMFF C—N 1.485 1.483 1.484


C—C 1.541 1.541 1.544
AM1 C—N 1.425 1.440 1.432


C—C 1.580 1.569 1.576
HF C—N 1.434 1.439 1.440


C—C 1.518 1.510 1.514
MP2-1 C—N 1.445 1.451 1.450


C—C 1.519 1.508 1.513
DFT C—N 1.445 1.451 1.450


C—C 1.532 1.520 1.526
MP2-2 C—N 1.443 1.448 1.448


C—C 1.516 1.505 1.510
Compound: EMA
MMFF C—N 1.462 1.462 1.464


C—H 1.096 1.096 1.096
AM1 C—N 1.450 1.450 1.446


C—H 1.128 1.128 1.132
HF C—N 1.454 1.452 1.450


C—H 1.094 1.086 1.086
MP2-1 C—N 1.465 1.463 1.461


C—H 1.107 1.096 1.097
DFT C—N 1.466 1.464 1.462


C—H 1.109 1.098 1.099
MP2-2 C—N 1.463 1.462 1.460


C—H 1.103 1.094 1.095


a Merck molecular force field.
b AM1//AM1.
c HF/6-31þG(d)//HF/6-31þG(d).
d MP2/6-31þG(d)//MP2/6-31þG(d).
e B3LYP/6-31þG(d)//B3LYP/6-31þG(d).
f MP2/6-311þG(2d,p)//MP2/6-311þG(2d,p).
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respectively). And, as for F1, the MMFF force field does
not exhibit this subtle conformational effect on bond
lengths. Also, comparison with the EMA bond lengths
reveals the same trends for CF1 as were seen for F1. The
C—N bond is shorter in CF1 than for EMA. This is true
for all three conformations but the effect is most pro-
nounced for conformation I.


Partial atomic charges


One might expect the partial atomic charges for these
systems to vary with conformation in a predictable
manner that is consistent with charge flow, as depicted
in Fig. 4. The natural atomic charges43,44for selected
atoms of F1, CF1 and EMA are presented in Table 4.
For F1 the charge on the fluorine is most negative in
conformation I, which presumably allows the greatest
charge flow from N to F because of the anti arrangement
of the lone pair with respect to the fluorine. An analogous
examination of the CF3-containing compound CF1 is also
provided. Here the CF3 group has been treated as a single
unit by summing the individual atomic charges for the
carbon and three fluorines into the single value provided
in the table. Once again, the CF3 group bears a slightly
more negative charge in conformation I than in II or III.
As a comparison, the variation of the charge on the
hydrogen atom in EMA (which occupies the same posi-
tion as F in F1 and CF3 in CF1) is shown as a function of
conformation. The charges are positive for all three
conformations but the value is least positive for confor-
mation I. Thus, the NBO method does seem to pick up the
transfer of charge to the electron-withdrawing group (F or
CF3) via the stereoelectronic effect and this charge flow is
correlated with the geometrical changes expected based
on the hyperconjugative effects depicted in Fig. 4. The
picture is not as clear when the charge on nitrogen is


examined. One might expect the nitrogen charge to be
more positive in conformation I due to the stereoelec-
tronic effect, but this is found only for F1 and to a very
small extent.


Natural bond order analysis


Natural bond orbital (NBO) analysis24,43,44 was carried
out on compounds F1, CF1 and EMA at the HF/6-
31þG(d) level to investigate the degree of nitrogen
lone-pair (nN) delocalization in these systems and deter-
mine its dependence on conformation. All three confor-
mations are predicted to be minima for these three
compounds with HF and MP2-2, and the conformational
energy differences are very similar. The HF results were
chosen for NBO analysis because there are additional
options (NBO deletions) available in Gaussian 03 at the
HF level. The results of the NBO analysis are summar-
ized in Table 5. Of particular interest is the delocalization
of the nitrogen lone-pair electrons into the C—F �*
orbital, as well as the analogous nN!�C—C* interaction
in the trifluoromethyl compound CF1. In NBO analysis, a
search for a natural Lewis structure is conducted and the
percentage of total electron density that populates the
NBOs associated with that Lewis structure is reported.
The remaining percentage of the total electron density is
reported as the non-Lewis contribution and that para-
meter is reported in Table 5 for conformations I, II and III
of compounds F1, CF1 and EMA. This parameter in-
dicates the degree to which non-Lewis NBOs (antibond-
ing and/or Rydberg) are populated and is reported also as
a percentage of the total electron density. To provide a
benchmark to allow interpretation of these results, NBO
analysis was carried out on formamide, a compound
regarded as having a significant amount of nitrogen
lone-pair delocalization.


For F1 the non-Lewis population is found to be highly
dependent on conformation, with the greatest value
obtained for conformation I. Inspection of the results
indicates that the most significant cause of non-Lewis
delocalization is the aforementioned stereoelectronic
effect (i.e. nN!�CF*). The nitrogen lone-pair occupancy
is lowest for F1 in conformation I at 1.903 electrons. The
corresponding value for the formamide standard is 1.804.
The NBO analysis also provides second-order perturba-
tive estimates of specific donor–acceptor interactions in
the NBO basis. These are expressed in kcal mol�1 and
represent the stabilizing effect due to the interaction
between filled Lewis-type NBOs and unoccupied non-
Lewis (i.e. antibonding or Rydberg) NBOs. The most
significant interactions are listed as E(2) values for each
conformation of each compound in Table 5. Inspection of
these results indicates that, for F1, delocalization of
the nitrogen lone pair into the CF antibonding orbital
is the dominant interaction, with an E(2) value of
29.2 kcal mol�1. The next highest ranking interactions


N
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N
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Figure 4. Hyperconjugative delocalization of lone-pair
electron density


Table 4. Natural partial atomic charges(in electron units) at
the HF/6-31þG(d) level


Conformation Conformation Conformation
Compound Atom(s) I II III


F1 F �0.475 �0.444 �0.455
CF1 CF3 �1.547 �1.534 �1.540
EMA H 0.181 0.215 0.210
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are nF to �CN*, and nN to the �* of the anti CH bond on
the CH3 group. For conformation II, the dominant inter-
action is delocalization of the nitrogen lone pair into the
�CH* orbital of the hydrogen anti to the lone pair. The
E(2) value for the nN!�CF* interaction drops to
7.2 kcal mol�1, ranking it behind the nitrogen lone pair
to CH antibonding delocalizations as well as the fluorine
lone pair to C—N antibonding delocalization. In con-
formation III, nN!�CF* interaction is also the dominant
delocalization, although its magnitude is less than it is in
conformation I. In the optimized structure of conforma-
tion III there is a near syn arrangement between the C—F


bond and the expected spatial arrangement of the lone
pair (see Fig. 3).


The significance of the stereoelectronic effect in con-
formation I of F1 can be placed in context by comparison
with the highly delocalized formamide standard. The nN


to �CO* E(2) value in formamide is 90.92 kcal mol�1. As a
benchmark at the low interaction end of the spectrum one
could consider the nN!�CH* interactions for F1 or
he nN!�CH* and nN!�CC* interactions in EMA.
These all fall within a range of 10.7–12.2 kcal mol�1.
Thus, although the nN!�CF* in F1 is not as significant
as a true resonance type of delocalization, as in an amide,


Table 5. Summary of natural bond orbital analysisa


Conformation


I II III


Compound: F1
Non-Lewis population (e) 0.222 0.066 0.071


Percentage of total electron density 0.652% 0.194% 0.209%
nN occupancy (e) 1.903 1.931 1.913
Most significant stabilization energies (1) 29.2 nN!�CF* (1) 11.6 nN!�CH* (1) 17.2 nN!�CF*
(in kcal mol�1) of non-Lewis delocalizations


(2) 10.9 nF!�CN* (2) 11.5 nN!�CH* (2) 11.4 nN!�CH*
(3) 10.7 nN!�CH* (3) 10.5 nF!�CN* (3) 10.3 nN!�CH*


(4) 7.2 nN!�CF* (4) 10.2 nF!�CN*
�E (kcal mol�1) 0.00 5.40 4.45
�Enostar (kcal mol�1) 4.26 0.00 3.21
�EnoCF* (kcal mol�1) 10.68 0.00 6.14
Compound CF1
Non-Lewis population (e) 0.470 0.461 0.446


Percentage of total electron density 0.811% 0.794% 0.769%
nN occupancy 1.932 1.940 1.934
Most significant stabilization energies (1) 15.9 nF!�CF* (1) 16.0 nF!�CF* 16.4 nF!�CF*
(in kcal mol�1) of non-Lewis delocalizations


(2) 15.4 nF!�CF* (2) 15.7 nF!�CF* 16.0 nF!�CF*
(3) 15.3 nF!�CF* (3) 14.1 nF!�CF* 14.7 nF!�CF*
(4) 14.5 nN!�CC* (4) 12.4 nF!�CF* 13.3 nF!�CF*
(5) 13.2 nF!�CF* (5) 12.1 nF!�CF* 13.1 nF!�CF*
(6) 13.0 nF!�CF* (6) 12.1 nF!�CF* 12.2 nF!�CF*
(7) 12.7 nF!�CF* (7) 11.2 nN!�CH* 11.2 nN!�CH*
(8) 11.5 nN!�CH* 11.0 nN!C*


(30) 3.27 nN!�CC* 9.31 nN!�CC


�E (kcal mol�1) 0.03 0.00 0.77
�Enostar (kcal mol�1) 6.21 0.00 0.98
�EnoCF* (kcal mol�1) 8.40 0.00 5.20
Compound: EMA
Non-Lewis population (e) 0.167 0.168 0.168


Percentage of total electron density 0.491% 0.494% 0.494%
nN occupancy 1.940 1.941 1.941
Most significant stabilization energies 11.31 nN!�CH* 12.2 nN!�CH* 11.4 nN!�CH*
(in kcal mol�1) of non-Lewis delocalizations


10.7 nN!�CH* 11.9 nN!�CC* 11.1 nN!�CH*
�E (kcal mol�1) 1.12 1.58 0.00
�Enostar (kcal mol�1) 0.33 3.77 0.00
Compound: formamide
Non-Lewis population (e) 0.362


Percentage of total electron density 1.507%
Most significant stabilization energies 90.92 nN!�CO*
(in kcal mol�1) of non-Lewis delocalizations
nN occupancy 1.804


a See text for definition of terms.
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it is pronounced enough to influence greatly the confor-
mational preferences of the molecule.


The conformational ramifications of this stereoelec-
tronic effect can be elucidated further by examining the
�E, �Enostar and �EnoCF* values. The �E value is
simply the difference in the HF/6-31þG(d) energies
for each conformation, whereas �Enostar and �EnoCF*


incorporate NBO deletions in the calculations. The
�Enostar set of conformational energies is the difference
in energies obtained when all non-Lewis-type interac-
tions are removed from the calculation. Thus, this value
represents the conformational energy differences for the
perfectly localized (each Lewis NBO doubly occupied)
system. In other words, the stabilizing effect due to
delocalization is deleted from the calculation. The
�EnoCF* values are arrived at in a similar manner except
that only the specific nN!�CF* interaction has been
deleted. Deletion of these orbital interactions has a
profound effect on the HF/6-31þG(d) conformational
energy differences. For F1, the stability of conformer I
can be attributed largely to delocalization effects. In the
absence of these effects, it lies far above the ground state
(4.26 kcal mol�1 when neglecting all delocalizing inter-
actions and 10.68 kcal mol�1 when neglecting nN!�CF*
delocalization). These NBO results are consistent with
the notion that the stereoelectronic effect is greatest when
the lone pair is anti to the acceptor orbital. They also
suggest that syn delocalization plays a role in determining
the conformational energies and that the magnitude of
these stereoelectronic effects is significant enough to
overcome steric effects in even simple prototypical com-
pounds such as these.


The NBO analysis was carried out also on compound
CF1 to determine the significance of N lone-pair deloca-
lization into the �* of the C—CF3 bond in a fashion
analogous to that of F1. It is interesting to note that the
total extent of non-Lewis delocalization is actually more
significant in CF1 than in F1. However, this is due
primarily to a large number of less important interactions
involving delocalization of the fluorine lone pairs
(nF!�CF*). And, in fact, the particular stereoelectronic
effect that is the subject of this work (nN!�CX*, X¼ F,
CF3) is actually less important in CF1 than it was in F1. It
does, however, exhibit a similar conformational depen-
dency. The nN!�CC* interaction ranks eighth in sig-
nificance among the non-Lewis delocalizations found in
conformation I of CF1. Its ranking drops to 30th in
conformation II and 9th in conformation III. The E(2)


value for this interaction is 11.54 kcal mol�1 in confor-
mation I, making it similar in strength to the nN!�CH*
interactions in F1. It is interesting that the interaction is
so much more significant in conformation III than in
conformation II. A possible explanation lies in the
optimized geometries, which indicate that there is more
of a syn alignment between the lone pair and the C—CF3


bond in conformation III but in conformation II these are
more gauche to each other.


Aqueous solvation effects


The effect of an aqueous medium on the conformational
energies of these compounds has been investigated with
the polarized continuum model (PCM)54–56 as implemen-
ted in Gaussian 03. The degree to which aqueous solva-
tion is relevant to fluorinated amine compounds will
depend on the specific application. The goal here is
simply to elucidate how sensitive the conformational
energy differences for these model compounds are to
the surrounding medium by comparing results obtained at
the two extremes: the absence of any solvent (gas phase
results) and the presence of a highly interacting solvent
(aqueous PCM results). The PCM calculations were
performed on the gas-phase MP2/6-311þG(2d,p)
geometries. Thus, relaxation of the structure in water is
ignored but this is not expected to vary greatly among
the conformations. The results are summarized in
Table 6. For each compound, the hydration free energy,
�GHyd, is given for each conformation as well as the
relative hydration free energies among the set of three
conformations (��GHyd values). For compounds F1, F2
and F3, conformation I is the least well hydrated
(��GHyd value set to 0). In the gas phase, conformation
I was found consistently to be the ground state for these
compounds when using the quantum mechanical meth-
ods. It appears that this trend should persist in an aqueous
environment because the magnitude of the hydration
effect that acts against conformation I is not great enough
to counter the stereoelectronic effect that gives it its
intrinsic stability. This is evidenced by the �Eaq values
in Table 6, which rank the relative energies of the
conformations, including the effect of solvent. Presum-
ably, in less polar solvent media conformation I would be
the ground state just as it is in the gas phase. It is
interesting to note that the fluoroamine compounds (F1,
F2 and F3), are predicted using the PCM to be better
solvated than EMA (i.e. they have larger hydration free
energies).


For the trifluoromethyl compounds (CF1, CF2 and
CF3), the hydration free energies are generally smaller
in magnitude than those for F1, F2 and F3. Also, because
the intrinsic conformational preferences are far less
pronounced than for the fluoroamines, the solvation
energies can affect which conformation is the global
minimum. For example, for CF1 at the MP2-2 level
conformations I and II are near-degenerate ground states,
but upon consideration of hydration effects conformation
II becomes the global minimum by a very small margin
(0.16–0.35 kcal mol�1). Because the energy differences
among conformations are so small in many cases for the
CF3-containing compounds, the conformation predicted
to be the global minimum is not an instructive metric to
use for these systems. However, what is significant is that
the inclusion of hydration effects does not alter the
general observation that these compounds (CF1, CF2,
CF3) are expected to be more conformationally labile
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than their F1, F2 and F3 counterparts. For the fluoroa-
mines there is a clear preference for conformation I in the
gas phase and in solution, but for the trifluoromethyla-
mines generally there are multiple low-lying conforma-
tions both in the gas phase and in solution.


CONCLUSIONS


A variety of computational techniques have been used to
investigate the conformational preferences in a set of
model amines bearing fluoro and trifluoromethyl substi-
tuents. The results have allowed for a characterization of
the nN!�CX* (X¼F, CF3) stereoelectronic effect in
terms of conformational energies, charge distribution,


geometrical effects and orbital donor–acceptor interac-
tions. The dependence of the conformational energies on
the surrounding medium was also probed by carrying out
a comparative set of calculations in the gas phase and in
aqueous solution.


Conformation I is most often identified as the global
minimum for the fluoro compounds and the trifluoro-
methyl compounds. This conformation contains an anti-
periplanar relationship between the nitrogen lone pair and
the C—X bond (where X¼ F or CF3) and predominates
even in those cases where it results in methyl groups
gauche to each other. In general, the preference for this
conformation is stronger for the fluoro compounds (F1,
F2, F3) than for the CF3-containing compounds (CF1,
CF2, CF3). There is a high degree of consistency among
the HF, MP2 and B3LYP levels of theory (with the 6-
31þG(d) and 6-311þG(2d,p) basis sets). Also, the
MMFF force field often captures the salient features of
these conformational effects.


The bond lengths vary with conformation in a way that
is qualitatively consistent with delocalization of the
nitrogen lone pair via the stereoelectronic effect depicted
in Fig. 4. Analysis of the NBO interactions also suggests
that this stereoelectronic effect plays a major role in
stabilizing conformation I. The hydration free energies
are larger for the fluoro compounds than for the trifluor-
omethyl compounds, but they do not vary enough among
the three conformations to result in a conformational
distribution that is significantly different from that in the
gas phase.
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zero-point vibrational energies and dipole moments at the
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ABSTRACT: The dynamics of proton transfer within a variety of substituted benzophenones–N-methylacridan
contact radical ion pairs in benzene were examined. The correlation of the rate constants for proton transfer with the
thermodynamic driving force reveals both normal and inverted regions for proton transfer in benzene. Employing the
isotopically labeled compounds N-methyl-d3-acridan and N-methylacridan-9,9-d2, the kinetic deuterium isotope
effects were examined. The isotope dependence for the transfer process was examined within the context of the Lee–
Hynes model for non-adiabatic proton transfer. The theoretical analysis of the experimental data suggests that the
reaction path for proton–deuteron transfer involves tunneling. Conventional transition-state theory with the inclusion
of the Bell correction for tunneling in the region of the transition state cannot account for the observed kinetic
behavior. Copyright # 2004 John Wiley & Sons, Ltd.


KEYWORDS: kinetic isotope effects; non-adiabatic proton transfer; contact radical ion pairs; benzophenone;


N-methylacridan


INTRODUCTION


A common reaction in the chemistry of organic cation
radicals involves the loss of a proton from the carbon
acid, generating a neutral radical species.1 Thus, the
mechanism by which a proton is transferred continues
to be the subject of numerous experimental and theore-
tical studies.2–20 The standard theoretical framework for
the analysis of the associated reaction dynamics is
transition-state theory modified to include the Bell tun-
neling correction in the region of the transition state.21–24


However, in recent years, the theoretical assumptions, as
they pertain to proton transfer, that underlie transition
state theory have been brought into question.25–35


The idea that the reaction path for proton transfer does
not involve passage through a transition state in the
proton transfer coordinate has been in the literature for
more than 30 years.25,26 Kuznetzov and co-workers
proposed that when the transferring proton encounters
an electronic barrier in the transfer reaction coordinate,
the proton tunnels through the electronic barrier into the
product state leading to a non-adiabatic process. To
achieve the required resonance condition for tunneling,
it is the fluctuation in the solvent structure that brings the


reactant and product states into resonance that is integral
in determining the overall reaction dynamics.25,26


Numerous theoretical studies have since advanced these
initial theoretical models for non-adiabatic proton trans-
fer. Notably, Borgis and co-workers revealed the impor-
tance of low-frequency vibrational modes in enhancing
the rates of proton tunneling.27–30 More recently,
Hammes-Schiffer and Tully combined these ideas for
proton transfer with the theory for electron transfer to
develop models for proton-coupled electron transfer
reactions.34,35


Recently, we reported on a series of experiments that
examined the nature of proton transfer in benzophenone–
N,N-dimethylaniline contact radical ion pairs.17–20 By
varying substituents on the 4,40-positions of benzophe-
none, the thermodynamic driving force for proton trans-
fer was varied by 10 kcal mol�1 (1 kcal¼ 4.184 kJ) in a
variety of non-polar and polar solvents. Correlating the
rate constant data with driving force, both normal and
inverted regions were observed for proton transfer. The
existence of an inverted region was shown to be consis-
tent with non-adiabatic theories for proton transfer and
could not be accounted for by theoretical models based
on transition-state theory.17–20 Employing Lee–Hynes
theory,36 a modification of Borgis–Hynes theory that
incorporates the activity of various vibrational modes in
the product state, both solvent effects and kinetic deuter-
ium isotope effects on the rates of proton transfer were
rationalized. These experimental studies strongly support
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the theoretical models for non-adiabatic proton transfer
for this particular molecular systems.


In this paper, we examine the dynamics of proton
transfer within a variety of 4,40-disubstituted benzophe-
none–N-methylacridan contact radical ion pairs in ben-
zene. The mechanism of the photochemically induced
hydrogen atom transfer, proceeding by an electron–
proton sequential transfer, in the benzophenone–N-
methylacridan pair has been described previously.37–39


The 355 nm irradiation of benzophenone in benzene
produces the first excited singlet state, S1, which inter-
system crosses to the lowest energy triplet state, T1, on
the time scale of 10 ps. In the presence of 0.3 M N-
methylacridan, the triplet state is quenched by the trans-
fer of an electron from N-methylacridan to benzophe-
none, producing a triplet contact radical ion pair (CRIP)
absorbing at 680 nm, with contributions to the spectrum
from both the benzophenone radical anion and the N-
methyacridan radical cation. Subsequent to electron trans-
fer, a proton is transferred from the N-methyl group to
produce a triplet contact radical pair (CRP) (Scheme 1).


A particularly interesting feature of this proton transfer
process is that the source of the proton is derived from the
N-methyl group in preference to the 9-position, which
would produce the thermodynamically more stable radi-
cal. That the proton is derived from the N-methyl group
and not the 9-position was demonstrated by product
analysis employing N-methyl-d3-acridan and N-methyla-
cridan-9,9-d2 in a photochemical study.38,39 The origin of
the kinetically preferred path producing the thermodyna-
mically least stable radical was attributed to the geo-
metric constraints imposed upon the CRIP by the �-
stacking of the two aromatic systems, which does not
allow for the free rotation of the two aromatic systems
relative to one another on the time-scale of proton
transfer. As with other aromatic exciplexes, the �-
stacking produces a separation of the order of 3.3 Å
between to two aromatic systems.40


In the ensuing discussion, we present an analysis of the
rate of proton transfer within the contact radical ion pair
as a function of driving force. We also examine the effect
of perdeuteration at the N-methyl position and at the 9,9-
positions of N-methylacridan. The correlation of the rate
constants of proton–deuteron transfer with the thermo-
dynamic driving force are examined with the context of
Lee–Hynes theory for non-adiabatic proton transfer.


EXPERIMENTAL


All chemicals were obtained from Aldrich unless noted
otherwise. The synthesis of N-methylacridan, N-methyl-
d3-acridan and N-methyacridan-9,9-d2 has been reported
previously.39 NMR analysis indicated that N-methyl-d3-
acridan was >99% d3-methyl and N-methyacridan-9,9-d2


was >93% d2.
The picosecond laser absorption spectrometer, em-


ploying a Continuum (PY61C-10) Nd:YAG laser produ-
cing a 19 ps pulse width, has been described previously.41


The samples were passed continuously through a 1 cm
quartz cuvette. The experiments were undertaken at
23 �C. The photolysis wavelength was 355 nm and the
monitoring wavelength, reflecting the time dependence of
the benzophenone radical anion and the N-methylacridan
radical cation, was 680 nm.


For the analysis of the kinetic data with the Lee–Hynes
theoretical framework, the vibrational frequencies of the
transferring and receiving vibrational modes are required.
The vibrational frequencies were calculated employing
the perturbative Becke–Perdew model (pBP/DN**) using
MacSpartan Pro; the derived values for the vibrational
frequencies were scaled by a factor of 0.9.42


RESULTS


Determination of free energy change for
proton transfer


Central to the analysis for the kinetics of proton transfer
is the determination of the free energy change associated
with the process. As these energetic changes have not
been experimentally determined, it is necessary to esti-
mate them through thermodynamic cycles. The required
free energy change is that associated with the decay of the
contact radical ion pair through proton transfer to form
the triplet radical pair in the solvent benzene (Scheme 1).
For the analysis, the reference state is that of the initial
ketone–amine reactants. The free energy of the triplet
contact radical ion pair, �GCRIP, is obtained from the
oxidation potential of N-methylacridan and the reduction
potential of benzophenone through the relationship


�GCRIP ¼ ðEOX
D � ERED


A Þ þ�CRIP ð1Þ


where �CRIP is the solvent correction based on the
Onsager dipole model.43 The free energy of the triplet
radical pair, �GTPR, is determined from the enthalpy
change associated with the removal of a hydrogen atom
from the C—H bond of the N-methyl group in N-methy-
lacridan and its addition to the triplet state of benzophe-
none; relative to the initial reactants, the entropy change
associated with the formation of the triplet radical pair is
assumed to be zero.18 Thus the free energy change for
proton transfer within the benzophenone–N-methylacridanScheme 1
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contact radical ion pair in benzene is �GTRP ��GCRIP.
Finally, for the various 4,40-disubstituted benzophenone–
N-methylacridan contact radical ion pairs, the driving
force for proton transfer is estimated through the analysis
of the effect that the substituents have on the reduction
potential of benzophenone and the effect that the substi-
tuents have on the stability of the ketyl radical.18,44


For the free energy change associated with the forma-
tion of the benzophenone–N-methylacridan triplet con-
tract radical ion pair, �GCRIP, the reduction potential of
benzophenone in acetonitrile is EA


RED¼�1.86 V vs
SCE.44 The oxidation potential of N-methylacridan in
acetonitrile is ED


OX¼ 0.81 V vs SCE.45 The solvent cor-
rection term �CRIP has not been measured or even
estimated for the benzophenone–N-methylacridan triplet
contract radical ion pair. The only determination of �CRIP


for a contact ion pair to date has been derived from
Arnold et al.’s study of the solvent dependence of
energetics for the contact radical ion pair of 1,2,4,5-
tetracyanobenzene–hexmethylbenzene obtained through
the analysis of the solvent dependence of their emission
spectra.43 To derive values for �CRIP for acetonitrile and
for benzene, we have taken their values for �CRIP in a
variety of solvents and established a correlation with
ET30. From this analysis, the value for �CRIP for acet-
onitrile is þ0.6 kcal mol�1 and the value for �CRIP for
benzene is þ3.7 kcal mol�1. Thus the free energy change
associated with the formation of the benzophenone–N-
methylacridan triplet contract radical ion pair relative to
the ground-state reactants is 65.9 kcal mol�1. Finally, the
variation of the free energy of triplet contact ion pair with
a change of substituents on 4,40-benzophenones has been
previously discussed, the results of which are given in
Table 1.18


As previously discussed, the energy of the triplet radial
pair is derived from the energy of the triplet state of
benzophenone, 69.2 kcal mol�1, the C—H bond dissocia-
tion energy of N-methylacridan, 91.7 kcal mol�1, and the
enthalpy for addition of a hydrogen atom to the benzophe-
none triplet state, �110.8 kcal mol�1, yielding a free en-
ergy for formation of the triplet radical pair relative to
initial reactants of 50.1 kcal mol�1 where it is again as-
sumed that associated entropy change is negligible.46,47


For the transfer of a proton within the contact radical
ion pair, the geometric configuration of the reactant state
is shown in Scheme 2.


The shortest distance for the tunneling of the proton
from the C to O� would produce the conformation of the
contact radical pair depicted by CRP 90 (Scheme 2).
Based on pBP/DN** calculations, the resulting benzo-
phenone ketyl radical, CRP 90, is a higher energy species
relative to CRP 0 so that a 90� rotation of the O—H bond
lowers the energy of the ketyl radical by 3.4 kcal mol�1.
The preceding estimate of the energy of the triplet radical
pair corresponds to the CRP 0 conformation while the
reactive state is CRP 90. Therefore, the free energy for
the initial product state, CRP 90, is 53.5 kcal mol�1.


Finally, the effect of substituents on the stability of the
ketyl radical has been previously discussed and their
effect is given in Table 1.18


The derived values for the free energy of proton
transfer, �GPT, are significantly more exergonic than
those derived for the benzophenone–N,N-dimethylaniline
system where the oxidation potential of N,N-dimethylani-
line, ED


OX¼ 0.84 V vs SCE, is very similar to that of N-
methylacridan, ED


OX¼ 0.81 V vs SCE, and therefore
should have similar driving forces for proton transfer.18


The reason for this discrepancy is that in our prior
derivation of �GPT the value of oxidation potential
employed for N,N-dimethylaniline was based on an older
measurement of 0.78 V.48 Also, the estimate for the
enthalpy of formation for the triplet radical pair was
based on an older determination of the enthalpy for the


Table 1. Triplet state energies for 4,40-substituted benzo-
phenones, ET, the reduction potential of ketones, Red, the
free energy change for formation of 4,40-substituted benzo-
phenone–N-methylacridan triplet contact radical ion pair,
�GCRIP, the free energy change for formation of 4,40-sub-
stituted benzophenone–N-methylacridan triplet radical pair,
�GTRP, and the free energy change for proton transfer,�GPT


(all values in kcalmol�1)


Compound


4 40 ET
a Redb �GCRIP


c �GTRP
d �GPT


CH3O CH3O 69.9 �47.1 70.3 53.1 �17.2
CH3 CH3 69.2 �44.7 68.0 53.3 �14.7
CH3O H 69.0 �44.7 68.0 53.3 �14.7
CH3 H 69.2 �43.5 66.8 53.4 �13.4
H H 69.2 �42.6 65.9 53.5 �12.4
F H —e �42.2 65.4 53.6 �11.8
Cl H — �40.7 63.5 53.4 �10.1
Cl Cl — �38.6 61.9 53.3 �8.6


a Ref. 44.
b Ref. 50.
c The changes in free energy for the contact radical ion pair upon the
addition substituents are 4,40-dimethoxy (4.4 kcal mol�1), 4,40-dimethyl
(2.1 kcal mol�1), 4-methoxy (2.1 kcal mol�1), 4-methyl (0.9 kcal mol�1),
4-fluoro (�0.5 kcal mol�1), 4-chloro (�1.9 kcal mol�1) and 4,40-dichloro
(�4.0 kcal mol�1).19


d The changes in free energy for the triplet radical pair upon the addition
substituents are 4,40-dimethoxy (0.4 kcal mol�1), 4,40-dimethyl
(0.2 kcal mol�1), 4-methoxy (0.2 kcal mol�1), 4-methyl (0.1 kcal mol�1),
4-fluoro (�0.1 kcal mol�1), 4-chloro (0.1 kcal mol�1) and 4,40-dichloro
(0.2 kcal mol�1).19


e No reported values.


Scheme 2
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addition of a hydrogen atom to the triplet state of
benzophenone, �104 kcal mol�1,49 while a more accu-
rate and recent measurement places this value at
�110.8 kcal mol�1.46 These assumptions led to an under-
estimate of the driving force for proton transfer by
approximately �7 kcal mol�1 for all of the systems
studied in Refs 18–20.


Transient absorption spectra


The reaction pathway for these kinetic studies involves
the formation of the first excited singlet state of sub-
stituted benzophenones, which then intersystem crosses
to the triplet state on a time-scale of less than 10 ps. The
triplet is quenched by electron transfer from the amine to
form the triplet radical ion pair, which then decays
through proton transfer forming a triplet radical pair. It
is important for the kinetic analysis that the rate of
formation of the triplet contact radical ion pair from the
triplet state of benzophenone be fast relative to the proton
transfer event and that the reactive species is indeed the
triplet contact radical ion pair.


A possible concern that arises from the analysis of the
energetics of the various contact radical ion pairs is
energy of the triplet states of the substituted benzophe-
nones are close in energy to the ion pair energies
(Table 1). For example, the energy of 4,40-dimethoxy-
benzophenone–N-methylacridan contract radical ion pair
is estimated to be 70.3 kcal mol�1 above the ground-state
reactants whereas the triplet-state energy of 4,40-
dimethoxybenzophenone is 69.9 kcal mol�1.44 Given the
uncertainty in the determination of the ion pair energies,
it is necessary to establish the nature of the reacting
species engaged in proton transfer.


The transient absorption spectrum at 50 ps and 1 ns
following the 355 nm irradiation of 0.02 M benzophe-
none–0.3 M N-methylacridan in benzene is shown in
Fig. 1. At 50 ps there is a broad absorption spanning
600–750 nm which is not present in benzophenone in the
absence of N-methylacridan. Also present at early time is


the spectrum of the triplet state of benzophenone,
�max¼ 525 nm. Based on earlier studies, the broad ab-
sorption band is attributed to the superposition of the
absorption spectrum of the radical anion of benzophe-
none, �max¼ 720 nm, and the absorption spectrum of
the radical cation of N-methylacridan, �max¼ 640 nm.37


The contact ion pair decays on the 400 ps time-scale to
form the radical species absorbing between 520 and
545 nm (Fig. 1). The absorption at 545 nm has previously
been assigned to ketyl radical of benzophenone.37 The
assignment of the 520 nm species is more problematic.39


The carbon center radical associated with the removal of
a hydrogen atom from the N-methyl group of N-methy-
lacridan is not expected to absorb in the visible region as
the carbon center radical formed from the removal of
hydrogen atom from the N-methyl group of N-methyldi-
phenylamine does not display a visible absorption spec-
trum.48 In the past, we have speculated that the molecular
species formed on proton transfer to the radical anion of
the ketone, the N-acridanyl methyl radical (NAMR),
undergoes a facile [1,5] hydrogen shift on the 400 ps
time-scale (Scheme 3) to produce radical center at the 9-
position, the N-methylacridan-9-yl radical (NMAR); it is
this species which absorbs at 520 nm.39 A more in-depth
discussion of this rearrangement and the isotopic studies
supporting this proposal can be found in Ref. 39.


The transient absorption spectrum at 50 ps and 1 ns
following the 355 nm irradiation of 0.02 M 4,40-dimethox-
ybenzophenone–0.3 M N-methylacridan in benzene is
shown in Fig. 2. At 50 ps, present are the triplet state of
4,40-dimethoxybenzophenone, �max¼ 550 nm, and a


Figure 1. Transient absorption spectrum at 50 ps (top
curve) and at 1 ns (bottom curve) following 355nm irradia-
tion of 0.02M benzophenone–0.3M N-methylacridan
in benzene


Scheme 3


Figure 2. Transient absorption spectrum at 50 ps (top curve)
and at 1 ns (bottom curve) following the 355 nm irradiation
of 0.02M 4,40-dimethoxybenzophenone–0.3M N-methyla-
cridan in benzene
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broad spectrum extending from 600 to 750 nm, which we
assign to the radical cation of N-methylacridan,
�max¼ 640 nm, and the radical anion of 4,40-dimethoxy-
benzophenone, �max¼ 690 nm.50 By 1 ns, the two
radical species are observed: the ketyl radical, �max


¼ 560 nm, and N-acridanyl methyl radical, �max


¼ 520 nm.50 These experiments lead us to conclude
that it is the contact radical ion pair that is giving rise
to the triplet radical pair through proton transfer.


Kinetics


The dynamics of proton–deuteron transfer from N-
methylacridan and N-methyl-d3-acridan radical cations
to the various 4,40-substituted benzophenone radical
anions in benzene were monitored at 680 nm following
355 nm excitation, the results of which are given in
Table 2. The magnitude of the kinetic deuterium isotope
effect ranges from 1.1 to 1.8. An example of the kinetic


data for proton–deuteron transfer from N-methylacridan
and N-methyl-d3-acridan radical cations to the benzophe-
none radical anion is shown in Fig. 3. The residual
absorption at 680 nm at long times is attributed to the
absorption of radical products (Fig. 1). When N-methy-
lacridan-9,9-d2 was employed in the kinetic studies with
each of the 4,40-substituted benzophenones, a kinetic
deuterium isotope effect was not observed, again sup-
porting the proposition that the transferring proton is
derived from the N-methyl group. An example of the
kinetic data for 4,40-dimethoxybenzophenone–N-methy-
lacridan-9,9-d2 is shown in Fig. 4.


Vibrational analysis


In the following analysis of the kinetic data within the
context of the Lee–Hynes model, the vibrational frequen-
cies of the active reactant and product modes are re-
quired. The analysis assumes that the geometry of the
reactive species is that depicted in Scheme 2, CRP 90.
Two vibrations in the product state that are potentially
active are the C—O—H in-plane bending mode, with a
frequency of 768 cm�1, and the O—H stretching mode,
with a frequency of 2386 cm�1; both vibrational frequen-
cies were calculated at the pBP/DN** level. In the
reactant state the only vibration assumed to be active is
the C—H stretch with a calculated value of 2701 cm�1.


DISCUSSION


The Lee–Hynes model for non-adiabatic proton transfer
has been described previously.20,36 Assuming that the
dominant reaction channel is a non-adiabatic process,
tunneling requires that the reactant and product states be
in resonance. Resonance is achieved by the fluctuation in
the solvent structure surrounding the reacting species and


Table 2. Rate constants for proton transfer, kpt, from N-
methylacridan, rate constants for deuteron transfer, kdt,
from N-methyl-d3-acridan and the kinetic deuterium isotope
effects, kpt/kdt


Compound
N-Methylacridan N-Methyl-d3-acridan


4 40 kpt (�109 s�1)a kdt (�109 s�1) kpt/kdt


CH3O CH3O 1.32 1.15 1.15
CH3 CH3 1.87 1.55 1.21
CH3O H 1.74 1.57 1.11
CH3 H 2.27 1.67 1.36
H H 2.47 1.94 1.27
F F 2.66 1.90 1.40
Cl H 2.77 1.69 1.64
Cl Cl 2.45 1.35 1.82


a Estimated uncertainties in rate constants� 10% (1�).


Figure 3. Transient absorption at 680 nm following 355nm
excitation of 0.02M benzophenone in the presence of 0.3M


N-methylacridan (circles) and 0.3M N-methyl-d3-acridan (tri-
angles) in benzene. Fits (solid lines) to N-methylacridan,
kpt¼2.47� 109 s�1, and to N-methyl-d3-acridan data,
kdt¼1.94� 109 s�1, with pulse width 19 ps and t0¼ 95 ps.
See Ref. 41 for data analysis


Figure 4. Normalized transient absorption at 680 nm fol-
lowing 355nm excitation of 0.02M 4,40-dimethoxybenzo-
phenone in the presence of 0.3M N-methylacridan (filled
circles) and 0.3M N-methylacridan-9,9-d2 (open triangles) in
benzene
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the energy required to reorganized the solvent structure is
Es. Another molecular motion critical in determining the
dynamics of proton transfer is the low-frequency vibra-
tion Q that modulates the distance between the two heavy
atoms that bound proton transfer. As the vibration re-
duces the distance for tunneling, the rate of tunneling
increases exponentially; the relationship is given by36


CðQÞ ¼ C0expð���QÞ ð2Þ


where C0 is the tunneling rate at the equilibrium position
of the vibrational amplitude and �Q measures the dis-
placement distance of the low-frequency vibration. The
sensitivity of the tunneling rate to �Q is measured by the
parameter �, which for proton transfer ranges in value
from 25 to 35 Å�1.27 This phenomenon produces an
energy term E� reflecting the coupling of the proton
reaction coordinate to the Q vibration. The relationship
between � and E� is given by E� ¼ h2 ¼ �=2m, where m
is the reduced mass associated with the low-frequency
vibration.


Within Lee–Hynes theory, the rate constant for non-
adiabatic proton transfer from the nR vibrational level in
the reactant state to the mP vibrational level of the product
state is given by36


kðnR ! mPÞ ¼ kmP
; nRð0Þð�=2A2Þ1=2


expð�A2
1=2A2Þ ð3Þ


where kmP; nR
ð0Þ;A1 and A2 are defined as


kmP; nR
ð0Þ ¼ 2ð2�=hÞ2½CmP;nR


ðQÞ�2
� exp½ðE�=h!QÞ 2 cothð�h!Q=2Þ�


A1 ¼ ð2�=hÞf�E þ Es þ EQ þ E� þ ½hmP!P � hnR!R�
þ 2�Q=j�QjðE�EQÞ1=2


cothð�h!Q=2Þg


A2 ¼ 2ð2�=hÞ2
kBTfEs þ ðE� þ EQÞð�h!Q=2� coth


f�h!Q=2�g þ�Q=j�QjðE�EQÞ1=2ð�h!QÞg


with the terms defined as follows:


!R ¼ vibrational frequency of the reactant state
!P ¼ vibrational frequency of the product state
�Q¼ distance change in the intermolecular separation


on going from the reactant state to the product state
EQ ¼ the energy change associated with �Q
CmP;nR


ðQÞ¼ the tunneling matrix element from nth level
in reactant state to mth level in the product
state


�E¼ free energy change for reaction.


Within the WKB approximation, the tunneling term
CmP;nR


ðQÞ is given by36


CmP;nR
ðQÞ ¼ ðh=4�2Þð!R!PÞ1=2


expf�2�2=h!z


½Vz � 1=2ðVnR
VmP


Þ�g
ð4Þ


with the following terms defined as:


Vz ¼ the potential energy maximum in proton transfer
coordinate


!zÞ ¼mass-weighted frequency associated with the in-
verted parabola associated with Vz


VnR
¼ energy of the reactant state


VmP
¼ energy of the product state.


The Lee–Hynes model for non-adiabatic proton trans-
fer is also applicable for non-adiabatic deuteron transfer.
Within the Born–Oppenheimer approximation, the para-
meters affected upon replacement of a proton by a
deuteron are the zero-point energies of the reactant and
product states and the mass-weighted frequency !z, each
being reduced by a factor of 1=


ffiffiffi


2
p


. Furthermore, since
the rate of tunneling depends on �, which is determined
by the fall-off of the tails of the wavefunction associated
with the transferring particle, replacing a proton by a
deuteron leads to an in increase � for the deuteron (�D)
relative to � for the proton (�H), where �D ¼


ffiffiffi


2
p


�H (J. T.
Hynes, personal communication). Deuterium substitution
thus increases E� for deuteron transfer by a factor of 2
relative to E� for proton transfer.


In applying the Lee–Hynes model in the analysis of the
correlation of the rate constants for proton–deuteron
transfer with driving force, several assumptions are
made for the value of the parameters controlling the rates
of transfer. For the present analysis, we assume that
proton–deuteron transfer does not significantly change
the intermolecular separation of the reacting species so
that if �Q¼ 0, then EQ ¼ 0. The value for E� for proton
transfer is set to 1.0 kcal mol�1; the procedure for the
estimation of E� can be found in Ref. 27. Also, in the
absence of experimental data for vibrational frequencies
for contact radical ion pairs, the value of the vibrational
frequency for the promoting mode Q is set to 200 cm�1.
The barrier frequency !z is also unknown, and we there-
fore adopt the value of 2500 cm�1 that was derived from
hydrogen atom transfer study of Lee and Hynes.36 In the
fitting procedure, the parameters !z and Vz are highly
correlated so that the derived value of Vz will depend on
the assumed value for !z.


The remaining terms found in the Lee–Hynes model
are the barrier height Vz and the solvent reorganization
energy Es, both of which serve as fitting parameters. In
the present model that we employ, there are two reaction
paths, transfer to the stretch and to the bend of the product
state, CRP 90. Each reaction path has its own value for
Vz; however, at present we assume that they are same.
Fitting the model to the correlation of the experimental
rate constants for proton transfer with the free energy
change for reaction, the derived values for Vz and Es


are Vz ¼ 21.0 kcal mol�1 and Es ¼ 11.5 kcal mol�1


(Fig. 5). Over the range in driving force of �8 to
�17.5 kcal mol�1, there is a good correlation between
the model and the experiment. At large driving force,
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�17.5 kcal mol�1, there is some deviation between the
model and experiment, with the model underestimating
the rate of proton transfer. It is in this region of the driving
force that the first overtones of the O—H stretch C—O—
H bend in the product state should begin to make
contributions to the overall reaction rate and therefore it
is not surprising that the model underestimates the rate
constant for proton transfer as the overtones in the
product state were not taken into account in the analysis.


In fitting the Lee–Hynes model to the kinetic data for
deuteron transfer, the frequencies of the active vibrations
in the reactant and product states and !z are scaled by a
factor 1=


ffiffiffi


2
p


. E� for deuteron transfer is increased to
2 kcal mol�1. The variable that serves as a fitting para-
meter in the modeling of the deuterium kinetic data is
only the barrier height Vz, which we define as the
difference between the zero point energy of the reactant
mode and the top of the electronic barrier. For proton
transfer, the derived value of Vz is 21.0 kcal mol�1. If
deuteration reduces the zero point energy of the transfer-
ring mode by a factor of 1=


ffiffiffi


2
p


, then the value of Vz for
deuteron transfer should be 22.1 kcal mol�1. When the
model is fitted to the kinetic data for deuteron transfer, the
derived value for Vz is 22.0 kcal mol�1, which is remark-
ably close to the expected value for Vz.


Overall, the Lee–Hynes model for proton–deuteron
transfer gives a very good account of the correlation of
the rates constants for proton–deuteron transfer with


driving force. Experimentally, the maximum rate of
transfer shifts from �10.5 kcal mol�1 for proton transfer
to �12.5 kcal mol�1 for deuteron transfer. This shift can
be understood within the context of the Lee–Hynes model
as reflecting an increase in E� on replacing a proton by a
deuteron. This shift points to the importance of low-
frequency modes in modulating the rate of proton–deu-
teron tunneling. Also, the low values of the kinetic
deuterium isotope effect, ranging from 1.1 to 1.8, can
be understood within the context of the model. Pre-
viously, low values for the kinetic deuterium isotope
effect were taken as indication that tunneling, from the
Bell perspective, is not making an important contribution
to the overall rate of reaction. However, in the Lee–Hynes
theory, which is exclusively a tunneling model, low
values of the kinetic deuterium isotope effect can be
expected.


The most remarkable feature of the present kinetic data
is the existence of an inverted region, that is, with an
increase in driving force, the rate of transfer decreases.
Similar behavior is also observed for benzophenone–
N,N-dimethylaniline and benzophenone–N,N-diethylani-
line systems.18,19 Transition-state theory and variational
transition-state theory, even with the inclusion of tunnel-
ing in the vicinity of the transition state, cannot account
for the kinetic behavior of the inverted region.23 For these
models, the rate of proton–deuteron transfer will initially
increase with increasing driving force and finally reach a
limiting value. Only a non-adiabatic model that incorpo-
rates the critical solvent coordinate can produce an
inverted region.


A note of caution is in order. The benzophenone–N-
methylacridan is a rather unusual contact radical ion pair
owing to the �-stacked nature of the complex. The �-
stacking leads to a constraint in the distance of approach
of the two heavy atoms that bound the proton–deuteron
transfer. This distance, which is of the order of 3.3 Å,
places the transfer process in the non-adiabatic regime. If
the constraint in distance were relaxed, allowing the close
approach of the two heavy atoms, the reaction process
may then move into the adiabatic regime, where the
electronic barrier in the transfer coordinate drops below
the zero point energy of the transferring mode. In the
adiabatic regime, the correlation of the rate constant of
proton–deuteron transfer with driving force leads to an
initial increase in rate of transfer with driving force, but
then levels out to a constant value; an inverted region is
not predicted for adiabatic transfer.51 Such kinetic beha-
vior has been observed in the dynamic studies of naphthol
photoacids with carboxylic base pairs in water.9,10 Most
bimolecular proton transfer processes in solution will
probably proceed by an adiabatic process unless there is
an unusual constraint such as a steric effect or �-stacking.
In enzymatic systems with pre-organization leading
to constraints in distances for transfer, non-adiabatic
proton–deuteron transfer may be important reaction
processes.52–56


Figure 5. Plot of the experimental rate constants for proton
transfer from N-methylacridan cation radical and deuteron
transfer from N-methyl-d3-acridan cation radical versus ne-
gative free energy change in benzene. Circles, experimental
data for proton transfer; squares, experimental data for
deuteron transfer. The solid curve for proton transfer comes
from the Lee–Hynes model with E� ¼ 1.0 kcalmol�1,
Vz ¼ 21.0 kcalmol�1, !Q ¼200 cm�1, Es ¼ 11.5 kcalmol�1,
�Q¼0.0 Å, EQ ¼0.0 kcalmol�1, !R ¼2701 cm�1, !P for
m(0)¼ 768 cm�1 (bend), !P for m(1)¼2386 cm�1 (stretch)
and !z ¼ 2500 cm�1. The solid curve for deuteron transfer
comes from the Lee–Hynes model with E� ¼2.0 kcalmol�1,
Vz ¼ 22.0 kcalmol�1, !Q ¼200 cm�1, Es ¼ 11.5 kcalmol�1,
�Q¼0.0 Å, EQ ¼0.0 kcalmol�1, !R ¼1910 cm�1, !P for
m(0)¼ 543 cm�1 (bend), !P for m(1)¼1687 cm�1 (stretch)
and !z ¼1768 cm�1
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Finally, attention is drawn to the recent report of
Andrieux et al., who observed an inverted region in
proton transfer to the diphenylmethyl anion.57 This
kinetic behavior would imply that the mechanism of
proton transfer is through a non-adiabatic process.
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3Faculté des Sciences de Luminy, Université de la Méditerranée, UMR 6114 CNRS, Marseille, France


Received 6 June 2004; revised 4 October 2004; accepted 24 October 2004


ABSTRACT: The transformation of spiroindolinonaphth[2,1-b][1,4]oxazines (SNOs) conjugated with aza-15(18)-
crown-5(6) ether moieties or morpholine in the presence of Pb2þ or lanthanoid cations in MeCN solution was studied
by UV–Vis, NMR and surface-enhanced resonance Raman scattering spectroscopy methods. The Pb2þ or Eu3þ


cations induce the formation of the betaine merocyanine form of SNO. When the merocyanine complexes are kept in
the dark, the corresponding oxazole derivatives are formed irreversibly and regioselectively. Copyright # 2005
John Wiley & Sons, Ltd.
Supplementary electronic material for this paper is available in Wiley Interscience at http://www.interscience.
wiley.com/jpages/0894-3230/suppmat/
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INTRODUCTION


Spiropyrans and spironaphthoxazines are members of a
well-known class of photochromic compounds.1–3 Prac-
tical applications of the compounds are based on their
availability, photosensitivity, convenient thermal fade
rates and good colour contrast, which makes them ex-
cellently perceived by the human eye.4 There are various
examples of the application of spiropyrans and spiro-
naphthoxazines as photochromic elements for plastic
ophthalmic sunglasses, optical memories, photocontrol
units for polymeric materials, in bipolar membranes and
in liquid crystalline solvents.5–10


The incorporation of an ionophore into a spiro com-
pound affords a substance that responds optically to the
presence of cations in solution. The study of the photo-
chromic crown ethers is important with regard to the
search for new types of materials whose spectral and
photochromic properties are highly sensitive to the pre-


sence of metal cations in solution, and for which the
metal–ligand binding constants of reversible photocon-
versions can be controlled effectively.11–15


In a previous paper16 spironaphthoxazines (SNOs)
conjugated with aza-15(18)-crown-5(6)-ether moieties
at the 60-position of a naphthalene fragment were synthe-
sized and studied for the first time (Scheme 1, compounds
1a and 1b). The addition of Liþ and alkaline earth (Mg2þ,
Ca2þ, Sr2þ and Ba2þ) metal cations to SNOs 1a and 1b
solutions results in a hypochromic shift of the UV
absorption band of the spiro form and a bathochromic
shift of the absorption band of the merocyanine form in
the visible region. In addition, the equilibrium is shifted
towards the merocyanine form, and the lifetime of the
photoinduced merocyanine form increases. Cation-in-
duced formation of a merocyanine form was observed
only in the presence of a large excess of Mg2þ cations.
The successful combination of NMR, UV–Vis and sur-
face-enhanced resonance Raman scattering (SERRS)
spectroscopy allowed us to determine the structure of
the complexes (Scheme 2).


In this paper we report on the transformation of SNOs
1a and 1b conjugated with the aza-15(18)-crown-5(6)
ether moiety in the presence of Pb2þ and lanthanoid
cations in MeCN. To explain the observed results, the
model SNOs 2 and 3 were studied (Scheme 1). Synthesis
of the compounds was reported earlier.16,17
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RESULTS AND DISCUSSION


Effect of metal cations on the thermodynamic
equilibrium between the spiro- and
merocyanine forms


An addition of Pb2þ and lanthanoid perchlorates to solu-
tions of 1a, 1b, 2 or 3 resulted in the cation-induced
appearance of the merocyanine form (Fig. 1). The long-
wavelength absorption band attributed to the merocyanine
form appeared even at low concentrations of the studied
metal cations. It is necessary to note that an addition of
salt to amino-substituted SNOs 1a, 1b and 2 resulted in a
more intense colouration compared with non-substituted
SNO 3 at the same concentration of cations.


The spectrophotometric titration method combining
1H NMR and SERRS spectroscopies was employed for
analysis of the complexation processes. In the UV–Vis
spectra, an addition of the salt to a solution of SNO 2 or
SNO 3 was accompanied by an increase in the intensity


of an absorption band of the merocyanine form, whereas
an addition of the metal cations to a solution of SNO 1a
or 1b led to both an intensity increase and a bathochromic
shift of the long-wavelength absorption band. The optical
effects of the complexation are related to the formation of
complexes with different structures. Thus, the merocya-
nine form of compounds 2 and 3 is expected to form the
complex with a metal cation via the oxygen atom of the
betaine form (BF�Mnþ) (Scheme 2).18 In the merocyanine
form, crown-containing compounds 1a and 1b can form
two types of complexes, being either in the betaine open
form (BF�Mnþ) or the quinoid open form (QF�Mnþ)
(Scheme 2). Both complexes have the same LM compo-
sition (L¼ ligand and M¼metal cation). An equilibrium
between these forms is determined by the relative ability
of the crown ether fragment or the oxygen atom to bind
the metal cation. An excess of metal cations in solution
favours the formation of [BF�(Mnþ)2] complex. The
coordination of Pb2þ cations with the crown ether frag-
ment is responsible for the bathochromic shift of the
long-wavelength band in the UV–Vis spectra (Figure 1).


An addition of tenfold excess of Pb2þ cations to a
solution of SNO 1a, 2 or 3 in MeCN-d3 led to changes in
the 1H NMR spectra of the compounds. The 1H NMR
spectra of both free and Pb2þ-complexed SNO 2 are
shown in Fig. 2.


As follows from the spectra shown in Fig. 2, the
presence of Pb2þ cations led to complete transformation
of the closed spiro form into the open form. A similar


Scheme 1


Scheme 2
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complexation pattern was observed for SNOs 1a and 1b
(see Experimental). A solution of SNO 3 in the presence of
a tenfold excess of Pb2þ cations contains the equilibrium
mixture of the initially closed spiro form and the open
merocyanine form. Most probably, the presence of a donor
substituent in SNOs 1a and 2 is the reason for the higher
electron density at the merocyanine oxygen atom, promot-
ing its more efficient interaction with a metal cation.


Signals of the protons of the crown ether fragment in
the 1H NMR spectrum of the complex of SNO 1a with
Pb(ClO4)2 (see Table 1), compared with those of the free
ligand, underwent a substantial downfield shift (�0.5–
0.8 ppm) that indicated the formation of the complex via


the crown ether fragment. On the contrary, signals of
protons of the morpholine fragment of SNO 2 in the
presence of Pb(ClO4)2 change their positions insignif-
icantly (�0.1–0.3 ppm).


Signals of proton H-50 of the naphthalene fragment in
initial ligands 1a and 2 were shifted upfield compared
with the position of the signal of the identical proton in
SNO 3 (Table 1). This fact is accounted for by the
presence of the donor amino-substituent ortho to H-50


in the naphthalene ring of 1a or 2. On the contrary, signals
of proton H-50 of the naphthalene nucleus in the complex
of 1a with Pb2þ cation is shifted downfield compared
with those of SNOs 2 and 3 (Table 1). This fact is


Figure 1. Absorption spectra of SNOs 1a, 2 and 3 in the presence of Pb2þcations (CPb
2þ/CL¼0–10; CL¼ 5� 10�5mol l�1) in


MeCN at 25 �C


Figure 2. The 1H NMR spectra of 2 (CL¼ 5�10�3mol l�1), complex [2�Pb2þ] (CL¼ 5�10�3mol l�1, CPb
2þ¼ 5�10�2mol l�1)


and product 5b obtained after keeping complex [2�Pb2þ] for 168 h at 25 � temperature (C5b¼ 5�10�3mol l�1) in MeCN


506 O. A. FEDOROVA ET AL.


Copyright # 2005 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2005; 18: 504–512







additional evidence for the formation of a complex via
the crown ether fragment of 1a. It pointed out that the
nitrogen atom of the crown ether moiety coordinates the
metal cation, being unable to have a donor influence on
the chromophore system.


Calculation of the stability constants for the described
complexes (see Table 2) was carried out on the basis of the
results of spectrophotometric titration. As follows from
the titration curves and theoretical dependencies cor-
responding to the following complex formation model:


L þ M ! LMðK11Þ


LM þ M ! LM2ðK12Þ


The values of the stability constants for compound 1a
with Mg2þ and Pb2þ cations are higher than those deter-
mined for SNO 2. The reason for the observed phenom-
enon is that in the complex with SNO 1a the cation is
located in a cavity of the crown ether moiety interacting
with all the heteroatoms of the macrocycle. In contrast, in
the complex of SNO 2 the cation coordinates only the
single merocyanine oxygen atom.


Complexation of SNOs 1a and 2with Eu3þ cations
as probed by SERRS spectroscopy


The SERRS spectra of SNO 1a and its complexes with
Eu3þ are shown in Fig. 3. According to previous stu-
dies,16,19 the Raman bands of the merocyanine form of
SNO 1a dominate in the SERRS spectra. The bands of
both naphthalene and indolinic fragments are observed in
the SNO 1a spectrum (Fig. 3(c)), but assignment of the
Raman vibrational modes to a particular molecular moi-
ety is complicated.19 Vibrations of the aza-crown ether
moiety are out of resonance with the electronic transition
and, accordingly, give no contribution to the SERRS


spectrum.19 There are two isomers of the merocyanine
form of SNO 1a in solution that differ in the configuration
of ——C—N——bridge. These are trans-trans-cis (ttc) and
cis-trans-cis (ctc) isomers, which are characterized by
the 1540 and 1558 cm�1 bands, respectively.19 This
conformation-sensitive band was assigned to the coupled
double-bond stretching mode of the conjugated polyene-
like chain of SNO 1a.


Complexation of SNO 1a with Eu3þ is accompanied by
alterations in the relative intensity of the SERRS bands:
the 474 cm�1 band is attenuated and the 650, 928, 1092,
1126 and 1558 cm�1 bands are enhanced (Figs 3(a)–
3(c)). Moreover, the 924 cm�1 band undergoes a 4 cm�1


up-shift in the presence of Eu3þ. These spectral changes


Table 1. Position of the proton signals for SNOs 1a, 2 and 3 and their complexes with Pb2þ cation in the 1H NMR spectrum in
MeCN-d3 at 25


�C (CL¼ 5� 10�3mol l�1, CPb
2þ¼5�10�2mol l�1)


N(CH2)2 O(CH2)2 CH¼N H-50 H-60 H-70 H-80 H-90 H-100


1a 3.40 3.51–3.59 7.72 6.9 — 8.30 7.42 7.59 8.54
[1a�Pb2þ] 4.20 4.10 9.89 7.68 — 8.33 7.68 7.82 8.70
2 3.05 3.88 7.71 6.61 — 8.15 7.45 7.59 8.51
[2�Pb2þ] 3.37 3.98 9.72 6.89 — 8.05 7.49 7.70 8.59
3 — — 7.83 7.05 7.85 7.45 7.59 8.56
[3�Pb2þ] — — 9.90 7.40 7.93 8.02 7.54 7.73 8.55


Table 2. Stability constants of complexes 1a and 2 with
Mg2þ and Pbþ2 in MeCN at 25 �C (CL¼ 2�10�4mol l�1,
CPb


2þ /CL¼ 0–10)


[2�Mg2þ] [2�Pb2þ] [1a�Mg2þ] [1a�Pb2þ]


logK11 0.6 2.8 2.5 4.0
logK12 4.4


Figure 3. The SERRS spectra of SNO 1a (c), complexes of
SNO 1a with Eu3þ (a, b), SNO 2 (e) and complexes of SNO 2
with Eu3þ (d): (a), CEu


3þ /CL¼ 1; (b) CEu
3þ /CL¼10; (d)


CEu
3þ /CL¼10, CL¼0.2mmol l�1
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occur gradually in the range of CM/CL molar ratios of 1–
10 (Figs 3(a)–3(c)). Further increase in the CM/CL ratio
does not affect the SERRS spectrum. The same changes
in the SERRS spectra were observed for the binding of
Pb2þ with SNO 1a. The relative enhancement of the
1558 cm�1 band indicates that the complexation of SNO
1a with Eu3þ stabilizes the single ctc isomer of
[(BF1a)�Eu3þ]. No evidence for a two-stage interaction
between SNO 1a and Eu3þ cations was revealed in the
SERRS spectra, although the merocyanine form of SNO
1a has two cation-binding sites (aza-crown ether unit and
merocyanine oxygen).


This result differs from that obtained earlier16 for
Mg2þ cations, when a two-stage interaction of Mg2þ


with the merocyanine form of SNO 1a was detected
distinctly. Initially, the Mg2þ cation formed a complex
with the aza-crown moiety of SNO 1a. This stage was
distinguished at the low CM/CL ratio due to enhancement
of the 1540 cm�1 band (i.e. the ttc isomer stabilization)
and the appearance of new bands at 416, 642, 688, 776,
824 and 1146 cm�1. No sign of such interaction is found
in the [(BF1a)�Eu3þ] spectra (Figs 3(a) and 3(b)).


Interaction of the second Mg2þ cation with the mer-
ocyanine oxygen occurred upon increasing the CM/CL


ratio, as revealed by gradual attenuation of the above-
listed bands and alterations corresponding to the ttc to ctc
isomerization. All the changes finished at a CM/CL ratio
of 100 and resulted in a spectrum that was very similar to
the [(BF1a)�Eu3þ] spectrum (Fig. 3(a)).


This similarity allows us to suppose that the interaction
of Eu3þ and Pb2þ with the merocyanine oxygen of SNO
1a occurs earlier or in parallel with complexation of the
cations by the aza-crown moiety. This supposition was
confirmed by experiment when the Eu3þ cations were
added to the solution of SNO 2 (Figs 3(d) and 3(e)). A
remarkable resemblance between the SERRS spectra of
free SNOs 1a and 2 and their spectral changes induced by
Eu3þ cations is clearly seen (Fig. 3). Taking into account
that the merocyanine oxygen is the only cation-binding
site of SNO 2, it is reasonable to conclude that the
changes observed in the [(BF1a)�Eu3þ] spectra (Figs
3(a) and 3(b)) also originate from complexation of
Eu3þ with the merocyanine oxygen of SNO 1a.


As shown above, the interaction between Eu3þ and
merocyanine oxygen begins at the low CM/CL ratio. Here,
the SERRS data are in agreement with the results of the
spectrophotometric titration. The triple charge of the
cation seems to favour interaction with the oxygen of
the betaine form, whereas the large size of Eu3þ di-
minishes its affinity to the aza-crown unit.


Irreversible processes with participation of
complexes of the merocyanine form


The complexes of SNOs 1a, 1b, 2 and 3 with cations of
lanthanoid and Pb2þ metals are characterized by a slow


(several days) dark process that leads to the formation of
a new product with absorption (�500 nm) shifted to
shorter wavelengths with respect to that of the initial
complexes.


Figure 4 presents the time dependence of the absorp-
tion spectra of SNOs 1a, 2 and 3 observed upon the
addition of Pb(ClO4)2 to an acetonitrile solution of the
SNO ([M]/[L]¼ 10). As can be seen, the complex of
Pb2þ cations with the merocyanine form of SNOs 1a, 2
and 3 disappears with subsequent transformation to a new
product that absorps in a shorter wavelength region.
Spectral properties of the final product do not depend
on the nature of the metal cation, being the same in the
presence of either lanthanoid or lead salts in solutions.
The position of an absorption band of the product does
not depend on the concentration of the metal salt in
solution, whereas the kinetics of the formation of this


Figure 4. Changes in absorption spectra of SNOs 1a, 2 and
3 in MeCN kept in the dark at 25 �C in the presence of Pb2þ


cations (CPb
2þ /CL¼ 10, CL¼5� 10�5mol l�1): SNO 1a, 0–


80 h; SNO 2, 0–150h; SNO 3, 0–200 h
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product depends on the nature and concentration of the
metal cations. Thus, disappearance of the complexes of
1a, 2 and 3 with Pb2þ and the formation of the product
occurs faster with europium salts (48 h for 1a, 120 h for 2
and 144 h for 3) than with those of lead (72 h for 1a, 144 h
for 2 and 198 h for 3). Transformation of the SNO to the
product is not defined by the initial concentration of
complexes of the merocyanine form, which means that
product formation is accompanied by the release of metal
cations with their subsequent participation in the forma-
tion of new complexes of merocyanine form.


Structures of the transformation products were deter-
mined on the basis of data obtained by 1H NMRs
spectroscopy. The 1H NMR spectrum of the complex of
SNO 2 with Pb2þ cations after 168 h in the dark is shown
in Fig. 2 (bottom). Analysis of the spectrum revealed the
formation of an oxazole derivative. The possible mechan-
ism of the dark process is presented in Scheme 3. We
assume the initial interaction of an oxygen molecule with
a complex of merocyanine form. Attachment of the
oxygen is followed by an electrocyclic reaction by C-20


and the formation of 4a–4c and then 5a–5c (Scheme 3).
The role of dissolved oxygen in the above-described
process was confirmed by the experimental results.
Thus, keeping the complex of SNO 2 with Pb2þ under
an inert atmosphere results in practically complete in-
hibition of transformation into the oxazole derivative.


Compounds 4a–4c are easily converted to 5a–5c, and
vice versa. It was found that addition of water to a
solution of compound 5a resulted in the formation of
4a, and the reverse reaction was observed upon acidifica-
tion of the 4a solution (see Experimental). The formation
of compound 5c and its derivatives was described in
several recent papers.18,20–24 In Ref. 20 it was noted that
an irradiation of SNO 3 in presence of salts of copper,
iron and chromium led to the appearance of a new
fluorescent product. However, the structure of compound
5c was not determined. Malatesta et al.21,22 studied in
detail the mechanism of thermal formation of methyl-
substituted 5c in the presence of an appropriate electron


acceptor. In one of our recent papers18 devoted to the
study of benzothiazole SNOs we have extracted and
characterized the crown-containing analogue of 5c, and
P. Uznanski et al.23,24 have reported the thermal or
photooxidation of SNO in the presence of gold or silver
salts under deoxygenated conditions with the formation
of a number of oxidation products, including 5c (silver
and gold are expected to be the oxidation agents in these
cases).


The discovered transformation of SNOs 1a, 1b, 2 and 3
has a number of analogies and discrepancies compared
with previously known cases. We suppose that the pre-
sence of the betaine form of the spiro compound in
solution is necessary for the formation of oxazole deri-
vatives. As shown earlier,18 the betaine form presents a
different distribution of electronic density and bond
lengths. Accordingly, in the betain form there is a site
deficient in electronic density that is, able to be attacked
by the dissolved oxygen.


The mechanism of formation of the oxazole derivatives
in our case is similar to that described by Malatesta
et al.21,22 However, in the secited papers either irradiation
or addition of electron acceptors was utilized to promote
formation of the oxazole derivatives, whereas we have
dealt with the dark process. Apparently, Pb2þ and lantha-
noid cations promote the shift in equilibrium towards the
betaine open form.


The H1 NMR spectrum of the complex of 2 with Pb2þ


cations after keeping in the dark for 7 days at room
temperature is presented in Fig. 2 (bottom). In this case,
only oxidation product 5b was observed. An identical
situation was discovered for 1a, but the process ran out
after 20 h. Hence, complexation via the crown ether frag-
ment leads to acceleration of the formation of oxazole
derivatives. In the case of non-substituted SNO 3 the
oxidation process ran slowly (for 2 weeks) and was
accompanied by partial degradation of the initial com-
pound. As mentioned above, this is evidently related to the
fact that cation-induced formation of the betaine open form
is the most difficult to occur in the case of compound 3.


Scheme 3
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CONCLUSION


To summarize, our investigations revealed that SNOs 1a,
1b, 2 and 3 in the presence of Pb2þ and lanthanoid cations
tend towards cation-induced formation of the betaine
open form of the compound, which can return to the
initially closed non-coloured form by irradiation with
light. Keeping the complexes in the dark leads to a
regioselective process of high-yield formation of the
oxazole derivatives (Scheme 4).


Because the presence of Pb2þ and lanthanoid cations in
a solution of aminosubstituted SNO leads to the appear-
ance of bright colouration, these compounds can be
considered as candidates for the development of chemical
sensors. Structural variation of the crown ether fragment
of the molecule can be used for attaining selectivity of the
colour reaction for the particular type of metal cation.


EXPERIMENTAL


Synthesis and NMR investigation


The 1H NMR spectra were recorded on Bruker AMX-400
and Bruker DRX-500 spectrometers using tetramethylsi-
lane (TMS) as the internal standard and CD3CN as the
solvent. The chemical shifts and the spin–spin coupling
constants were determined with accuracies of 0.01 ppm
and 0.1 Hz, respectively.


The SNOs 1a, 1b, 2 and 3 were synthesized as
described in Refs 16 and 17.


Complex of 1,3,3-trimethyl-6-(1,4,7,10-tetraoxa-
13-azacyclopentadec-13-yl)spiro{indolino-2,30-
[3H]naphtho[2,1-b]oxazine} (1a) with Pb2þ. To a
solution of 0.005 mmol of 1a in MeCN-d3, 0.05 mmol of


Pb(ClO4)2 was added. The solution was used for NMR
analysis. 1H NMR (MeCN-d3, � in ppm, J in Hz): 1a:
1.34 (s, 6H, 2CH3); 2.74 (s, 3H, NCH3); 3.41 (m, 4H,
2NCH2), 3.51 (m, 4H, 2OCH2); 3.59 (s, 12H, 6OCH2);
6.63 (d, 1H, H-4, J¼ 7.7); 6.88 (m, 2H, H-6, H-50); 7.14
(d, 1H, H-7, J¼ 7.1); 7.20 (dd, 1H, H-5, J¼ 7.5, J¼ 7.2);
7.42 (dd, 1H, H-80, J¼ 7.1, J¼ 8.1); 7.59 (dd, 1H, H-90,
J¼ 7.3, J¼ 7.2); 7.72 (s, 1H, H-20); 8.30 (d, 1H, H-70,
J¼ 8.5); 8.54 (d, 1H, H-100, J¼ 8.3); [1a�Pb2þ]: 1.36 (s,
6H, 2CH3); 3.60 (m, 4H, 2NCH2), 4.10 (m, 4H, 2OCH2);
4.20 (s, 12H, 6OCH2); 4.25 (s, 3H, NCH3); 7.20 (d, 1H,
H-4, J¼ 7.5); 7.68 (m, 3H, H-7, H-50, H-80); 7.82 (m, 3H,
H-5, H-6, H-90); 8.33 (d, 1H, H-70, J¼ 8.0); 8.70 (d, 1H,
H-100, J¼ 8.5); 9.89 (s, 1H, H-20).


Complex of 1,3,3-trimethyl-6-(4-morpholino)spiro-
{indolino-2,30-[3H]naphtho[2,1-b]oxazine} (2) with
Pb2þ. This complex was prepared in a similar way from
2 and Pb(ClO4)2.


1H NMR (MeCN-d3, � in ppm, J in Hz): 2:
1.34 (s, 6H, 2CH3); 2.74 (s, 3H, NCH3); 3.05 (m, 4H,
2NCH2), 3.88 (m, 4H, 4OCH2); 6.61 (s, 1H, H-50); 6.63 (d,
1H, H-4, J¼ 7.8); 6.89 (dd, 1H, H-6, J¼ 7.5, J¼ 6.9); 7.15
(d, 1H, H-7, J¼ 7.3); 7.22 (dd, 1H, H-5, J¼ 7.8, J¼ 7.6);
7.45 (dd, 1H, H-80, J¼ 7.1, J¼ 8.1); 7.59 (dd, 1H, H-90,
J¼ 8.2, J¼ 7.2); 7.71 (s, 1H, H-20); 8.15 (d, 1H, H-70,
J¼ 8.5); 8.51 (d, 1H, H-100, J¼ 8.5); [2�Pb2þ]: 1.93 (s, 6H,
2CH3); 3.37 (m, 4H, 2NCH2), 3.98 (m, 4H, 2OCH2); 4.12 (s,
3H, NCH3); 6.89 (s, 1H, H-50); 7.49 (dd, 1H, H-80, J¼ 7.1,
J¼ 8.1); 7.63 (m, 2H, H-4, H-7); 7.70 (dd, 1H, H-90, J¼ 8.4,
J¼ 8.2); 7.75 (m, 2H, H-5, H-6); 8.05 (d, 1H, H-70, J¼ 8.3);
8.59 (d, 1H, H-100, J¼ 8.4); 9.72 (s, 1H, H-20).


Complex of 1,3,3-trimethylspiro(indolino-2,30-[3H]
naphtho[2,1-b]oxazine) (3) with Pb2þ. This complex
was prepared in a similar way from 3 and Pb(ClO4)2.


1H


Scheme 4
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NMR (MeCN-d3, � in ppm, J in Hz): 3: 1.32 and 1.35 (2s,
6H, 2CH3); 2.76 (s, 3H, NCH3), 6.64 (d, 1H, H-4, J¼ 7.8);
7.03 (dd, 1H, H-6, J¼ 7.4, J¼ 7.3); 7.05 (d, 1H, H-50,
J¼ 8.9); 7.15 (d, 1H, H-7, J¼ 7.6); 7.22 (dd, 1H, H-5,
J¼ 8.5, J¼ 6.8); 7.45 (dd, 1H, H-80, J¼ 7.0, J¼ 7.0); 7.59
(dd, 1H, H-90, J¼ 7.2, J¼ 7.3); 7.78 (d, 1H, H-60, J¼ 8.9);
7.83 (s, 1H, H-20); 7.85 (d, 1H, H-70, J¼ 7.7); 8.56 (d, 1H,
H-100, J¼ 8.5); [3�Pb2þ]: 1.32 and 1.35 (2s, 6H, 2CH3);
2.76 (s, 3H, NCH3), 7.40 (d, 1H, H-50, J¼ 8.9); 7.54 (dd,
1H, H-80, J¼ 7.10, J¼ 7.1); 7.73 (m, 3H, H-5, H-6, H-90);
7.84 (d, 1H, H-4, J¼ 7.2); 7.89 (d, 1H, H-7, J¼ 7.4); 7.93
(d, 1H, H-60, J¼ 8.0); 8.02 (d, 1H, H-70, J¼ 9.0); 8.55 (d,
1H, H-100, J¼ 8.5); 9.90 (s, 1H, H-20).


1,3,3-Trimethyl-2-[50-(1,4,7,10-tetraoxa-13-azacy-
clopentadec-13-yl)naphtho[2,1-d]oxazol-20-yl]-
3H-indolinium perchlorate (5a). A solution of
0.012 g (0.005 mmol) of 1a and 0.023 g (0.05 mmol) of
Pb(ClO4)2 in 20 ml of MeCN was kept at ambient
temperature for 20 h. The solvent was evaporated and
the residue was recrystallized from MeOH. The yield of
5a was 0.46 g (84%), m.p. 279–181 �C. 1H NMR (MeCN-
d3, � in ppm, J in Hz): 1.44 (s, 6H, 2CH3); 3.65–4.20 (m,
20H, 2NCH2þ 8OCH2); 4.74 (s, 3H, NCH3); 7.75 (m,
2H, H-4, H-5); 7.87 (m, 2H, H-6, H-80); 7.88 (s, 1H, H-
50); 7.96 (m, 1H, H-7, H-90), 8.60 (d, 1H, H-70, J¼ 8.2);
8.80 (d, 1H, H-100, J¼ 7.3). Found (%): C, 49.28; H,
5.15; N, 5.41. C32H38ClN3O9�2H2O�HClO4. Calculated
(%): C, 49.19; H, 5.50; N, 5.38.


1,3,3-Trimethyl-2-[50-(1,4,7,10-tetraoxa-13-azacy-
clopentadec-13-yl)naphtho[2,1-d]oxazol-20-yl]-
1H-indol-2-ol (4a). Heating of 5a in distilled water
results in full conversion to 4a, m.p. 141–146 �C. 1H
NMR (MeCN-d3, � in ppm, J in Hz): 1.34 (s, 6H, 2CH3);
2.74 (s, 3H, N- CH3); 3.20–3.70 (m, 20H,
2NCH2þ 8OCH2); 6.63 (d, 1H, H-4, J¼ 7.8); 6.85 (dd,
1H, H-5, J¼ 7.5, J¼ 7.5); 7.05 (d, 2H, H-7, J¼ 6.8); 7.13
(dd, 1H, H-6, J¼ 7.9, J¼ 7.7); 7.58 (dd, 1H, H-80,
J¼ 7.9, J¼ 7.2); 7.68 (dd, 1H, H-90, J¼ 7.0, J¼ 7.9);
7.81 (s, 1H, H-50); 8.31 (d, 1H, H-70, J¼ 8.1); 8.43 (d, 1H,
H-100, J¼ 8.4). Found (%): C, 66.17; H, 6.95; N, 6.97.
C32H39N3O6�H2O Calculated (%): C, 66.30; H, 7.13;
N, 7.25.


1,3,3-Trimethyl-2-[50-(4-morpholino)naphtho[2, 1-d]
oxazol-20-yl]-3H-indolinium perchlorate (5b). This
compound was prepared in a similar way as described
for 5a from 2 and Pb(ClO4)2 and the time of reaction is
168 h. The yield of 5b was 98%, m.p. 228–230 �C. 1H
NMR (MeCN-d3, � in ppm, J in Hz): 2.10 (s, 6H, 2CH3);
3.33 (m, 4H, 2NCH2), 4.02 (m, 4H, 4OCH2); 4.64 (s, 3H,
NCH3); 7.56 (s, 1H, H-50); 7.75 (m, 2H, H-4, H-5); 7.83
(m, 2H, H-6, H-80); 7.91 (m, 1H, H-7, H-90), 8.40 (d, 1H,
H-70, J¼ 8.4); 8.60 (d, 1H, H-100, J¼ 8.4). Found (%): C,
57.04; H, 5.46; N, 7.63. C26H27ClN3O6�2H2O. Calculated
(%): C, 56.99; H, 5.52; N, 7.67.


1,3,3-Trimethyl-2-naphtho[2,1-d]oxazol-2-yl-3H-
indolinium perchlorate (5c). This compound was
prepared in a similar way as described for 5a from 3
and Pb(ClO4)2 and the time of reaction is 320 h. The yield
of 5c was 58%, m.p. 164–167 �C.23 1H NMR (MeCN-d3,
� in ppm, J in Hz): 1.96 (m, 6H, 2CH3); 4.73 (s, 3H,
NCH3); 7.82 (m, 3H, H-5, H-6, H-80); 7.88 (d, 1H, H-4,
J¼ 7.0); 7.94 (dd, 1H, H-90, J¼ 7.3, J¼ 7.8), 7.98 (d, 1H,
H-7, J¼ 7.8); 8.06 (d, 1H, H-50, J¼ 9.1); 8.24 (d, 1H, H-
70, J¼ 8.2); 8.36 (d, 1H, H-60, J¼ 9.1); 8.75 (d, 1H, H-
100, J¼ 8.2). Found (%): C, 45.71; H, 4.75; N, 4.84.
C22H19ClN2O5�2H2O�HClO4. Calculated (%): C, 45.41;
H, 4.47; N, 4.81.


UV–Vis spectroscopy


Electronic absorption spectra were measured on a Shi-
madzu UV-3100 spectrophotometer.


Acetonitrile (Aldrich, water content 0.005%) was used
as solvent and analytical-grade magnesium, lead and
europium perchlorates were used for the investigations
without additional purification.


To mesure the stability constants, the procedure de-
scribed in Ref. 16 was applied.


SERRS experiments


The SERRS spectra were measured using an electroche-
mically roughened silver electrode as a SERRS-active
substrate, prepared for SERRS experiments as described
elsewhere.16


The SERRS spectra were recorded with a Ramanor
HG-2S spectrometer (Jobin Yvon, France) in the 200–
1800 cm�1 range (1 cm�1 increment, 1 s integration time)
and averaged over three scans. The excitation wavelength
of the Krion laser (Spectra-Physics, Model 164-03) was
647.1 nm and the laser power was 20 mW.
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2. Dürr H, Bouas-Laurent H. Photochromism: Molecules and Sys-
tems. Elsevier: Amsterdam, 1990.


3. Crano JC, Guglielmetti R. Organic Photochromic and Thermo-
chromic Compounds. Plenum Press: New York, 1999.


4. Lokshin VA, Samat A, Metelisa AV. Rus. Chem. Rev. 2002; 71:
893–916.


60-AMINOSUBSTITUTED SPIRONAPHTHOXAZINES TRANSFORMATION 511


Copyright # 2005 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2005; 18: 504–512







5. McArdle CB. Applied Photochromic Polymer Systems. Blackie:
New York, 1992.


6. Willner I. Acc. Chem. Res. 1997; 30: 347–356.
7. Pieroni O, Fissi A, Veigi A, Fabbri D, Ciardelli F. J. Am. Chem.


Soc., 1992; 114: 2734–2736; Ciardelli F, Fabbri D, Pieroni O,
Fissi A. J. Am. Chem. Soc., 1989; 111: 3470–3472.


8. Tarkka MR, Talbot ME, Brady DJ, Shuster GB. Opt. Commun.
1994; 109: 54–58; Suzuki M-A, Hashida T, Hibino J, Kishimoto
Y. Mol. Cryst. Liq. Cryst. A 1994; 246: 389–396.


9. Sunamoto J, Iwamoto K, Mohri Y, Kominato T. J. Am. Chem.
Soc., 1982; 104: 5502–5504.


10. Ichimura K. Mol. Cryst. Liq. Cryst. 1994; 246: 331–334.
11. Fedorova OA, Gromov SP. Targ. Heterocycl. Syst. Chem. Prop.


2001; 4: 205–229.
12. Alfimov MV, Fedorova OA, Gromov SP. J. Photochem. Photo-


biol. A 2003; 158: 183–189.
13. Inouye M, Ueno M, Tsuchiya K, Nakayama N, Konishi T, Kitao


T. J. Org. Chem. 1992; 57: 5377–5383.
14. Kimura K, Kaneshige M, Yamashita T, Yokoyama M. J. Org.


Chem. 1994; 59: 1251–1256.
15. Fedorova O, Gromov S, Pershina Y, Sergeev S, Strokach Y,
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ABSTRACT: Kinetic studies of the aminolysis of benzylpenicillin (BP) in poly(ethylenimine) (PEI) showed a
complicated rate behaviour owing to the strong substrate–polyelectrolyte interaction. The results were interpreted by
the formation of an unreactive and reactive complex which is converted into the poly(ethylenimine)penicilloylamide.
In the presence of KCl the PEI behaves as a simple amine and the second-order rate constants (kN) of the nucleophilic
attack on �-lactam were calculated at various pH values. The Brønsted � value is consistent with a stepwise
mechanism in which the rate-determining step is the T� intermediate decomposition in absence of general acid–base
catalysis. The PEI reveals its catalytic ability not only by binding the substrate to the polymer, but also by increasing
the reactivity of the reactive complex. A negligible effect on the alkaline hydrolysis of BP was found in the presence
of poly(diallyldimethylammonium) chloride (PDDA). A parallel between PEI and human serum albumin (HSA) in
the BP aminolysis is proposed. Copyright # 2004 John Wiley & Sons, Ltd.


KEYWORDS: benzylpenicillin; aminolysis; acyltransfer; poly(ethylenimine); polyelectrolytes


INTRODUCTION


Much work on the mechanism of the hydrolysis1 of �-
lactams (catalysed by metal ions, cyclodextrins and
micelles) and both experimental and theoretical2,3 ami-
nolysis1 studies has been reported. However, to date the
study of the polyelectrolyte effect on the rate of the �-
lactam ring opening is lacking. Owing to the importance
of �-lactams and the relevance of their aminolysis in
understanding the allergies4 sometimes induced by these
drugs, we carried out a kinetic study with the aim of
elucidating the mechanism involved in the acyl-transfer
reaction in the presence of poly(ethylenimine) (PEI), a
highly branched polyelectrolyte5 containing about 25%
primary, 50% secondary and 25% tertiary amino groups.
It seems that the major determinant in penicillin allergy


is the penicilloyl group bound to the amino group of the
L-lysine residue present in the carrier protein.4 Recent
studies identified peptides containing benzylpenicilloyl
moieties in different binding regions of human serum
albumin (HSA) involving several L-lysine residues.6–8


PEI can be considered as a mimic of the carrier protein
containing the L-lysine residue. In fact, the branched
polymeric structure contains multiple primary amino
groups which can simulate the L-lysine site binding
residue of HSA (at least six different lysine residues
out of a total of 59 can be penicilloylated7).


Moreover, in order to clarify the polyelectrolyte influ-
ence in the aminolysis reaction of BP, we also investi-
gated the effect of poly(diallyldimethylammonium)
chloride (PDDA), a polycation not containing protonated
or free amino groups, on the hydrolysis of BP.


RESULTS AND DISCUSSION


Aminolysis of benzylpenicillin in PEI


The aminolysis of BP, performed at 30 �C, was followed
at various pH values in the range 5.20–9.40 and the
pseudo-first-order rate constants (kobs) were plotted vs
PEI concentration (Fig. 1). The plots showed that at
pH< 7.80 kobs initially increases, reaches a maximum
and then decreases, indicating an apparent polyelectro-
lyte inhibition. A simple mechanism explaining this
behaviour involves the formation of a ‘reactive complex’,
[BP–PEI]*, between the substrate and polyelectrolyte,
which evolves to the poly(ethylenimmine)penicilloyla-
mide (P), in addition to an ‘unreactive complex’, [BP–
PEI], as shown in Scheme 1. Only the reactive complex
[BP–PEI]* is able to decompose to the products or it can
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associate with another PEI macroion to give the unreac-
tive complex [BP–PEI].
The results can be qualitatively interpreted in terms of


multiplicity of catalytic sites. When the polyelectrolyte is
largely protonated (5.20< pH< 7.80), on increasing the
PEI concentration the rate constant increases because the
positive charges on the macroion, which attract the BP


in anionic form (pKCOOH¼ 2.73 at 25 �C),9 increase and
the maximum rate is then attained. Subsequently, the rate
decreases because the number of protonated sites and
vicinal doublet and triplet charges considerably increa-
se,5a,b increasing the probability that the substrate binds
itself at sites far away from the nucleophilic amino
groups responsible for the aminolysis reaction. At
pH> 7.80, the plots show a hyperbolic trend because
on increasing the PEI concentration the anionic substrate
is progressively less attracted to the polymer surface
(owing to the decreased electrostatic potential) and a
large number of free amino groups with increasing
nucleophilicity are present.
Assuming the treatment previously reported for the


aminolysis of some phenylacetates,10 the kinetic beha-
viour can be explained by the following equation:


kobs ¼ kcatK1½PEI�=ð1þ K1½PEI� þ K1K2½PEI�2Þ ð1Þ


where K1¼ ka/k�a is the binding constant for the forma-
tion of [BP–PEI]* reactive complex, kcat is the first-order
rate constant of its decomposition to the reaction product
(P) and K2¼ kb/k�b is the inhibition constant (Scheme 1).
The good fitting of experimental values to the Eqn (1)


is consistent with the proposed mechanism in Scheme 1.
The values of K1, K2 and kcat (Table 1) were calculated by
a non-linear curve fitting of kobs vs [PEI] by using the
FigP2.7 program (Biosoft). Since K1 and K2 increase
when the pH decreases, the maximum of the curves is
shifted to a lower PEI concentration, according to the
equation ½PEI�max ¼ 1=


ffiffiffiffiffiffiffiffiffiffiffiffiffiffiðK1K2Þ
p


.10


A diagnostic tool to investigate the reaction mechan-
ism is the Brønsted-type relationship, which correlates
the rate constant with the basicity of the nucleophile and
is a measure of the reaction sensitivity to the base
strength.11 Unlike simple amines, the apparent pKN of
PEI changes with the degree of ionization of the macro-
ion, owing to the strong interactions between charged and
uncharged vicinal amino groups in the chain,5a,b,12 and it
also depends on both the PEI concentration and the ionic
strength of the solution.12 A Brønsted-type relationship
can be obtained by using the rate constants kcat (see
Table 1), which reflect the reactivity of the [BP–PEI]*
complex. The dependence of the complex reactivity on
the PEI basicity can be expressed by the k0cat¼ kcat/
(1��) where 1�� is the fraction of free amino groups


Figure 1. Dependence of pseudo-first-order rate constants
(kobs) on PEI concentration for the aminolysis of BP at various
pH values at 30 �C. The points are experimental and the solid
curves are calculated with parameters reported in Table 1
obtained by means of Eqn (1)


Scheme 1
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responsible for the aminolysis reaction.10,13 The
Brønsted-type relationship, not statistically corrected,10


is linear with a slope �N¼ 0.96� 0.12 (Fig. 2):


logk0cat ¼ ð0:96� 0:12ÞpKN � ð8:40� 0:8Þ ð2Þ


The k0cat deviation observed at pKN¼ 7.80 and 8.02 (not
computed for the Brønsted plot) is probably due to the
different nature of the electrostatic interaction between
the anionic substrate and the poorly charged PEI (in fact
�¼ 0.2 and 0.04, respectively). The break of the linearity
is not ascribable to a change in the mechanism or rate-
determining step11a,b,14 because in the presence of 1M KCl
(see later) the Brønsted plot is linear up to pKN¼ 9.88.
The large dependence of the rate constant on the PEI


basicity (�¼ 0.96� 0.12) indicates that the reactive
complex could proceed stepwise with the formation of
a zwitterionic tetrahedral intermediate by nucleophilic
attack of PEI primary or secondary amino groups on the
�-lactam carbonyl (Fig. 3). However, from the experi-
mental data it is not easy to understand the mechanism
involved because many catalytic sites are present on the
PEI and other pathway cannot be excluded. In fact, a


Brønsted � value of ca 1 has been observed in the
aminolysis of BP with simple primary amines, a stepwise
process which occurs by nucleophilic and general base
catalysis.15a,b Evidence for intramolecular general acid
catalysis with 1,2-diaminoethane monocation has also
been reported.15a,b


Aminolysis of benzylpenicillin by
PEI in the presence of KCl


In order to understand the kinetically complex aminolysis
of BP in PEI, we also performed measurements in the
presence of KCl. This is because in the presence of strong
electrolytes the substrate–polyelectrolyte electrostatic
interactions, responsible for complex kinetic behaviour,
are strongly reduced.16,17 The added salt partially shields
the charges on the chain and chloride ions will compete
with anionic substrate for the position close to the
polyelectrolyte. Under these conditions the PEI behaves
as a simple amine. In fact, kinetic studies carried out at
30 �C in the pH range 6.13–11.20 in the presence of PEI
and 1M KCl showed a linear dependence of the rate
constant vs [PEI] (Fig. 4, Table 2) which can be expressed
by the following equation:17


kobs ¼ k0 þ ðkN þ k0OH½OH�Þ½PEI�ð1� �Þ ð3Þ


Table 1. Kinetic data for the aminolysis of benzylpenicillin in the presence of PEI at 30 �C


[PEI]a monomer (mol l�1) pH � pKN
b K1 (M


�1)c kcat (s
�1)c K2 (M


�1)c Runs


(1.22–73.3)� 10�3 5.20 0.78 5.74 2100� 410 (2.63� 0.11)� 10�4 75� 9 26
(4.4–80 )� 10�3 6.00 0.66 6.30 950� 240 (8.90� 0.2)� 10�4 60� 3 26
(0.30–40 )� 10�3 6.50 0.62 6.71 67� 5 (6.84� 0.24)� 10�3 240� 16 24
(2.04–70 )� 10�3 7.00 0.48 7.04 96� 3 (1.6� 0.1)� 10�2 111� 5 20


(4–90 )� 10�3 7.40 0.44 7.29 46� 23 (2.75� 0.1)� 10�2 76� 37 28
(4–120 )� 10�3 7.80 0.33 7.49 44� 9 (2.63� 0.35)� 10�2 27� 5 34
(2.2–81 )� 10�3 8.40 0.20 7.80 21� 7 (2.88� 0.75)� 10�2 7� 5 30


(2.12–120 )� 10�3 9.40 0.04 8.02 10.2� 0.7 (2.47� 0.01)� 10�2 — 30


a Total polyamine concentration.
b � 0.05, mean value in the concentration range, calculated from pKN¼ pHþ log�/(1��), where � is the degree of ionization (see text).
c Values calculated from Eqn (1) and standard errors are reported.


Figure 2. Bro/nsted-type plots for the aminolysis of BP with
PEI in aqueous solution in absence of KCl (*) and in the
presence of 1M KCl (�)


Figure 3. Nucleophilic attack of a primary amino group of
PEI on the re face of �-lactam carbonyl
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where k0 is the spontaneous hydrolysis rate constant, kN is
the nucleophilic uncatalyzed rate constant, k0OH is the
hydroxy ion-catalysed aminolysis rate constant, [PEI] is
the polyelectrolyte concentration expressed in monomer
mol l�1 and � is the PEI ionization degree at a fixed pH.


The term k0OH[OH], which in this case cannot be mea-
sured because the basicity of PEI changes on changing
the pH, can be neglected on the basis of the following
estimation. Actually, from the k0OH value of taurine15a


(1.41 s�1mol�2 l�2), which at pH 9.40 shows the same
basicity of PEI, one can calculate a contribution of
hydroxy ion-catalysed nucleophilic attack lower than
0.5% in comparison with kN.
In order to ascertain the presence of a second-order


term in amine, we increased the PEI concentration up to
0.86 monomer mol l�1 at pH 11.2, where 95% of the
free PEI amino groups are present. However, in spite of
this, intermolecular general base and/or general acid
catalysis was not observed, the converse of that found
in the aminolysis of BP with simple primary and
secondary amines, their contribution to the catalysis
being relevant.15a


By plotting logkN vs pKN of PEI, the following linear
Brønsted-type relationship is obtained:


logkN ¼ ð0:88� 0:06ÞpKN � ð10:0� 0:05Þ ð4Þ


At this point, the accelerating effect due to the electro-
static nature of the phenomenon can be estimated by
means of the ratio K1k


0
cat/kN, which is 8.7� 103 at pH 7.4


and about 2.2� 105 at pH 5.2, kN being calculated from
Eqn (4). The catalytic efficiency of PEI in the [BP–PEI]*
complex, which is reflected in kcat, can be estimated from
the ratio k0cat/kN, which formally represents an effective
molarity (EM).18 From the kcat values (Table 1) and those
of kN, calculated from Eqn (4), we obtain EM¼ 107M at
pH 5.20, 189M at pH 7.40 and 22M at pH 9.40. These
values are too large to be ascribed only to an effective
concentration because the reactants occupy definite ex-
clusion volumes.19 This result, then, suggests that the
nature of polymer domain modifies the reactivity in the
[BP–PEI] complex.


Figure 4. Dependence of pseudo-first-order rate constants
(kobs) on PEI concentration for the aminolysis of BP at various
pH values at 30 �C in the presence of 1M KCl


Table 2. Kinetic parameters for the aminolysis of benzylpenicillin in the presence of PEI and 1M KCl or PDDA at 30 �C


[PEI]a monomer [PDDA]a monomer
(mol l�1) (mol l�1) pH � pKN


b 104kobs(s
�1) 104kN(s


�1
M
�1)c Runs


0.27–0.75 6.13 0.82 6.79 0.0984–0.159 0.7� 0.005 10
0.04–0.32 7.40 0.68 7.72 0.075–0.564 6.21� 0.04 12
0.01–0.326 8.40 0.54 8.47 0.268–3.88 19.1� 0.9 20
0.04–0.20 9.40 0.32 9.15 4.27–22.4 167� 4 10
0.04–0.88 10.70 0.06 9.54 10.1–182 276� 6 14
0.1–0.4 11.20 0.05 9.88 10.5–26.8 218� 7 8


0.06d 1.01 89.2 4
0.06d 1.36 36.4 4
0.06d 1.50 30.5 4
0.06d 1.90 14.3 4


0.005–0.08e 11.04 2.56–4.55 10


a Total polyelectrolyte concentration.
b � 0.05, mean value in the concentration range, calculated from pKN¼ pHþ log�/(1��), where � is the degree of ionization (see text).
c Values calculated from Eqn (3) and standard errors are reported.
d In 0.1–0.02M HCl buffer carrier.
e In 0.01M Na2CO3–NaHCO3 buffer carrier.


258 A. ARCELLI ET AL.


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2005; 18: 255–263







The � value (Fig. 2) compares well with 0.96� 0.12
found in the absence of KCl and with 1� 0.08 found for
uncatalysed aminolysis of BP with simple amines.15a


This means that the sensitivity of the bimolecular process
towards the PEI basicity is similar to that of the [BP–
PEI]* complex and it is independent of the nature of PEI
catalysing primary or secondary amino groups.
According to both the rate law [Eqn (3)] and the


Brønsted � value, the most probable mechanism is the
k2 pathway reported in Scheme 2. The good linearity of
the plot, indicating a constant structure of the transition
state,14a,b,20 in spite of the presence of different catalytic
groups, would exclude the possibility that general acid
and/or base catalysis can operate over all the pH range
investigated. The slope of the Brønsted plot is consistent
with the development of a unitary charge in the attacking
amino group of PEI and a significant amount of the C——O
bond cleavage in the transition state, even if a concerted
mechanism cannot be excluded. This is consistent with a
stepwise mechanism where a zwitterionic tetrahedral
intermediate T� is formed in the reaction pathway and
its breakdown to the product is the rate-determining step
(Scheme 2). A rate-determining step for the formation of
the tetrahedral intermediate should give lower � values,
namely in the range 0–0.3, as found for the aminolysis of
esters with simple amines.14,21 Assuming the steady-state
treatment for the hypothetical tetrahedral intermediate


T� formation, kN¼ k2Ke, with k�1� k2, where Ke¼
k1/k�1. In acyl-transfer reactions the expulsion of a
nucleofuge from a zwitterionic tetrahedral intermediate
via k2 is not significantly dependent on the basicity or the
nature of the amine mojety.14a,b,21 In addition, the pKN of
the leaving group is not affected by the presence of
polyelectrolyte: in fact, the value of the ionization con-
stant of butylpenicilloylamide (pKN¼ 4.3), taken as a
model of PEI-penicilloylamide, is almost coincident both
in oxyanions and in the presence of PEI (see Experi-
mental). Hence the higher reactivity of PEI in comparison
with the isobasic primary amines15a is due to larger
values of Ke. Unfortunately, to date, it is not possible to
ascertain if the larger Ke value is attributable to a better
nucleophilic attack of PEI on the �-lactam (k1) or to the
worse nucleofugality of PEI (k�1) from the T� inter-
mediate. However, the latter hypothesis is supported by
the results already obtained for ester aminolysis in the
presence of PEI.17


These findings do not exclude other possible processes:
in fact, the deprotonation of T� could also occur by
general base catalysis of PEI itself (k3), or by water (k03),
to yield the anionic intermediate T�, which quickly
decomposes to the product (path k6). Also the k4 path,
where T� is protonated to give Tþ according to general
acid catalysis exerted by [PEI�Hþ], cannot be ignored.
The importance of various pathways can be evaluated


Scheme 2. Mechanism of �-lactam ring cleavage by a primary amine group of PEI
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from the estimation of the theoretical acidity constant of
the T� intermediate and comparison of the microscopic
rate constants k3 and k�3, k4 and k�4 with the uncatalyzed
pathway k2. On these bases, the acidity constant of the
tetrahedral intermediate T� is pKN(T


� )¼ pKN(PEI)�
0.8 (see Appendix). Then, at each pH, the proton transfer
from T� to PEI, to give T�, is thermodynamically
favoured and the value of the microscopic rate constant
k3¼ 2� 109 s�1


M
�1 can be used.22


Starting with k3, at the highest pH value investigated
(11.20), one calculates k3[PEI](1��)¼ 2.109� 0.4�
0.95¼ 7.6� 108 s�1, [PEI] being 0.4 monomer mol l�1


and �¼ 0.05. Analogously, at the lowest pH value (6.13),
[PEI] being 0.75 monomer mol l�1 and �¼ 0.82,
k3[PEI](1��)¼ 2.109� 0.75� 0.18¼ 2.7� 108 s�1.
The proton transfer from T� to water is never favoured


because pKN(T
� )¼ 6.79� 0.8¼ 6 and pK(H3O


þ)¼
� 1.75. Therefore, the backward path k�3 is favoured
and we can assume that under the best conditions at pH
6.13, logk03¼ logk0�3� pKN(T


� )þ pK(H3O
þ)¼ 9.3�


6� 1.75¼ 1.55, k03¼ 33.5 s�1
M
�1 and then k03[H2O]¼


33.5� 55.5¼ 1.9� 103 s�1. For the spontaneous decom-
position of T� it is reasonable to assume a value of
k2¼ 1.5� 106 s�1 found for primary amines.15a Thus,
while the estimated values for general base catalysis are
5� 102- and 1.8� 102-fold higher than k2, the water
reaction described by k3


0 is not significant.
The negative charge on the oxygen and the uncharged


amine moiety on T� would make the nucleofuge expul-
sion from T� (path k6) faster than that from T� (path k2).
The general acid catalysis (k4) also deserves considera-


tion. If the proton transfer occurs stepwise, the back-
reaction k�4 is favoured with respect to k4 because at pH
11.20 pKN(PEI)¼ 9.88 and the �-lactam nitrogen
pK*N(T


� )¼ 1.5 (see Appendix). Taking k�4¼ 2.0�
109 s�1


M
�1, one can calculate logk4¼ logk�4��pK¼


9.3� (9.88� 1.5)¼ 0.92, i.e. k4¼ 8.3 s�1
M
�1. Since at


pH 11.20 [PEI]¼ 0.4 monomer mol l�1 and �¼ 0.05,
one calculates k4[PEI]�¼ 8.3� 0.4� 0.05¼ 0.166 s�1.
Analogously, at pH 6.13, since pKN(PEI)¼ 6.79 and
pK*N(T


� )¼ � 0.4, one can calculate logk4¼ 9.3�
(6.79þ 0.4)¼ 2.11, i.e. k4¼ 1.3� 102 s�1


M
�1. There-


fore, [PEI] being 0.75 and �¼ 0.82, k4[PEI]�¼ 1.3�
102� 0.75� 0.82¼ 80 s�1.
Therefore, the intramolecular proton transfer from T�


to the �-lactam nitrogen is unimportant in comparison
with k2. The k5 value can be expected to be larger than
k�4 because the C—N bond breaking is favoured by the
positive charge on the �-lactam nitrogen in Tþ and by the
energy gain due to the opening of the strained four-
membered ring structure giving the protonated benzylpe-
nicilloylamide followed by a fast diffusion-controlled
deprotonation.
Hence the microscopic rate constants calculated above


suggest the presence of intermolecular general base
catalysis not supported by kinetic experimental data.
We believe that most probably the absence of these terms


in the polymeric system can be ascribed to a slower rate
of proton transfer in comparison with simple amines due
to the repulsion effects of the large number of positive
charges on the polymer surface and hydrogen bond-
ing.22,23 In addition, the proton transfer from T� to PEI
could be sterically inhibited because T� may be buried
inside the network polymeric matrix. The intramolecular
proton transfer on the charged polymer surface requires
the motion of the proton along the hydrogen bonds (found
by x-ray studies24,25 in the crystal lattices of linear PEI)
and the reaction, which occurs in a medium less polar
than water, is not favoured because it involves consider-
able solvent reorganization.23


Hydrolysis of benzylpenicillin in the
presence of PDDA


BP reacts with aqueous solution of PDDA to give
benzylpenicilloic acid in high yield.1 As shown in
Table 2, in acidic solutions the pseudo-first-order rate
constants are not modified by the presence of 0.06
monomer mol l�1 of PDDA. At pH 11.04, the apparent
first-order rate constant for the alkaline hydrolysis does
not depend linearly on [PDDA] and saturation behaviour
was observed (Fig. 5).
According to Eqn (2) in Ref. 26, the values


K1¼ (37� 10) M�1 and kcat¼ (3.43� 0.3)� 10�4 s�1


were obtained. The substrate–polyelectrolyte binding
constant (K1) causes an increase of only 60% in the
alkaline hydrolysis (kcat) with respect to the spontaneous
hydrolysis (k0) of BP. This means that although the
reagents are attracted to the polymer surface by electro-
static interactions, the bimolecular alkaline hydrolysis
rate is not appreciably modified because, unlike PEI,
PDDA does not allow the stabilization of a transition
state.


Figure 5. Dependence of pseudo-first-order rate constant
(kobs) on PDDA concentration for the alkaline hydrolysis of
the BP at 30 �C. The points are experimental and the solid
curve is calculated with the parameters reported in Table 2
(see text)
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CONCLUSION


The aminolysis of BP in the presence of PEI occurs with a
large rate enhancement and proceeds with a stepwise
mechanism in which the rate-determining step is the T�


intermediate decomposition. The polyelectrolyte reveals
its catalytic ability not only by binding the substrate to the
polymer (K1), but also by increasing the reactivity of the
[BP–PEI] complex (k0cat). Most probably, the substrate,
attracted to the polyelectrolyte, goes in a lesser polar
environment where the T� intermediate is stabilized
through electrostatic interactions and/or hydrogen bonds
which prevent the rapid reversion to the starting material.
In the presence of KCl, the chloride anion, with high
charge density, not only shields the positive charges on
the macroion but also causes strong electrostatic ordering
of water molecules near the polyelectrolyte.27 As a
consequence, the hydrogen bonds are broken and the
stabilizing interactions are reduced. The conclusion is in
agreement with the electrostatic stabilization of ionic
transition state hypothesized by Warshel et al.28 for
enzymatic catalysis.
Finally, it is interesting to observe that the analogy


between the aminolysis of BP with PEI and with human
serum albumin (HSA) suggests that a similar mechanism
may operate. In fact, the HSA penicilloylation, at least
in vitro, does not proceed through an intermediate BP–
protein complex, analogous to that which occurs in PEI in
the presence of KCl. In addition, the rate constants were
found to be first order with respect to both BP and PEI
and they are comparable to those found with HSA
although at different ionic strengths. In fact, the sec-
ond-order rate constants for the penicilloylation of HSA
at 37 �C and at pH 7.35 and 9.65 (k¼ 3� 10�3 and
6.8� 10�2 s�1


M
�1, respectively)29 are just about four


times higher than the values found in PEI at pH 7.40
and 9.40 at 30 �C.
There are indications by x-ray structure30 and NMR


studies31 that the principal binding pockets are located
in the II and III domains of HSA where penicillins
interact mainly by means of electrostatic and hydro-
phobic interactions. Moreover it has been ascertained
that L-Lys-199 is principally responsible for the nucleo-
philic attack of BP, even though penicilloyl group-
containing peptides involving other L-lysine residues
in different regions of HSA were found.7,8 MD simula-
tions have also shown that the most likely configuration
for the pairs L-Lys-195/L-Lys-199, situated at the be-
ginning of the binding site of the protein, corresponds to
a neutral "-amino group of L-Lys-199 and protonated
form of L-Lys-195.3b Most probably, the anionic BP is
firstly electrostatically attracted by the positively
protonated residue L-Lys-1953b and then it undergoes
nucleophilic attack by the near free NH2 group of L-
Lys-199,3b giving a tetrahedral zwitterionic inter-
mediate T� which evolves to the HSA–penicilloyl
product.


EXPERIMENTAL


Materials


The potassium salt of BP was purchased from Fluka, PEI
(47.6% by weight ‘Polymin P’, monomer weight 59)
from BDH and PDDA (15% aqueous solution, monomer
weight 197) from Polyscience. Other products (from
Aldrich or Merck) were of analytical grade. Buffer
solutions of PEI and PDDA were prepared as reported
previously.10,17,26 Benzylpenicilloic acid was obtained as
reported previously.32


pKN determination


The pKN of PEI in the presence and absence of KCl was
determined potentiometrically by using a microburette
syringe apparatus and a Knick pH-meter equipped with
an Ingold U402 combined glass electrode standardized
according to Ref. 33. The values reported in Tables 1 and
2 were determined according to the equation pKN¼
pH� log[(1��)/�], where � is the degree of ionization
calculated by the equation �¼ ([Hþ]add� [Hþ]freeþ
[OH�]free)/[PEI]tot.


12 The pKN of butylbenzylpenicilloy-
lamide (synthesized according to Ref. 32) was deter-
mined by potentiometric titration of a 5� 10�3


M solution
[in 13% (w/w) aqueous methanol] with 0.1 M NaOH
under nitrogen because the spectrophotometric determi-
nation was unsuccessful (the molar extinction coeffi-
cients of mono-, di- and non-protonated species being
very similar). The apparent pKN value, measured both in
the presence of PDDA (0.1 monomer mol l�1) and in the
absence of polyelectrolyte, was 4.3� 0.05.


Kinetics


Kinetic measurements, performed at 30 �C by adding 20–
40ml of a stock solution of BP (3� 10�2–5� 10�3


M) to
3ml of PEI buffer solution in a thermostated cell, were
carried out spectrophotometrically on a Perkin-Elmer
Lambda 6 spectrophotometer at 232 or 240 nm. The pH
of the solutions at the end of the reaction showed a
maximum decrease of 0.05–0.1. The rate constants are
mean values of two or three runs distributed over a 3%
range. The pseudo-first-order rate constants (kobs) were
calculated on the basis of the equation ODt¼OD0þ
(OD1�OD0)[1� exp(� kt)] by using a non-linear
least-squares routine (FigP2.7 program supplied by Bio-
soft). The OD1 value was determined after at least 10
half-lives.


Reaction product analysis


The product of the aminolysis of BP with PEI, i.e.
benzylpenicilloyl poly(ethylenimine), was ascertained
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through two penamaldate assays32 performed at pH 6.35
and 11.35. To a solution of PEI (0.557 g, 4.5mmol) in
5ml of water, acidified with 6.5 M HCl until pH 6.35, the
potassium salt of BP (0.2 g, 0.54mmol) dissolved in 2ml
of water was added. The buffered solution was stirred at
35 �C until the reaction was complete. The solution was
dialysed against water and then freeze-dried. To the
crystalline powder (0.016mmol) dissolved in 2ml of
water, 3ml of phosphate buffer (0.1M, pH 7), 5ml of
2� 10�4


M aqueous HgCl2 and 20ml of water were
added. After about 20min, maximum absorbance was
recorded at 287 nm. The same �max value was found for
the penamaldate of a sample obtained by carrying out the
aminolysis at pH 11.35.
The hydrolysis products of BP in the presence of


PDDA (benzylpenicilloate salt or/and penicilloic acid)
were determined by comparison of the UV spectra and
HPLC analysis with those of an authentic sample.
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APPENDIX


pKN(T
� ) (Scheme 2) can be approximately estimated by


using inductive parameters of the substituents bonded to
the tetrahedral carbon atom,34 as in the case of simple
monomeric amines, and assuming that the inductive
effects are determining factors on the acid properties of
intermediates. In addition, the strong electrostatic poten-
tial in a neighbouring chain which could affect the pK of
the chromophore bonded to the electrolytes is practically
cancelled out by the presence of KCl.35,36 The structure 3
(Fig. A1) was taken to simulate the intermediate (T� ).
The introduction of the CH3CH(O


�)—at the nitrogen
of the aminium ion of the PEI in structure 1 increases the
pKN by 2.2 units14c and then pKN(1)¼ pKN(PEI)þ 2.2.
The substitution in 1 of CH3 (�I¼�0.01)37 with
CH2NHCOCH3 (�I¼ 0.09), assumed equivalent to
CH2NHCOCH2Ph,


37 considering that the sensitivity of
the pKN of aminium ion >CX—NþH< to the �I is


262 A. ARCELLI ET AL.


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2005; 18: 255–263







�I¼�9.2� 0.4,37 gives pKN(2)� pKN(1)¼�9.2 [0.09�
(�0.01)] �� 0.9, then pKN(2)¼ pKN(PEI)þ 2.2�
0.9¼ pKN(PEI)þ 1.3. pKN(3) is obtained by replacing
H (�I¼ 0) in 2with a 3-carboxy-2,2-dimethylthiazolidine
ring (�I¼ 0.23) calculated from �I¼�*/6.23.38 The va-
lue of �*¼ 1.43 is calculated from the secondary amines
correlation39 pKN¼ 10.59� 3.23��*, the pKN of the 3-


carboxy-2,2-dimethylthiazolidine ring in water being
5.98.40 Because �I¼�9.2, one obtains pKN(3)�
pKN(2)¼�9.2� 0.23¼�2.1, thenpKN(3)¼ pKN(PEI)þ
PEI)þ 1.3� 2.1¼ pKN(PEI)� 0.8.
The pK*N of the �-lactam nitrogen can be esti-


mated following the same procedure. Starting from
pKN¼ 5.98 of the 3-carboxy-2,2-dimethylthiazolidine
ring in water,40 the introduction of the CH3CH(O


�)—
anion to the thiazolidine nitrogen increases the pKN by
2.2 units, then pKN(4)¼ 5.98þ 2.2� 8.2. Now, by sub-
stituting CH3 in 4 with the CH3CONHCH2 group
(�I¼ 0.09)37 and with �I¼�9.2, one calculates pKN(5)
� pKN(4)¼ � 9.2 [0.09� (�0.01)]� 0.9, i.e. pKN(5)¼
8.2� 0.9¼ 7.3.
In alkaline solution, we start from structure 5 because 6


can be considered mimic of the T� intermediate. The �I
of—NHþ


2CH2CH2�N(CH3)2 is estimated to be 0.63,
starting from the �I¼ 0.637 of—NH3


þ and substituting
the H with the—CH2CH2N(CH3)2 group whose
�I¼ 0.4� 0.4� 0.17� 0� 0.03, where 0.17 is the �I
of—N(CH3)2.


38 Then, pKN(6)¼ pKN(5)� 9.2� 0.63¼
7.3� 5.8¼ 1.5, �I being � 9.2.37 In acidic solution, when
the nucleophilic attack occurs preferentially with the
secondary group of PEI, structure 7was taken as a model.
The pK*N of the �-lactam nitrogen is obtained by sub-
stituting hydrogen on 6 with—CH2CH2NH3


þ, whose �I is
0.21.37 Then, pKN(7)�pKN(6)¼ � 9.2 (0.21� 0) �1.9
and pKN(7)¼ pKN(6)�1.9¼ 1.5� 1.9¼�0.4.


Figure A1. Structures of species 1–7
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ABSTRACT: A novel solvatochromic probe—2,6-dibromo-4-[(E)-2-(1-butylquinolinium-4-yl)ethenyl] phenolate,
BuQMBr2—has been synthesized and its properties examined. The quinoline-based probe is soluble in more organic
solvents than the parent merocyanine dye, 4-[2-(1-methylpyridinium-4-yl)ethenyl] phenolate, and its pKa is lower by
3.7 units. Its solvatochromic data in binary mixtures of cyclohexane–n-butanol showed that the deviation from ideal
behavior is due to a combination of non-specific and specific solvent–probe interactions. Its thermo-solvatochromism
has been studied in mixtures of water with methanol, ethanol, 1-propanol, 2-propanol and 2-methyl-2-propanol,
respectively. The data obtained were analyzed according to a recently introduced model that explicitly considers the
presence of 1:1 alcohol–water hydrogen-bonded species, ROH–W, in bulk solution, and its exchange equilibria with
water and alcohol in the probe solvation microsphere. The composition of the latter is given in terms of the appropriate
set of solvent fractionation factors. These indicate that the probe is more solvated by alcohol than by water.
Additionally, solvation by ROH–W is favored over solvation by either W or ROH. Solvation by alcohols is more
affected by probe–ROH hydrophobic interactions than by hydrogen bonding of ROH to the probe phenolate oxygen.
Temperature increase results in a gradual desolvation of the probe, due to a decrease in the hydrogen bonding of all
components of the binary solvent mixture. The probe has been employed to calculate the effective concentration of
interfacial water of sodium dodecyl sulfate micelles, which is 38.9 mol l�1. Copyright # 2005 John Wiley & Sons,
Ltd.
Supplementary electronic material for this paper is available in Wiley Interscience at http://www.interscience.
wiley.com/jpages/0894-3230/suppmat/


KEYWORDS: thermo-solvatochromism; aqueous alcohols; solvation mechanisms; anionic micelles


INTRODUCTION


Effects of solvents on reaction rates and equilibria are
rationalized in terms of the physicochemical properties of
the solvent and its interactions with the species of
interest, reactants, activated complexes and products.1–3


Information on the effects of medium polarity is obtained
most conveniently by studying the spectra (absorption or
emission) of certain solvatochromic indicators (hereafter
designated as ‘probes’) in solvents and/or in solvent
mixtures. Zwitterionic probes have been employed ex-
tensively because of their favorable UV–Vis spectral
properties. Examples include 2,6-diphenyl-4-(2,4,6-
triphenylpyridinium-1-yl) phenolate (Reichardt Betaine,
RB), 2,6-dichloro-4-(2,4,6-triphenylpyridinium-1-yl)
phenolate (Wolfbeis betaine, WB), 1-methylquinoli-


nium-8-olate (QB) and 4-[2-(1-methylpyridinium-4-
yl)ethenyl] phenolate (MePM) (see Fig. 1).2b,4


The impetus for studying the solvatochromic behavior
of these probes is that their ground and excited states
differ greatly in polarity, i.e. they serve as models for
reactions where there are relatively large differences in
polarities between the species of interest, e.g. reactants
and activated complexes. Solvatochromic data give in-
formation on solvent–probe interactions. For binary sol-
vent mixtures, they shed light on solvent–solvent
interactions and on the relationship between the compo-
sitions of the probe solvation microsphere and that of the
bulk solvent. Finally, thermo-solvatochromic data, de-
rived from effects of temperature on solvatochromism,
provide information on the susceptibilities of these inter-
actions to changes in temperature.4


Extensive use has been made of an empirical solvent
polarity scale, ET, calculated by Eqn (1):2b


ET ðkcal mol�1Þ ¼ 28591:5=�maxðnmÞ ð1Þ
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This scale converts the electronic transition within the
probe into the corresponding intramolecular transition
energy in kcal mol�1; this allows quantification of the
above-mentioned solvent effects. The solvent polarity
scales of the probes depicted in Fig. 1 are referred to as
ET(30), ET(33), ET(QB) and ET(MePM), respectively.


The use of solvatochromic indicators as models under-
lines the need for studying probes with widely different
structures and hence physicochemical properties. The acid–
base character of the indicator is of prime importance,
because of solute–solvent hydrogen bonding. Use of a
zwitterionic probe whose pKa is relatively high is somewhat
limited by the ease of reversible protonation of its pheno-
late oxygen (zwitterionþH3Oþ. cationþH2O) because
the zwitterion is the solvatochromic form. Examples where
this problem may arise include the study of relatively acidic
solvents,5 buffer solutions that are employed in the acid
region of the pH scale and solutions of organized assem-
blies (aqueous micelles, micro-emulsions, etc.). In the latter
case, the charged micelle interface shifts the indicator
equilibrium so that the zwitterionic form may be observed
only if acid or base is added.6,7 This procedure (addition of
acid or base to the micellar solution) may be problematic
because the added electrolyte may change the properties
(e.g. the morphology) of the micellar aggregate or lead to
the formation of mixed micelles, e.g. alkyltrimethylammo-
nium halide and hydroxide.7 Use of solvatochromic probes
of low pKa is therefore advantageous for the study of both
bulk and micellar solutions.


In addition to its relatively high pKa value of 8.37 in
water,8a MePM is not soluble in several important classes
of organic solvents, including haloalkanes (e.g. chloro-
form and dichloromethane), aromatic solvents (e.g. ben-
zene and toluene) and ethers (e.g. 1,4-dioxane and diethyl
ether), therefore ET(MePM) values for eight solvents
have been calculated by extrapolation of polarity versus
composition plots of binary solvent mixtures.8b Use of
this procedure is debatable, however, because the depen-
dence of ET on solvent composition can be quite com-
plex,4 i.e. extrapolation may be an unreliable procedure.


In order to address the above-mentioned problems,
and because merocyanines of different structures have
applications in several fields,9 we have synthesized the


following probes: 4-[(E)2-(1-n-butylpyridinium-4-
yl)ethenyl] phenolate (BuPM), 2-nitro-4-[(E)2-(1-n-
butylpyridinium-4-yl)ethenyl] phenolate (BuPMNO2)
and 2,6-dibromo-4-[(E)-2-(1-butylquinolinium-4-yl)vi-
nyl] phenolate (BuQMBr2), where M, P and Q refer to
the basic merocyanine structure, pyridine and quinoline
rings, respectively (see Fig. 2). Of these probes,
the last one was found to be the most convenient and
its properties were examined in detail.


For BuQMBr2, the properties investigated included its
pKa, solubility in organic solvents (where MePM is
insoluble) and thermo-solvatochromism in pure solvents
and binary solvent mixtures. Compared with MePM, this
novel probe has a much lower pKa and is soluble in a
wider range of organic solvents. The solvatochromic
response of BuQMBr2 has been measured in water and
in 39 organic solvents at 25 �C; ET(BuQMBr2) correlates
with the ET(30) scale. The solvatochromism of BuQMBr2


in a binary mixture of n-butanol, n-BuOH and cyclohex-
ane (Cyhex) has been studied and the contributions of
dielectric enrichment and specific probe–solvent interac-
tions were calculated. Thermo-solvatochromism has been
studied in mixtures of water with methanol (MeOH),
ethanol (EtOH), 1-propanol (1-PrOH), 2-propanol
(2-PrOH) and 2-methyl-2-propanol (2-Me-2-PrOH).
Non-ideal behavior has been observed for all binary
mixtures due to preferential solvation of the probe by
the appropriate alcohol. Finally, It is shown that the
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Figure 1. Structures of some previously employed solvatochromic probes; their pKa values are 8.32, 4.78, 6.80 and 8.37,
respectively
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Figure 2. Solvatochromic probes BuPM, BuPMNO2 and
BuQMBr2
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microscopic polarity of water in the interfacial region of
sodium dodecyl sulfate (SDS) can be determined by
employing this probe without resorting to the addition
of alkali to generate the zwitterionic form.


EXPERIMENTAL


Materials


All chemicals were purchased from Acros or Merck. The
solvents were purified by the recommended procedures,10


followed by storing over activated 4 Å molecular sieves.
Their purity was established from their densities (using a
DMA 40 resonating-tube densimeter, Anton Paar, Graz,
Austria) and from agreement between their experimental
ET(30) and published data.2b The aromatic aldehydes
employed were purified by recrystallization from aqu-
eous ethanol and dried to give: white needles,
m.p.¼ 115.5–117 �C (4-hydroxybenzaldehyde); and


dark yellow needles, m.p.¼ 140–142 �C (4-hydroxy-3-
nitro-benzaldehyde).11 Sodium dodecyl sulfate was crys-
tallized from methanol and dried before use.


Apparatus


Melting points were determined with IA 6304 apparatus
(Electrothermal, London, UK). Elemental analyses were
carried out on a Perkin-Elmer 2400 CHN-analyzer
(Perkin-Elmer, Wellesley, USA) in the analytical center
of this Institute. The IR and NMR spectra were recorded


on a Bruker Victor-22 FTIR spectrometer (Bruker Optics,
Ettlingen, Germany) and a Varian Innova-300 NMR
spectrometer (Varian, Palo Alto, USA). Analysis of the
1H NMR data was based on simulation of the one-
dimensional spectra and the DQF-COSY experiment.12


A tube rotator (Lab Industries, Berkeley, USA) was
employed for probe dissolution; solubilization in water
required the use of a sonication bath (Inpec Eletronica,
São Paulo, Brazil).


Probes


A commercial sample of RB was employed and MePM
was available from previous studies,4d,e BuPM was
synthesized according to the following equations:8a,c,d


N CH3+
acetonitrile


C4H9I
reflux, 5h


N CH3  I-C4H9
+


Iodide-1


  


ð2Þ


Yield 83%, purple crystals that shrink at 175 �C and melt
at 210 �C, literature m.p.¼ 215 �C;8d IR (KBr, cm�1):
3023, 2957 (�C—H), 1592 (�C����C); 1146 (�C—N), The 1H
NMR results are given in Table 1.


The BuPMNO2 probe was synthesized similar
to BuPM, except that 1-n-butyl-4-methylpyridinium
iodide was condensed with 4-hydroxy-3-nitro-
benzaldehyde instead of 4-hydroxy-benzaldehyde
(Eqn (4)). Yield 85%, orange crystals, m.p. 203–
205 �C; IR (KBr, cm�1): 3049, 2957 (�C—H), 1573
(�C����C); 1531, 1348 (�NO2


); 1177 (�C—N). For 1H
NMR, see Table 1.


OH+


1) piperidine,
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N
O-OHC


2) KOH 0.2 mol l-1


  60 ºC, 1h
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H3C  CH2 CH2 CH2
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The BuQMBr2 probe was synthesized according to the
following equations:


The reaction of bromine with 4-hydroxybenzaldehyde
(Eqn (4)) was carried out as described elsewhere.13 The
reaction product was washed with water, recrystallized
from aqueous ethanol (1:1) and dried under reduced
pressure. Yield 85%, white needles, m.p.¼ 177.5–
179.5 �C; literature m.p. 177–179 �C.13 Calculated for


C7H4O2Br2 (%): C, 30.04; H, 1.44. Analyzed (%): C, 30.30;
H 1.53. IR (KBr, cm�1): 3189 (�O—H), 1679 (�C����O),
1580 (�C—H), 1036 (�C—Br);


1H NMR (DMSO-d6): �
(ppm)¼ 8.08 (s, 2H, H11, H13), 9.79 (s, ArCH——O).


The synthesis of 1-n-butyl-4-methylquinolinium
iodide from 4-methylquinoline and n-butyl iodide


Table 1. The 1H NMR data for probes BuPM, BuPMNO2 and BuQMBr2
a


BuPM BuPMNO2 BuQMBr2


�(ppm) J(Hz) �(ppm) J(Hz) �(ppm) J(Hz)


H1 0.908 (t) J1–2¼ 7.4 0.914 (t) J1–2¼ 7.4 0.926 (t) J1–2¼ 7.4
H2 1.279 (sx) J2–3¼ 7.4 1.282 (sx) J2–3¼ 7.4 1.379 (sx) J2–3¼ 7.4
H3 1.821 (q) J3–4¼ 7.4 1.837 (q) J3–4¼ 7.4 1.845 (q) J3–4¼ 7.4
H4 4.311 (t) — 4.339 (t) — 4.659 (t) —
H5 8.566 (d) J5–6 ¼ 6.7 8.634 (d) J5–6¼ 6.8 8.710 (d) J5–6¼ 6.9
H6 7.857 (d) — 7.918 (d) — 7.935 (d) —
H7 b — b — — —
H8 b — b — — —
H9 7.820 (d) J9–10¼ 15.4 7.893 (d) J9–10¼ 15.7 8.060 (d) J9–10¼ 15.1


H10 6.907 (d) — 6.874 (d) — 7.600 (d) —
H11 7.455 (d) — 8.062 (dd) J11–13¼ 2.4 8.071 (s) —
H12 6.518 (d) — — — — —
H13 b — 7.553 (dd) J13–14¼ 9.3 b —
H14 b — 6.400 (d) — —
H15 — — — — 8.964 (d) J15–16¼ 8.5
H16 — — — — 7.776 (t) —
H17 — — — — c —
H18 — — — — 8.202 (d) J18–17¼ 9.2


a The discrete hydrogen atoms of the compounds synthesized are numbered according to the structures shown in Eqn (3) (BuPM), Eqn (4) (BuPMNO2) and
Eqn (7) (BuQMBr2), respectively. At 300 MHz and 25 �C, all compounds were dissolved in DMSO-d6. The reference used was tetramethylsilane. The
abbreviations used for peak splitting (d, dd, q, s, sx and t) stand for doublet, doublet of doublets, quintet; singlet, sextet and triplet, respectively.
b No chemical shifts are listed for these protons because of their chemical and magnetic equivalence to other protons in the molecule, namely �H5¼ �H7,
�H6¼ �H8, �H11¼H13 and �H12¼ �H14, respectively.
c The chemical shift is not listed because the corresponding peak is ‘buried’ under those of H11 and H13.
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(Eqn (6)) was carried as given elsewhere.8e The solvent
and excess n-butyl iodide were removed and the product
(light amber liquid, free of 4-methylquinoline) was used
without further purification. Condensation of this iodide
with 3,5-dibromo-4-hydroxybenzaldehyde in the pre-
sence of piperidine (Eqn (7)), followed by treatment
with KOH8c and recrystallization from ethanol–acetone
(1:1), gave BuQMBr2 as green–violet crystals, yield 80%,
m.p.¼ 235–237 �C. Calculated for C21H19Br2NO (%): C,
54.29; H, 4.15; N, 3.04. Analyzed (%): C, 54.29; H, 4.22;
N, 3.01. IR (KBr, cm�1): 3069, 2958 (�C—H); 1594
(�C


——C); 1201 (�C—N), 1041 (�C—Br). For 1H NMR, see
Table 1.


Sample preparation and spectrometric
determination of ET


Binary mixtures (16 per set) were prepared by weight at
25 �C. Probe solution in acetone was pipetted into 1-ml
volumetric tubes, followed by solvent evaporation under
reduced pressure over P4O10. Pure solvents and/or binary
solvent mixtures were added, and the probe (final con-
centration 2–5� 10�4 mol l�1, was dissolved. The UV–
Vis spectra of probe solutions showed no changes in �max


and/or spectrum shape as a function of probe concentra-
tion in the range 10�4–10�3 mol l�1. This was taken to
indicate that no intermolecular probe interactions occur
under our experimental conditions. A Beckman DU-70
UV–Vis spectrophotometer was used. The temperature
inside the thermostatted cell-holder was controlled to
within� 0.05 �C with a digital thermometer (model
4000A, Yellow Springs Instrument, Ohio, USA). Each
spectrum was recorded twice at a rate of 120 nm min�1;
the values of �max were determined from the first deri-
vative of the absorption spectra. The uncertainties in
ET(BuPM), ET(BuPMNO2) and ET(BuQMBr2) are
0.1 kcal mol�1. The temperature range investigated was
dictated either by the b.p. of the solvent (MeOH, 64.5 �C)
or its m.p. (2-Me-2-PrOH, 25.5 �C). Stable absorbance
readings were observed for probe solutions in the latter
alcohol at 25 �C, probably because its m.p. is depressed
by the solute and by the low atmospheric pressure in the
city of São Paulo.


Spectrometric determination of log P, the
partition coefficient of the probe between
water and n-octanol


The definition of this coefficient is: log P¼ [probe]n-octanol/
[probe]water.


14 The aqueous phase was a phosphate buffer
solution (0.05 mol l�1, pH 7.50). Equal volumes of this
buffer and n-octanol were agitated for 1 h (tube rotator) and
the phases were separated. A probe solution
(5� 10�4 mol l�1) in buffer-saturated n-octanol was pre-
pared and its absorbance (Ainitial) was measured. A 0.7 ml


aliquot of this solution was agitated with 4 ml of n-octanol-
saturated buffer at room temperature for 2 h. After phase
separation at 25 �C, the absorbance (Aequilibrium) of the
n-octanol phase was measured and the partition coefficient
was calculated from: log P¼ log (Aequilibrium� 4/
(Ainitial�Aequilibrium)� 0.7); log PBuQMBr2


was found to
be 2.51� 0.05.


Spectrometric determination of pKa of BuQMBr2


The pKa was calculated from the Henderson–Hasselbach
equation. Solutions of the probe (final con-
centration¼ 5� 10�4 mol l�1) were prepared in a potas-
sium hydrogen phthalate buffer (0.05 mol l�1) and the
concentrations of the zwitterionic form were measured at
490 nm at 25 �C. The pKa of BuQMBr2 at this ionic
strength was found to be 4.89� 0.02.


Determination of the polarity of interfacial
water of SDS micelles


The probe solution in acetone (0.1 ml, 5� 10�3 mol l�1)
was pipetted into 1-ml volumetric tubes, followed by
solvent evaporation under reduced pressure. The volumes
then were made up to the mark with aqueous SDS
solutions. Values of �max were found to be practically
constant at 542.5� 0.5 nm as a function of [SDS] in the
concentration range of 0.016–0.204 mol l�1. The zwitter-
ionic form of BuQMBr2 was present in SDS solutions
without the addition of base, whereas the corresponding
form of MePM appeared at a (bulk) solution pH of 12.8.
The polarity of interfacial water was found to be
52.7 kcal mol�1.


RESULTS AND DISCUSSION


Comment on the structure of the probe


The BuPM probe was synthesized to evaluate the effect
of increasing the hydrophobic character of the merocya-
nine structure on its solubility in organic solvents. Indeed,
this probe was found to be soluble in THF, 1,4-dioxane
and chloroform, i.e. in solvents where MePM is not
soluble. In order to decrease the probe pKa, a strong
electron-attracting group (NO2) was introduced into
the phenolate moiety. The expected pKa of BuPMNO2


is 5.6, based on the pKa of MePM (8.37) and those of
4-hydroxybenzaldehyde (7.66) and 3-nitro-4-hydroxy-
benzaldehyde (4.9). The new probe was found to be
soluble in the same solvents as BuPM, although its
solvatochromism was much less, as shown by values of
�max, pyridine��max, ethanol¼ 31 and 93 nm for BuPMNO2


and BuPM, respectively. This decreased solvatochro-
mism is due to the competition of the nitro group and
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the positively charged heterocyclic ring for the electron
pair of the phenolate oxygen, as discussed elsewhere15


(Fig. 3).
The probe pKa also may be decreased by the introduc-


tion of halogen atoms, where the contribution of the
above-mentioned competition is expected to be less
important. Our calculations have indicated that the in-
troduction of one or two bromine atoms in 4-hydroxy-
benzaldehyde should reduce the pKa of MePM to ca. 6.9
and 4.9, respectively. We decided to use 3,5-dibromo-4-
hydroxybenzaldehyde because the pKa of the resulting
probe should be comparable to that of WB (4.78). Log P
is a measure of the hydrophobic character of compounds
and the values are 1.22 and 2.61 for (the precursor) 4-
methylpyridine and 4-methylquinoline, respectively. Be-
cause the contribution of the rest of the molecule
(namely, the hydroxybenzaldehyde moiety) to log P is
constant, a quinoline-based merocyanine probe is ex-
pected to be ca. 25 times (10(1.39)) more hydrophobic,
i.e. more soluble in organic solvents than its pyridine-
based counterpart. Therefore, we decided to synthesize
BuQMBr2 and test its solubility and solvatochromism in
organic solvents. The results obtained agreed with our
calculations; pKa and log P for this probe were found to
be 4.89 and 2.51, respectively. Additionally, the probe
was found to be soluble in (at least) eight important
organic solvents where MePM is not soluble, namely,
benzene, toluene, xylenes, chloroform, chlorobenzene,
ethyl acetate, 1,4-dioxane and THF.


Solvatochromism in pure solvents


Table 2 shows the ET(BuQMBr2) measured; its correla-
tion with the ET(30) scale is described by Eqn (8):


ETðBuQMBr2Þ ¼ 55:473 � 0:9497 ðETð30ÞÞ
þ 0:01562 ðETð30ÞÞ2


rmult ¼ 0:9619; SD ¼ 0:6982


ð8Þ


where rmult and SD refer to the multiple-regression
coefficient and the standard deviation of the data, respec-
tively. This correlation is not linear (see Fig. 4), unlike
those between other polarity scales, e.g. ET(WB) and


ET(QB) and ET(30).4a,b The reason is that the dipolarity
of the ground state of ET(BuQMBr2) is most certainly
solvent-dependent, i.e. the probe is moderately dipolar in
relatively non-polar solvents and highly dipolar in polar
media, as argued elsewhere for the parent MePM.9a,c The
preceding conclusion is corroborated by the fact that the
correlation is reasonably linear if the data of four solvents
(water, methanol, ethanol and ethylene glycol) were
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Figure 3. Resonance structures of BuPMNO2


Table 2. Solvent polarity (ET in kcalmol�1)a based on the
solvatochromic probe BuQMBr2: ET(BuQMBr2)


b


Number Solvent ET(BuQMBr2)


1 Water 58.25
Normal-chain alcohols
2 Methanol 50.67
3 Ethanol 48.01
4 1-Propanol 47.08
5 1-Butanol 46.53
6 1-Hexanol 45.76
7 1-Octanol 45.11
Branched-chain alcohols, other alcohols, 2-alkoxyethanols
8 2-Propanol 46.04
9 2-Butanol 45.22


10 2-Methyl-2-propanol 43.52
11 3-Methyl-1-butanol 45.97
12 Ethylene glycol 52.58
13 Benzyl alcohol 47.12
14 Cyclohexanol 45.20
15 2-Methoxyethanol 48.28
16 2-Ethoxyethanol 46.84
17 2-Propoxyethanol 46.26
18 2-Butoxyethanol 45.87
19 2-(2-Methoxy-ethoxy)ethanol 46.75
Chlorinated and aromatic solvents
20 Chloroform 41.63
21 Dichloromethane 42.68
22 1,2-Dichloroethane 42.71
23 Chlorobenzene 41.20
24 Benzene 40.85
25 Toluene 40.86
26 Xylenes 40.93
Polar aprotic solvents
27 Acetone 44.07
28 Acetonitrile 46.00
29 N,N-Dimethylacetamide 44.54
30 N,N-Dimethylformamide 45.03
31 1,3-Dimethyl-2-imidazolidinone 44.41
32 DMSO 45.61
33 1,4-Dioxane 41.38
34 Ethyl acetate 42.22
35 Diethyl Ether 41.22
36 Ethylene glycol dimethylether 42.5
37 Methyl carbonate 42.11
38 Nitromethane 46.00
39 Pyridine 43.04
40 THF 42.07


a Values of ET(30) determined in this work for 2-propoxyethanol, 2-(2-
methoxy-ethoxy)ethanol and 1,3-dimethyl-2-imidazolidinone are 50.64,
50.59 and 42.80 kcal mol�1, respectively.
b MePM is not soluble in apolar solvents such as benzene, toluene, xylenes,
chloroform, chlorobenzene, dioxane, THF, ethyl acetate and diethyl ether.
All values were determined at 25 �C and the uncertainty in ET(BuQMBr2) is
0.1 kcal mol�1.
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eliminated (ET(BuQMBr2)¼ 27. 746� 0.377 (ET(30)),
correlation coefficient¼ 0.9674). These are the most
polar solvents among those tested; their relative permit-
tivities are high and they form strong hydrogen bonds to
the probe phenolate oxygen. These solvent properties
stabilize the probe zwitterionic form, i.e. increase its
contribution to the corresponding resonance hybrid (see
the first two structures of Fig. 3). This leads to the
observed positive deviation in the ET(BuQMBr2) versus
ET(30), because �max quinonoid structure>�max zwitter-
ionic structure (Fig. 4).9c Additional evidence may be
deduced from our calculations of the dipole moment of
BuQMBr2 solvated in Cyhex–BuOH mixtures, whose
value increases as a function of increasing [BuOH]
(Amsol program package, version 3, University of Min-
nesota, USA; see Eqn 17 in the Calculations section).


The Taft–Kamlet–Abboud equation is widely em-
ployed to quantify probe–solvent interactions. For a
single solute in a series of solvents, this equation takes
the form:16


SDP ¼ Constant þ sð��solv þ d�Þ
þ a �solv þ b �solv þ h �2


H


� � ð9Þ


where the solvent-dependent property (SDP), such as a
solvatochromic shift, is modeled as a linear combination
of a dipolarity/polarizability term s (��


solv þ d�), two
hydrogen bonding terms, in which the solvent is the
hydrogen-bond donor (a �solv), or the hydrogen-bond
acceptor (b �solv), and a cavity term h (�2


H). The latter is
not considered when the Frank–Condon principle is
obeyed. The parameters ��solv, �solv and �solv are known
as solvatochromic parameters; we use the subscript (solv)
so that they are not confused with other known quantities,
e.g. � and � of the Brønsted equation.


Equation (9) has been applied to the data of BuQMBr2,
taking into account the conditions required to obtain
meaningful statistical correlations.4a,b,16 Table 3 shows
the regression coefficients calculated from data at 25 �C;
the corresponding data for MePM, RB and WB are those
published elsewhere.2,4a,b


The number of solvents employed in Eqn (9) is smaller
than that used in Eqn (8) because of the unavailability of
solvatochromic parameters for some solvents, namely
ethylene glycol dimethylether, methyl carbonate and
1,3-dimethyl-2-imidazolidinone. The regression coeffi-
cients indicate that all probes are much more sensitive
to the dipolarity/polarizability and acidity of the solvent
than to its basicity, most certainly because the probes do
not carry groups that can act as a hydrogen-bond donor,
e.g. OH. As expected, the susceptibility of BuQMBr2 to
hydrogen bonding with the solvent (through its phenolate
oxygen) is much lower than that of the structurally
similar but more basic MePM. Values of the regression
coefficient (a) for BuQMBr2 and WB merit comment
because their pKa values are similar (4.89 and 4.78,
respectively). We have discussed previously the reasons
for the enhanced susceptibility of WB as a hydrogen-
bond acceptor, e.g. relative to RB, whose pKa is 8.65.4b


Briefly, this results from two structural features:


(i) Steric. The two ortho-chlorine atoms of WB lie in
the plane of the phenol ring, whereas the two ortho-
phenyl rings of RB are twisted in opposite directions
with respect to the plane of the phenol ring. There-
fore, the free solid angle around the oxygen atom of
the phenolate ion of RB (a measure of its accessi-
bility to hydrogen bonding) should be smaller than
the corresponding one for WB.17
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Figure 4. Correlation between the ET(BuQMBr2) and ET(30)
polarity scales, data at 25 �C


Table 3. Results of the application of Eqn (9): ET (probe)¼Constantþ s (�*solvþd�)þ a�solvþb�solv


Number
Probe Constant s(�*solv) d a b rmult F4,95 of solvents


BuQMBr2
a 38.10 (� 0.99) 9.13 (� 0.99) �2.69 (� 0.76) 7.78 (� 0.60) �2.59 (� 1.06) 0.9145 86 37


MePMa 40.37 (� 1.08) 11.45 (� 1.01) �3.84 (� 0.86) 11.78 (� 0.54) �2.46 (� 0.93) 0.9605 133 28
RBb 30.9 (� 1.32) 14.35 (� 1.32) �4.40 (� 1.01) 15.39 (� 0.79) �0.72 (� 1.40) 0.9617 200 37
WBb 38.6 (� 1.8) 14.7 (� 2) �4.0 (� 1.2) 15.30 (� 0.97) 0.2 (� 1.6) 0.9490 94 28


a Present work: solvent polarities measured at 25 �C.
b Values calculated from published data at 25 �C.2,4a,b
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(ii) Electronic. The C—Cl bond of chlorophenols is
polarized appreciably so that the chlorine atom forms
hydrogen bonds with suitable donors, e.g. the sol-
vent.18 The effects of the above-mentioned structural
features are expected to be operative for BuQMBr2.
Their contribution is probably less than in the case of
WB because the presence of a ‘spacer’ (the double
bond) between the heterocycle and the phenoxide
ring of merocyanines is expected to decrease its
susceptibility to solvent properties. This conclusion
is corroborated by the fact that sð��solventÞ and a for the
two merocyanine dyes are smaller than their counter-
parts of RB and WB, respectively (Table 3). Addi-
tionally, the bromine atoms are less electronegative
and more voluminous than the chlorine atoms (Paul-
ing electronegativity scale: atomic radii are 3.0 and
3.2 and 1.96 and 1.81 Å, respectively). Both factors
should result in a decreased susceptibility of
BuQMBr2 as a hydrogen-bond acceptor relative to
WB.


Solvatochromism in binary solvent mixtures


If probe solvation in binary solvent mixtures was ideal,
ET(probe) should be a linear function of the mole
fraction (�) of the more polar component. It is possible
to test this hypothesis by examining solvatochromism
in certain binary mixtures, e.g. cyclohexane–THF and
cyclohexane–1-butanol (Cyhex–BuOH). The reason is
that these are ideal mixtures; their relative permittiv-
ities are linear functions in �THF and �BuOH, respec-
tively.19 This expectation is in variance with the upper
curve of Fig. 5, where the relationship between the


reduced polarity Er
T ¼ [ET(binary mixture)�ET (Cy-


hex)/ET (BuOH)�ET (Cyhex)] and �BuOH is clearly
non-linear.


The observed deviation from linearity results in part
from ‘preferential solvation’ of the probe by a component
of the binary mixture. In principle, this phenomenon
includes contributions from: ‘Dielectric enrichment’,
which denotes enrichment of the solvation shell of the
probe in the solvent of higher relative permittivity
(BuOH) due to probe-dipole–solvent-dipole interactions;
and specific probe–solvent interactions, e.g. hydrogen
bonding.19 Non-linear behavior also results from solvent
microheterogeneity, i.e. when one component of the
binary mixture prefers a molecule of the same
type.2,4,19,20 The contribution of non-specific (dielectric
enrichment) and specific interactions (hydrogen bonding)
has been calculated and the results are shown in Fig. 5
(details of these and all subsequent calculations are given
in the Calculations section). Note that: the energy differ-
ence between the diagonal line (ideal behavior, no pre-
ferential solvation) and the curve defined by the symbol
~ represents total preferential solvation of the probe by
the binary solvent mixture; the energy difference between
the diagonal line and the curve defined by the symbol
* represents the contribution to preferential solvation by
dielectric enrichment; and the energy difference between
the curves defined by the symbols * and ~ represents
the contribution to preferential solvation by specific
solute–solvent interactions, e.g. hydrogen bonding. It is
clear from Fig. 5 that both solvation mechanisms con-
tribute to the deviation of Er


T from ideality. The results of
these calculations show that the contribution of hydrogen
bonding is more important at lower �BuOH, i.e. where the
auto-association of the alcohol is not extensive. Com-
pared with the results of RB in the same binary mixture,
the contribution of hydrogen bonding to the preferential
solvation of BuQMBr2 is less, in agreement with the
difference between the basicities of both probes.


Thermo-solvatochromism in binary
solvent mixtures


Thermo-solvatochromism of BuQMBr2 has been studied
in mixtures of water with five alcohols: MeOH, EtOH, 1-
PrOH, 2-PrOH and 2-Me-2-PrOH, respectively. In all
cases, the compositions investigated covered the whole
range, from pure water to pure solvent; the temperature
range, where possible, was 10–60 �C. Considering our
results, the following factors are relevant.


As discussed above, the dependence of ET on solvent
composition, e.g. on the mole fraction of water (�W), is
not linear because of specific and non-specific probe–
solvent interactions and the microheterogeneity of the
binary mixture. The first two mechanisms are probe-
induced whereas solvent microheterogeneity is not.22
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Figure 5. Dependence of ET
r (BuQMBr2) on �BuOH. The


diagonal line represents the expected behavior if solvato-
chromism were ideal, i.e. if there were no preferential
solvation of the probe: (~) experimental results; (*) calcu-
lated contribution to ET


r of dielectric enrichment (see Eqn
(16) of the Calculations section)
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Our solvatochromic data have been treated according
to the following recently introduced model:4c


ROH þ W Ð ROH--W ð10Þ


ProbeðROHÞm þ m ðROH--WÞ
Ð ProbeðROH--WÞm þ m S


ð11Þ


ProbeðWÞm þ m ðROH--WÞ
Ð ProbeðROH--WÞm þ m W


ð12Þ


where m represents the number of solvent molecules
whose exchange in the probe solvation microsphere
affects ET; usually m4 2. The relevant point about
this model is that it explicitly considers the formation
of the complex solvent species ROH–W, whose forma-
tion constant is Kassoc. Consequently, the mole fractions
employed in all calculations are ‘effective’ and not
analytical. The equilibrium constants of Eqns (10)–(12)
are termed solvent ‘fractionation factors’, defined as:


’W=ROH ¼
�Probe


W


�
�Probe


ROH


�Bk;Effective
W


�
�Bk;Effective


ROH


� �m ð13Þ


’ROH--W=ROH ¼
�Probe


ROH--W


�
�Probe


ROH


�Bk;Effective
ROH--W


�
�Bk;Effective


ROH


� �m ð14Þ


’ROH--W=W ¼
�Probe


ROH--W


�
�Probe


W


�Bk;Effective
ROH--W


�
�Bk;Effective


W


� �m ð15Þ


where Bk refers to bulk solvent. In Eqn (13) ’W/ROH


describes the composition of the probe solvation micro-
sphere relative to that of bulk solvent. For ’W/ROH> 1,
the solvation microsphere is richer in W than bulk
solvent; the converse is true for ’W/ROH< 1, i.e. the
probe is solvated preferentially by ROH. Finally, a
solvent fractionation factor of unity indicates an ideal
behavior, i.e. the solvation microsphere and bulk solvent
have the same composition. The same line of reasoning
applies to ’ROH–W/ROH and ’ROH–W/W, depicted in
Eqns (14) and (15).


Rather than reporting extensive lists of ET(BuQMBr2)
and solvent compositions, we have calculated the (poly-
nomial) dependence of polarity on �Analytical


W and present
the regression coefficients in Table ESI 1 (see Supple-


mentary material). The degree of polynomial employed is
that which gave the best data fit, as indicated by the
multiple correlation coefficients (rmult) and sums of the
squares of the residuals (�Q2). The quality of our data
is evidenced by these statistical criteria and by the
excellent agreement between calculated and experimen-
tal ET(BuQMBr2)ROH, and ET(BuQMBr2)W at all tem-
peratures (see Table 4). Preferential solvation by the
organic component of the binary solvent mixture leads
to ET(BuQMBr2) values that lie below the line that
connects the polarities of the two pure components, as
shown in Figs 6 and 7.


As discussed above, all probes employed act as hydro-
gen-bond acceptors through their phenolate oxygens.21


There are also hydrophobic interactions between the
probe and the alkyl chain of the alcohol (either as pure
species or as ROH–W), therefore preferential solvation is
expected to depend on the pKa and hydrophilic/hydro-
phobic character of both the probe and the alcohol. The
importance of BuQMBr2–ROH hydrophobic interactions
can be deduced from the fact that ’W/ROH(MeOH)>
’W/ROH(EtOH)>’W/ROH (1-PrOH) at each temperature
(Table 4), i.e. more hydrophobic, linear alcohols solvate
BuQMBr2 more efficiently, although they are weaker
acids. Apparently, the decrease in hydrogen bonding to
the probe is more than compensated for by probe–ROH
hydrophobic interactions. This conclusion appears to be
a general one, as shown in the third column of Table 5
(’W/ROH), for MePM, BuQMBr2 and WB, respectively.


All ’ROH–W/ROH and ’ROH–W/W values are >1, indicat-
ing that BuQMBr2 is preferentially solvated by ROH–W.
Additionally, all ’ROH–W/W values are larger than the
corresponding ’ROH–W/ROH values, indicating that ROH–
W displaces water more efficiently than alcohol (from the
solvation microsphere of the probe). Because all alcohols
employed are more basic than water, the structure of the
complex species may be depicted as: Hw—O—
H . . .O(R)HROH, i.e. water is the hydrogen bond donor
to alcohol so that the two hydrogen atoms marked in italic
are the sites for hydrogen bonding with the probe phe-
nolate oxygen. As argued elsewhere, this hydrogen
bonding partially deactivates Hw towards further hydro-
gen bonding and this deactivation is greater with a
more basic alcohol.23,24 Therefore, the order observed
(’ROH–W/W>’ROH–W/ROH) may be due to a combination
of partial deactivation of hydrogen bonding by Hw and the
presence of an additional solvation mechanism that is not
operative for water. Note that hydrogen bonding and
hydrophobic interactions contribute to solvation by
ROH and/or ROH–W, whereas hydrogen bonding is the
main contributing mechanism to solvation by water.
Again, these conclusions apply to all three probes shown
in Table 5.


At comparable temperatures, the data of branched
alcohols show that W displaces 2-Me-2-PrOH more
efficiently than 2-PrOH, and that 2-PrOH–W displaces
both water and the precursor alcohol more efficiently than
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its 2-Me–2-PrOH–W counterpart. The subtle interplay
between hydrogen bonding, hydrophobic interactions and
steric factors determines the efficiency of solvation by
ROH as well as by ROH–W. Compared with 2-PrOH, the
solvent 2-Me–2-PrOH is less acidic, more hydrophobic
and its OH group is less accessible to hydrogen bonding
(see the discussion above about the adverse effect of
steric crowding on hydrogen bonding). The Hw of 2-
Me–2-PrOH–W should be more deactivated towards
hydrogen-bond formation than the Hw of 2-PrOH–W.
This combination of effects explains the efficiency of
displacement of 2-Me–2-PrOH (a weaker and sterically-
crowded acid) by water. On the other hand, the less basic
and less crowded 2-PrOH–W displaces W and 2-PrOH
more efficiently.


With regard to thermo-solvatochromism, Table 4
reveals the following changes as a function of increas-
ing temperature: a decrease in m, ET(BuQMBr2)W,


ET(BuQMBr2)ROH, ’ROH–W/ROH and ’ROH–W/W; and an
increase in ’W/ROH. The decrease in polarities of pure
solvents can be attributed to a decrease of solvent
stabilization of the probe ground state as a result of the
concomitant decrease of solvent structure and hydrogen
bonding ability.2,24,26 Preferential ‘clustering’ of water
and alcohol as a function of increasing temperature
means that the strength of ROH–W interactions also
decreases in the same direction,20,27,28 with a concomi-
tant decrease in the ability of the mixed solvent to
displace both W and ROH. This leads to a decrease of
both ’ROH–W/ROH and ’ROH–W/W as a function of increas-
ing temperature. Because W is more structured than
ROH, its hydrogen bonding to the probe ground state is
less susceptible to temperature increase than ROH. This
leads to a measurable ‘depletion’ of ROH in the probe
solvation microsphere, so that ’W/ROH increases as a
function of increasing temperature.4c–e


Table 4. Analysis of thermo-solvatochromic responses in binary water/alcohol mixtures


ROH T ( �C) m ’W/ROH ’ROH–W/ROH ’ROH–W/W ET(probe)ROH
a ET(probe)W


a SDb �Qb


MeOH 10 1.467 0.364 3.434 9.434 51.393 58.681 0.064 �6.5� 10�8


[�0.006] [0.040]
25 1.063 0.392 1.808 4.612 50.731 58.247 0.079 3.3� 10�5


[0.030] [0.005]
40 1.021 0.434 1.552 3.576 50.424 57.785 0.065 5.4� 10�6


[�0.012] [�0.002]


EtOH 10 1.512 0.204 10.122 49.618 48.553 58.704 0.119 1.7� 10�4


[0.017] [0.017]
25 1.368 0.224 7.108 31.732 48.146 58.203 0.093 1.5� 10�5


[0.014] [0.049]
40 1.258 0.235 5.802 24.689 47.737 57.786 0.069 �2� 10�6


[�0.090] [�0.003]
60 1.140 0.247 3.965 16.053 47.200 57.156 0.120 1.7� 10�4


[�0.034] [0.003]


1-PrOH 10 1.717 0.198 84.503 426.783 47.562 58.722 0.207 2.1� 10�5


[�0.098] [�0.001]
25 1.411 0.207 69.617 336.314 47.171 58.285 0.188 1.4� 10�4


[�0.069] [�0.033]
40 1.322 0.216 40.003 185.199 46.698 57.783 0.185 2.6� 10�4


[�0.092] [�0.016]
60 1.237 0.237 36.711 154.899 46.221 57.169 0.137 �9.5� 10�5


[�0.012] [�0.010]


2-PrOH 10 1.582 0.329 116.760 354.894 46.569 58.658 0.134 �1.2� 10�4


[�0.017] [0.063]
25 1.413 0.336 67.585 201.145 46.006 58.259 0.095 2.1� 10�5


[�0.116] [�0.007]
40 1.287 0.362 41.666 115.099 45.684 57.803 0.162 1.6� 10�6


[0.034] [�0.020]
60 1.226 0.374 32.616 87.209 45.189 57.183 0.155 �1.9� 10�4


[0.014] [�0.024]
2-Me-2-PrOH 25 1.482 0.396 32.136 81.152 43.7676 58.316 0.137 1.2� 10�6


[�0.098] [�0.064]
40 1.062 0.418 31.427 75.733 42.997 57.871 0.230 �5.8� 10�6


[�0.057] [�0.088]
60 1.035 0.420 29.288 69.733 42.543 57.217 0.176 �2.2� 105


[0.031] [�0.028]


a Calculated by regression of ET of the binary mixture versus composition, in kcal mol� 1. The values inside the square brackets are �ET(probe)Solvent (ROH
and/or W)¼Experimental �ET(probe)Solvent� calculated �ET(probe)Solvent.
b SD¼ standard deviation; �Q¼ sum of the squares of the residuals.
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Recently, it has been argued that the magnitude of
preferential solvation in aqueous alcohols (MeOH to 2-
Me-2-PrOH) may be overestimated. For example, use of
the volume fraction (VF) instead of � may lead to less
deviation (from linearity) in the ET(30) versus solvent
composition plots.29a Additionally, product selectivity (S)
for the solvolysis of 4-methoxybenzoyl chloride in aqu-
eous alcohols S¼ ([ester product]/[acid product])�
([water]/[alcohol solvent]) varies only slightly as a func-
tion of solvent composition, i.e. preferential solvation by


the alcohol is not clearly manifested.29b Recently we have
discussed the advantages of using the mole fraction scale
over VF. Additionally, ET(30) was plotted versus �W and/
or VFW for aqueous 1-propanol and 2-Me–2-PrOH. Use
of the former composition scale indicated preferential
solvation of RB by ROH over the entire �W range. Use
of VFW showed, however, that the probe is solvated
preferentially by water up to VFW¼ 0.5, followed by
preferential solvation by ROH.4e No simple rationale
can be advanced for the change of the solvent that is


Figure 6. Solvent polarity/temperature/solvent composition contours for BuQMBr2 in MeOH–W, EtOH–W and 1-PrOH–W,
respectively


Figure 7. Solvent polarity/temperature/solvent composition contours for BuQMBr2 in 2-PrOH–W and 2-Me-2-PrOH–W,
respectively


1082 C. T. MARTINS, M. S. LIMA AND O. A. EL SEOUD


Copyright # 2005 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2005; 18: 1072–1085







preferentially solvating the probe (from water to alcohol),
especially in view of the negligible solubility of RB in
water (2� 10�6 mol�1).2b Analysis of the attenuated
dependence of S on medium composition for the above-
mentioned solvolytic reaction is, however, not straight-
forward. The reason is that the solvation microsphere of
the reaction contains three solvent species, namely W,
ROH and ROH–W; the latter is always present in excess
(see Tables 4 and 5). Its presence may induce a ‘leveling
effect’ on product distribution, leading to attenuated
dependence of S on solvent composition.


Finally, the probe equilibrium (zwitterionþ
H3OþcationþH2O) is expected to be shifted to the
right-hand side by the electrostatic effect (the interface
of the SDS micelle is anionic) and to the left-hand side by
the ‘medium’ effect (the polarity of the interfacial region
is less than that of bulk water). 6 Thus, addition of base is
required to produce the zwitterionic form of MePM in
the presence of SDS micelles. This procedure is not
required for BuQMBr2 because of its much lower
pKa. The concentration of water at the (average)
solubilization site of the latter probe, [Winterfacial]¼
38.9 mol l�1 is similar to that determined by other probes
for the same micellar solution, e.g. RB (39.4 mol l�1)
and 4-[2-(1-hexadecylpyridinium-4-yl)ethenyl] pheno-
late (34.3 mol l�1).6b


CONCLUSIONS


Compared with MePM, the novel merocyanine probe
BuQMBr2 is more convenient because of its lower pKa


and ready solubility in organic solvents. Its solvation is
susceptible to the same solvent properties that affect
solvatochromism of other zwitterionic probes, namely
dipolarity/polarizability and acidity. Temperature effects


on solvent fractionation factors are rationalized in terms
of the structures of W and ROH and their mutual inter-
actions. Temperature increase results in gradual de-solva-
tion in all binary mixtures. The probe may be employed
to determine the polarity of interfacial water of organized
assemblies.


CALCULATIONS


Contributions of non-specific and specific
solute–solvent interactions to solvatochromism


The electronic transition energy associated with dielec-
tric enrichment at the coordinates (r, �) of the solvent
shell is given by:19


Eenrich ¼ ��Cyhex�BuOH�EBuOH�Cyhex


8


�
Z 1


�1


d	


Z 1


�1


du
GðuÞ 1 � exp �GðuÞZ	2½ �


� �
�BuOH þ �Cyhexexp �GðuÞZ	2½ �


ð16Þ


where: �Cyhex and �BuOH are the mole fractions of the two
components �EBuOH–Cyhex is the difference between the
ET values of the two pure solvents; 	¼ (a/r)3, where a is
the radius of the cavity that should be created in the
solvent to accommodate the probe molecule; r is a
distance from the center of the probe dipole (r5 a);
G(u)¼ 3(u)2þ 1, where u¼ cos � and Z is the ‘index of
preferential solvation’, given by:


Z ¼
3
2


gM�f


8�RT�a6
ð17Þ


Table 5. Calculated ’W/ROH–W/ROH and ’ROH–W/W for all aqueous mixtures studied at 25 �C for probes MePM,a BuQMBr2 and
WBa


ROH Probe m ’W/ROH ’ROH–W/ROH ’ROH–W/W


MeOH MePM 1.092 0.375 4.416 3.776
BuQMBr2 1.063 0.392 1.808 4.612


WB 1.106 0.601 2.212 3.681


EtOH MePM 1.507 0.351 13.252 37.755
BuQMBr2 1.368 0.224 7.108 31.732


WB 1.279 0.554 111.482 20.726


1-1;PrOH MePM 1.310 0.274 23.279 84.960
BuQMBr2 1.411 0.207 69.617 336.314


WB 1.700 0.265 149.208 563.049


2-PrOH MePM 1.207 2.918 105.188 36.048
BuQMBr2 1.413 0.336 67.585 201.145


WB 1.573 0.551 192.625 349.592


2-Me-2-PrOH BuQMBr2 1.482 0.418 31.427 75.733
MePM 1.195 0.554 18.283 33.002


WB 1.348 0.484 111.267 229.890


a Data for MePM and WB were taken from the literature.4
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where 
g is the dipole moment of the ground state of the
probe, calculated at each �BuOH (the Amsol program
package); � and M refer to the mean density and the mean
molecular weight of the two solvents; �f is given by
�f¼ f(D)BuOH� f(D)Cyhex; where f(D) is the Onsager
dielectric function,30 and R and T have their usual
meanings.


In performing the calculations, the cavity radius (a)
was taken as approximately equal to the radius of the
probe molecule (4.84� 10�10 m); this was calculated as
given elsewhere.31 Equation (16) was solved numerically
by varying: u from 1 to �1 in intervals of 0.02; the ratio
a/r from 0 (infinity distance from the probe dipole) to 1
(the surface of the probe) using 100 intervals; and �BuOH


from 0.4 to 1.0 using 0.1 intervals.


Determination of Kassoc �Species
Effective


and solvent fractionation factors


For the alcohols studied, Kassoc and �Species
Effective were


available from previous studies and the fractionation
factors were calculated as detailed elsewhere.4c–e Briefly,
knowledge of Kassoc (from the dependence of the density
of the binary mixture on solution composition) allows
calculation of the effective mole fractions of all species
present. The probe solvation microsphere is composed of
W, ROH and ROH–W. Observed ET (ET


obs) is the sum of
the polarity of each component ET


W, ET
ROH and ET


ROH–W,
respectively, multiplied, by the corresponding mole
fraction in the probe solvation microsphere (�W


Probe,
�ROH


Probe and �ROH–W
Probe, respectively):


Eobs
T ¼ �Probe


W EW
T þ �Probe


ROH EROH
T þ �Probe


ROH�WEROH�W
T


ð18Þ


Equations (18) and (19) then can be solved to get
ET


ROH–W and the appropriate solvent fractionation factors,
respectively.


Calculation of the polarity of interfacial
water of SDS micelles


Aqueous 1-propanol was employed as a model for the
interfacial water of SDS. The value of [Winterfacial]
¼ 38.9 mol l�1 was calculated by interpolation of the
polarity of interfacial water, 52.7 kcal mol�1, from a plot
of ET(BuQMBr2) versus [water] (in bulk aqueous 1-


propanol) at 25 �C. The data in Ref. 6b were given as
relative permittivities of interfacial water ("interfacial)
calculated by comparing �max of the probes in the
micellar pseudo-phase with those in bulk water–dioxane
mixtures (employed as a reference solvent for interfacial
water). We have calculated [Winterfacial] from the known
dependence of " on the composition of water–dioxane
mixtures.32
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ABSTRACT: Neutral quinolyl-and pyridyl-substituted hetarylazoles and their protonated (ethylated) cations with
anomalously high Stokes shifts were investigated. Fluorescence measurements at different temperatures and pressures
confirmed the viscosity-dependent activation relaxation of the latter. Fluorescence kinetic analyses at various
temperatures showed that in the range 293–77 K, the �kkf values of cations increase 2–8-fold whereas those of neutral
molecules change only 0.3–1.5-fold. The low-temperature time-resolved emission spectra of 1a, 1Hþ and 5a were
found to be consistent with the model: A!A*$B*, where A* is the local excited planar and B* is the relaxed
twisted state of the molecule. Copyright # 2004 John Wiley & Sons, Ltd.


KEYWORDS: intramolecular structural relaxation; pressure; hetarylazole cations


INTRODUCTION


Aryl, hetaryl and benzoannelated derivatives are impor-
tant heterocycles used for the production of lumino-
phores, as ligands in transition metal complexes and in
liquid crystal materials.1,2 Therefore, the determination
of the spectral and luminescence characteristics and the
study of the photochemical behavior of hetarylazoles and
their derivatives are of great interest. The protonated and
ethylated cations of some hetarylazoles were chosen for
this investigation.


The anomalously high fluorescence Stokes shifts of
hetarylthiazole cations, including 1Hþ–4Hþ and 1a in
ethanol and glycerol, are reduced significantly as the
temperature decreases (as the solvent viscosity in-
creases). This reduction was considered to be an indica-
tion of the existence of an effective intramolecular
relaxation process in their excited state.3 The spectral
behavior of 12-(9-anthroyloxy)stearic acid4 was ex-
plained by a structural relaxation process consisting of
the mutual rotation of the excited molecular fragments.
Nowadays there are two main hypotheses for treating the
intramolecular relaxation phenomenon, the TICT5–7 and
PICT8,9 models. According to the former, the relaxation


is accompanied by full perpendicular twisting of both
molecular fragments with a more forbidden emissive
nature for the twisted structure. The latter is a state
reversal model. It postulates a planarized structure of
the charge transfer (CT) state. The aim of the present
work was to establish the intramolecular relaxation
mechanism for protonated and ethylated hetarylazole
cations by steady-state fluorescence measurements at
various pressures and fluorescence kinetic measurements
in the temperature range 293–77 K.


EXPERIMENTAL


2-(3-Quinolyl)-1,3-benzothiazole (1), 3-(1,3-benzothiazol-
2-yl)-1-ethylquinolinium 4-methyl-1-benzenesulfonate
(1a), 5-phenyl-2-(3-quinolyl)-1,3-thiazole (2), 2-(3-qui-
nolyl)naphtha[1,2-d][1,3]thiazole (3) and 5-phenyl-2-(3-
quinolyl)-1,3-benzothiazole (4) were prepared by known
methods10 and used as received. The protonated cations
1Hþ–4Hþ were prepared by the addition of spectral-
grade sulfuric acid to ethanolic solutions of 1–4 up to
concentrations of 1–3 M. 3-(5-Phenyloxazol-2-yl)pyri-
dine (5),11,12 4-(5-phenyloxazol-2-yl)pyridine (6), 1-
ethyl-3-(5-phenyloxazol-2-yl)pyridinium 4-methyl-1-
benzenesulfonate (5a) and 1-ethyl-4-(5-phenyloxazol-2-
yl)pyridinium 4-methyl-1-benzenesulfonate (6a) were
used as received.13 Benzene, toluene, ethyl acetate,
dichloromethane, 2-propanol, n-butanol, glycerol, butyr-
onitrile, ethanol and acetonitrile were of spectroscopic
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grade. Ethanol was dried by distillation from CaH2


prior use.


The absorption and fluorescence spectra were recorded
on a UV-3100 spectrophotometer and an Elyumin-2M
spectrofluorimeter. Absorption and fluorescence mea-
surements at low temperatures were carried out using a
laboratory-made cryostat with an adjustable flow of
cooled nitrogen vapor through a spectroscopic Dewar
vessel. Standard quinine bisulfate solution in 1 N sulfuric
acid (�0¼ 0.546)14 was used for fluorescence quantum
yield measurement. The fluorescence quantum yields at
low temperatures were calculated considering the absorp-
tion spectra recorded at the same temperatures as the
corresponding fluorescence spectra by the equation


�i ¼ �0


Sið1 � 10�D0Þ
S0ð1 � 10�DiÞ ð1Þ


where �i and �0 are the fluorescence quantum yields of
the compounds, Si and S0 are the squares of corrected
fluorescence spectra and Di and D0 are the optical
densities at the excitation wavelength at Ti and 293 K,
respectively.


Registration of the fluorescence spectra at high pres-
sures at 293 K was carried out as described earlier.15 A
correction for the absorption spectral changes with in-
crease in pressure was not carried out. The fluorescence
kinetics were recorded with a nanosecond SP-70 spectro-
meter by the method of time-correlated counting of single
photons with excitation by air-filled flash-lamp radiation
(excitation pulse duration 0.8 ns, registration channel


width 0.054 ns). The decay times were fitted using the
iterative deconvolution procedure, which allowed a time
resolution down to 0.1 ns and a precision of better than
0.1 ns. Measurements of fluorescence kinetics at low
temperatures were performed using the same spectro-
scopic Dewar vessel. The accumulation of the signal was
carried out at the wavelengths corresponding to the
steady-state emission spectra maxima, recorded at the
same temperatures. Time-resolved emission spectra
(TRES) were calculated from the set of fluorescence
kinetic curves obtained at different wavelengths at equal
accumulation times and constant temperature (173 K).


RESULTS AND DISCUSSION


The fluorescence Stokes shifts ð�~��a;fÞ of all cations
studied except 6a are anomalously large in all solvents
used and significantly exceed the corresponding values
for neutral molecules (Table 1). The fluorescence spectra
of cations in ethanol are shifted to short wavelengths as
the temperature decreases.3 The above effects were
explained by the existence of an excited-state relaxation
process inhibited either by the increasing solvent viscos-
ity due to the temperature decrease or by the temperature
decrease itself, or both effects simultaneously.3 The
fluorescence quantum yields (�f) of the protonated
1Hþ–4Hþ and the ethylated cations 1a and 5a are less
than those for the uncharged molecules. As the tempera-
ture decreases to 77 K, �f of 1Hþ, 3Hþ, 4Hþ, 1a and 5a
in ethanol increase many times more than the �f of 1–6.
The �f of the cations 2Hþ and 6a at 77 K are less than
those at 293 K.


The fluorescence spectra of the uncharged molecules
1–6, the monoprotonated 2Hþ–4Hþ and the monoethy-
lated cations 1a, 5a and 6a at 293 K are red shifted as the
solvent polarity increases. Their Stokes shifts ð�~��a;fÞ also
increase. For 12 compounds, the dependence of �~��a;f on
the solvent polarity parameter �f shows a linear correla-
tion (Fig. 1), which allows one to use the Lippert function
for the evaluation of their dipole moment changes on
excitation16 (Table 1):


�~��a;f ¼
2ð�e � �gÞ2


hca3


"� 1


2"þ 1
� n2 � 1


2n2 þ 1


� �
þ constant


¼ 2ð�e � �gÞ2


hca3
�f þ constant


ð2Þ


where �g and �e are the dipole moments of the ground
and excited states of the molecule, respectively, h is
Planck’s constant, c is the velocity of light, a is the radius
of the Onsager cavity which fits the molecule, " is the
dielectric constant and n is the refractive index. From
the differences in the slopes of the lines it is obvious
that solvatochromism of the cations is slightly more
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pronounced than that of the corresponding uncharged
molecules.


To clarify the reasons why the fluorescence Stokes shift
decreases with decreasing temperature, the effect of
pressure on the fluorescence spectrum at room tempera-
ture was measured in glycerol. The viscosity increases
significantly as the pressure increases. An increase in �f


of 1a in glycerol, accompanied by a small blue shift of
the fluorescence maximum, is observed as the pressure
increases from 1 bar to 4.5 kbar (Fig. 2). The same pres-
sure increase does not influence the fluorescence spec-
trum position of 1, where the Stokes shift is normal. In the
range from 1 bar to 4.5 kbar, the analogous spectra of 1,


1Hþ, 3Hþ and 1a in ethanol are also not shifted, since
the ethanol viscosity is changed slightly at the pressure
increases. These results confirm the suggestion that
the relaxation rate decreases as the viscosity of the
medium increases.3 A variation of log � for 1a in glycerol
only from 3.15 to 4.35 with increasing pressure results in
a blue shift of the fluorescence maximum by 10 nm. The
same variation of log � of glycerol solution of 1a
with decreasing temperature at normal pressure results
in a short-wavelength shift of 23 nm. This indicates that
the relaxation of 1a has an energy barrier. In contrast, the
small growth of the solvent dielectric constant as the
temperature decreases and also as the pressure increases
(from 23.2 to 29.3 for ethanol and from 42.8 to 49.7 for
glycerol at 303 K)17 must favor the stabilization of the
relaxed state. The fluorescence maximum of 5a in gly-
cerol at 293 K (�¼ 1412 cP) coincides with �f


max of 5a in
ethanol at 170 K where the solution viscosity is 64 cP. It
also indicates the activation character of the process in
this case. Examples of the influence of pressure on the
fluorescence spectra of organic compounds are known in
the literature.18–20 The decrease in the fluorescence
Stokes shift with pressure increase has been observed
for solutions of 4-[4-(dimethylamino)phenyl]pyridine (4-
DAPP) in solvents of a different polarity.21 The results
were explained by lowering of the efficiency of the
formation of the excited planar relaxed conformer.


The relaxation under study can be caused either by the
intramolecular rotation of fluorophore molecular frag-
ments followed by the solvent orientational relaxation
(structural relaxation) or by the solvent orientational
relaxation only. Important information about relaxation
mechanisms can be obtained from the dependence of the
fluorescence rate constant (kf) on temperature. If the
relaxation process is associated with fluorophore mole-
cular fragment rotation resulting in different molecular


Table 1. Fluorescence Stokes shifts ð�~��a;fÞ, quantum yields (�f), fluorescence lifetimes (� ) and averaged fluorescence radiative
rate constants ð�kkfÞ at 293 and 77K in ethanol and dipole moment changes (��¼�e��g) of 1–6 and their protonated or
ethylated cationsa


�f � (ns) �kkf � 10�7 (s�1)


No. �~��a;f , (cm�1) 293 K 77 K 293 K 77 K 293 K 77 K �� (D)


1 4530 0.05 0.11 0.1 1.0 41.7 10.9 4.8
1Hþ 6920 0.04 0.21 1.1 0.8 3.6 26.3 —
1a 9360 0.03 0.11 1.8 0.7 1.9 15.7 5.0
2 5930 0.20 0.36 0.6 1.0 41.7 37.0 6.2
2Hþ 9280 0.12 0.10 2.9 1.3 4.3 7.7 6.9
3 4940 0.15 0.30 0.9 1.2 17.2 26.0 3.8
3Hþ 8860 0.04 0.39 1.2 5.3 2.9 7.4 5.0
4 7280 0.01 0.14 0.2 0.5 6.4 3.0 5.6
4Hþ 11000 0.004 0.067 0.8 2.7 0.5 2.5 7.6
5 6190 0.63 0.67 1.5 1.1 44.7 60.9 3.1
5a 11700 0.15 0.94 3.3 3.0 4.5 31.0 3.8
6 6160 0.81 0.63 1.5 1.7 54.0 37.1 6.7
6a 6000 1.00 0.85 2.4 1.9 41.7 44.6 5.6


a The data for 1Hþ are in glycerol.


Figure 1. Dependence of fluorescence Stokes shift, �~��a;f,
on the solvent polarity parameter �f for compounds 1–6,
1a, 2Hþ–4Hþ, 5a and 6a at 293K
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structures, then the kf of relaxed and non-relaxed states
should differ significantly. Through solvent relaxation the
molecular structure is not changed significantly, therefore
in this case the kf of relaxed and non-relaxed states should
differ less or remain the same. The fluorescence quantum
yields and the fluorescence kinetics of uncharged com-
pounds and cation 6a were measured at 293 and 77 K. �f


and the kinetics of cations 1a, 5a, 2Hþ and 3Hþ were
measured at different temperatures in the range 293–
77 K. �f and � measured at corresponding temperatures
enabled us to calculate the radiative rate constants of the
compounds: �kkf ¼ �f=� (Fig. 3). The values of �kkf in the


293–77 K temperature range are effective values. They
characterize the averaged-out emission rate from relaxed
and partially relaxed states. Since at 77 K �kkf does not
demonstrate an asymptotic character, the relaxation pro-
cess at this temperature is not suppressed completely. In
the above-mentioned range the �kkf of cations having
�~��a;f > 8000 cm�1 increase 2–8-fold, whereas the �kkf of
uncharged molecules change only 0.3–1.5-fold (Table 1).
The distinguishing feature of 6a with the lowest �~��a;f


among cations is the smallest change of its �kkf with the
temperature.


The data obtained support the assumption that the
relaxation observed in the cations 1a, 5a, 2Hþ and 3Hþ


is structural. The fact that �kkf of 1a and 5a increase
strongly, may be caused by the substantial increase in
their torsional barrier crossing probability, since the
temperature takes significant values. The weaker increase
in �kkf for 2Hþ–4Hþ is assumed to be connected either
with higher barriers between the local excited and relaxed
molecular forms or with their small torsional angle
differences. Analogous experiments with 2-(4-hexoxy-
2-methoxyphenyl)-4,6-bis(2,4,6-trimethylphenyl)-1,3,5-
triazine (H-MeO-Ms) in EPA showed an approximately
twofold increase in its �kkf in the range 293–77 K.22 This
was explained by the decrease in the TICT state forma-
tion efficiency with an orthogonal position of resorcinyl
and triazine groups. The fluorescence kinetics of the
cations, registered at 77 K at the blue and red sides of
the spectrum, gives additional information about the
degree of inhibition of its relaxation process. The fluor-
escence lifetimes of non-protonated species (�) vary from
0 to 0.3 ns and the corresponding � of cations 1a, 1Hþ,
2Hþ and 3Hþ increase from 0.4 to 2.7 ns. The differences
�(520 nm)� �(430 nm) for 5a and 6a are 0.44 and
0.41 ns, respectively. This indicates that the influence of
the solvent on the fluorescence kinetics of the compounds
under study exists even in a low-temperature glassy
medium.


Detailed information about the relaxation dynamics
could be obtained by means of the time-resolved fluor-
escence spectra measurements. The viscosity region
where the fluorophore lifetime is close to its relaxation
time is the most convenient for the observation of such
dynamics. Figure 4 demonstrates the red fluorescence
shift of 5a with the subsequent appearance of a second
long-wavelength band. The maximum of this band is
close to the corresponding steady-state fluorescence
maximum of 5a at 293 K. TRES measurements of 1Hþ


and 1a at the same conditions showed a similar behavior.
This indicates that two molecular forms, initial and
relaxed, exist mainly in the excited 1Hþ, 1a and 5a
(two-step model). We assume that the short-and long-
wavelength TRES bands belong to the emission from the
planar and twisted conformers, respectively. The ground
state of 1Hþ and 1a is planar or quasi-planar.3 The time-
resolved emission spectroscopy of 4-N,N-dimethylami-
nobenzonitrile (DMABN) in acetonitrile and 1,4-dioxane


Figure 2. Fluorescence spectra of 1a in glycerol at increas-
ing pressure: (1) 0.001; (2) 0.5; (3) 1.0; (4) 1.5; (5) 2.0; (6)
2.5; (7) 3.0; (8) 3.5; (9) 4.0; (10) 4.5 kbar. T¼293K;
�exc¼360nm


Figure 3. Averaged radiative rate constants �kkf of com-
pounds 1a, 2Hþ, 3Hþ and 5a in ethanol at various tem-
peratures in the range 293–77K
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at 293 K reveals analogous behavior on a time-scale from
0 to 0.1 ns. There are only two emissive species.23


The rate constants of the formation of the excited
twisted product (k1) and back reaction (k�1) of 5a in
EtOH at 173 K were estimated according to the equation


Si


S0i
¼ kf


k0f


k�1


k1
þ e�ðk1þk�1Þt


1 � e�ðk1þk�1Þt


" #
ð3Þ


where Si and Si
0 are the squares under the short-and long-


wavelength TRES bands, fitted as single Gaussian func-
tions at time delays ti and kf and kf


0 are the emission rate
constants of planar and twisted conformer at given
temperature. The values k1 and k�1 are 9.6� 108 and
2.3� 107 s�1, respectively. Considering that the viscosity
of ethanol at 173 K is equal to that of glycerol at 336 K,
the values obtained are of the order of the rate constants
for the excited-state flattening reaction of 1,2-bis(5-phe-
nyloxazol-2-yl)benzene, 2-(5-phenyl-1,3,4-oxadiazol-2-
yl)benzene and 2-[5-(2-furyl)-1,3,4-oxadiazol-2-yl]ben-
zene in glycerol.24


Hence the excited-state relaxation process of the ca-
tions 1Hþ, 1a and 5a shows a viscosity-dependent
activation barrier. This is consistent with the two-state


model: A!A*$B*, where A* belongs to the local
excited planar conformer and B* to the twisted one.


Acknowledgement


The support by the Russian Foundation for Basic Rese-
arch, grant No. 03-03-32687, is gratefully acknowledged.


REFERENCES


1. Stanforth SP. Tetrahedron 1998; 54: 263–303.
2. Krasovitsky BM, Bolotin BM. Organic Luminescence Materials.


VCH: Weinheim, 1988; 334.
3. Volchkov VV, Druzhinin SI, Kossanyi JA, Uzhinov BM. J.


Fluoresc. 2000; 10: 161–165.
4. Berberan-Santos MN, Prieto MJE, Szabo AG. J. Phys. Chem.


1991; 95: 5471–5475.
5. Grabowski ZR, Dobkowski J, Kühnle W. J. Mol. Struct. 1984;
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ABSTRACT: First hyperpolarizabilities (�) of the 1,3,5-tricyano-2,4,6-tris(styryl)benzene derivatives were studied
by an ab initio method (HF/6–31G). The � values of these molecules increase with increase in donor strength,
reaching a maximum value of 262� 10�30 esu with an oxyanion as the donor. Also, the electronic charge is more
delocalized, and the HOMO–LUMO energy gap (�E) and the bond length alternation (BLA) decrease with the same
variation of the donor. Noteworthy is the excellent linear relationship between � and 1/�E2 and �gas


þ. These results
may serve as a useful guideline for the design of two-dimensional octupoles with large first hyperpolarizabilities.
Copyright # 2004 John Wiley & Sons, Ltd.
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INTRODUCTION


There is substantial research effort into the design and
synthesis of organic materials exhibiting a large second-
order non-linear optical (NLO) response because of their
potential application in telecommunications, optical com-
puting and optical signal processing.1 Applications of such
materials require a large second-order non-linear optical
property and thermal stability. Much effort has been
focused on optimizing the physical properties of donor–
acceptor dipoles to meet these criteria. Recently, octupolar
molecules with threefold symmetry have been developed
as alternative NLO chromophores.2–4 An advantage of
such molecules in comparison with the more conventional
dipolar molecules is that the second harmonic response of
octupoles does not depend on the polarization of the
incident light because they are more isotropic than dipolar
NLO molecules.2d Moreover, two-dimensional octupoles
favor the formation of non-centrosymmetric crystals,
which is important for practical applications.5 In this
context, various derivatives of subphthalocyanine, 1,3,5-
trinitro-2,4,6-tris(styryl)benzene, 1,3,5-tricyano-2,4,6-


tris(styryl)benzene, 1,3,5-tricyano-2,4,6-tris(ethynyl)-
benzene, triphenylamine and truxenone derivatives have
been synthesized and their structure–property relation-
ships have been investigated.2–4


Recently, we reported a theoretical study on the first
hyperpolarizability (�) of a series of triazine derivatives.6


The � values of these molecules increased with increase
in donor strength and increased conjugation length. Note-
worthy was the excellent linear relationship between �
and bond length alternation (BLA) and �gas


þ. These re-
sults suggest an interesting possibility that �gas


þ values
can be used in place of BLA to explain the structure–
NLO property relationship.
In this work, we studied the first hyperpolarizabilities


of 1,3,5-tricyano-2,4,6-tris(styryl)benzene derivatives
A–G by an ab initio method. In these molecules, the
acceptor is CN and the donors are the para-substituent
(X) at the peripheral phenyl groups, which are linked by
the styryl moieties. This series of compounds is of parti-
cular interest because the experimental values of � for
MeO (D) and NEt2 derivatives have been reported.3c


Moreover, the latter has been shown to produce non-
centrosymmetric crystals with large �(2). We calculated
the �, BLA, and HOMO–LUMO energy gap (�E) of these
molecules and compared them with the geometric para-
meters. The main objectives of this research were (i) to
provide a detailed understanding of the substituent effect
on the � values, (ii) to assess whether the linear relation-
ship between � and �gas


þ reported for the triazine
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derivatives is general for octupolar molecules and (iii) to
find a new donor for the octupoles with very large �.


RESULTS AND DISCUSSION


Structures of A–G


The structures of A–G were fully optimized at the Hartree–
Fock level using the 6–31G basis set in the Gaussian 98
program.7 Table 1 summarizes the bond lengths, dihedral
angles and charge densities of A–G. The dihedral angles
(d1) between the central phenyl group and the C——C
bond are in the range 33–45 �, whereas those between the
peripheral phenyl and the latter range from 0 to 24 �. For
comparison, the corresponding angles for the 2,4,6-tris-
(styryl)-1,3,5-triazine derivatives, where the steric effect
is expected to be negligible, are nearly zero.6 This indi-
cates that the structures ofA–G are significantly distorted
and the distortion is more pronounced in the core, prob-
ably because the C——C bonds have more severe steric
interaction with the CN than with the phenyl group at the
periphery. As the donor is changed to a stronger one, d1
remains relatively constant, whereas d2 decreases, i.e. a
stronger donor increases the planarity where the steric


effect is less important. Moreover, the lengths of the
single bonds (r1, r3) decrease and that of the double bond
(r2) increases with increase in donor strength (Table 1).
Consequently, the BLA calculated by subtracting the
average double bond length from that of a single bond,
i.e. (r1þ r3)/2�r2 decreases in the same order (Table 2).
Interestingly, the BLA of A–F are larger than those for the
triazine derivatives, despite the greater extent of charge
transfer (CT) (see below).6 This can be attributed to their
distorted structures (see above).
The Mulliken charge density for A–F reveals that the


negative charge is delocalized on the tricyanophenyl
group (Z3CN-Ph), whereas the positive charge is on the
C——C bond (ZCHCH) and peripheral aryl group (ZAr-X).
This indicates a significant CT from the peripheral styryl
to the tricyanophenyl group in the core. When the donor
is changed to a stronger one, ZCN decreases significantly
and ZPh increases slightly. Also, the sum of these two, i.e.
Z3CN-Ph¼ 3ZCNþ ZPh, and ZCHCH decrease simultane-
ously. On the other hand, the total charge density at the
ArX group, i.e. 3ZAr-X¼ 3ZArþ 3ZX, of A–F increases
gradually with the same variation of the donor, although
no clear trend is evident in ZAr and Zx. The results indi-
cate that more electronic charge is shifted from the ArX
to the tricyanophenyl and C——C groups as the donor is
changed to a stronger one. It should be noted that the
large negative charge at the ArX of G is not an anomaly
but occurs because the donor is an oxyanion; hence the
same explanation can be applied. Moreover, the extent
of CT from the donor to the acceptor in A–F is much
larger than observed in the triazine derivatives, appar-
ently because of the much stronger acceptors in the for-
mer. Finally, �E decreases with increase in donor
strength. It appears that the more delocalized the electro-
nic charge is, the smaller �E and BLA become in this
series of compounds. Similar results were observed for
the triazine derivatives, except that �E was somewhat
larger.6


Table 1. Structural properties of A–G


Compound r1a r2a r3a d1b d2c 3ZCN
d ZPh


e Z3CN-Ph
f 3ZCHCH


g 3ZAr
h 3ZX


i 3ZAr-X
j


A 1.47776 1.33091 1.47348 45.49 �24.07 �0.72195 �0.05722 �0.77917 0.72557 �0.56682 0.62043 0.05361
B 1.47722 1.33158 1.47165 44.95 �21.31 �0.72996 �0.05681 �0.78677 0.71628 �0.07279 0.14328 0.07049
C 1.47684 1.33185 1.47051 44.78 �21.88 �0.73424 �0.05274 �0.78698 0.71729 1.17593 �1.10623 0.0697
D 1.47669 1.33204 1.47024 44.72 �21.83 �0.73676 �0.05358 �0.79034 0.71202 1.23168 �1.15346 0.07822
E 1.4751 1.33402 1.46584 43.18 �15.39 �0.75931 �0.05174 �0.81105 0.67166 0.92153 �0.78220 0.13933
F 1.47493 1.33423 1.46527 43.05 �14.32 �0.76075 �0.05229 �0.81304 0.67108 1.09147 �0.94953 0.14194
G 1.46329 1.35253 1.44145 33.68 0.30 �0.94391 �0.02253 �0.96644 0.33529 0.06747 �2.43632 �2.36885


a Bond lengths (Å).
b Dihedral angle ( �) between tricyanophenyl and vinyl groups (ff a–b–c–d).
c Dihedral angle ( �) between vinyl and peripheral aryl groups (ff c–d–e–f).
d Total atomic charge on the tricyano groups.
e Atomic charge on the central phenyl group.
f Total atomic charge on the tricyanophenyl group in the core (Z3CN-Ph¼ 3ZCNþZPh).
g Total atomic charge on the three vinyl groups.
h Total atomic charge on the three aryl groups at the periphery.
i Total atomic charge on the three aryl substituents at the periphery.
j Total atomic charge on the three ArX groups at the periphery (3ZAr-X¼ 3ZArþ 3ZX).
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First hyperpolarizability


The first hyperpolarizabilities of A–G were calculated
by using the following relationships:8


jj�jj ¼ ðjj�J¼1jj2 þ jj�J¼3jj2Þ1=2


jj�J¼1jj2 ¼ 3=5½ð�XXX þ �XYYÞ2 þ ð�YYY þ �YXXÞ2�


jj�J¼3jj2 ¼ 2=5ð�XXX2 þ �YYY
2 þ 6�YXX


2 þ 6�XYY
2


� 3�YXX�YYY � 3�XYY�XXXÞ


The tensor components of the static first hyperpolarizabi-
lities were calculated analytically by using the coupled
perturbed Hartree–Fock (CPHF) method.9 The calculated
jj�jj values for A–G are summarized in Table 2.
The first hyperpolarizability of a D3 symmetric molec-


ule can be expressed by the three-level model:


�YYY ¼ 1


�h2
� �01


2�12


!01
2


� !01
4


ð!01
2 � 4!2Þð!01


2 � !2Þ ð1Þ


where �01 is the transition moment between the ground
state and degenerate first excited CT state, �12 is the
transition moment connecting these degenerate excited
states, !01 is the CT energy and ! is the energy of the
incident laser light.2a


Table 1 shows that the � values of A–G increase mono-
tonically with increase in donor strength, reaching a
maximum value of 262� 10�30 esu. For comparison,
the experimental values of �(0) for D and the NEt2 deriv-
ative are 14� 10�30 and 65� 10�30 esu, respectively.3c


Although the absolute values are significantly different
from the theoretical result, the trend is consistent. In
addition, the � values ofA–F are smaller than those of the
triazine derivatives, despite the smaller �E and greater


extent of CT (see above).6 This result underlines the im-
portance of planarity in determining �.
Figure 1 shows that the plots of � of A–G vs 1/�E2 are


linear. The excellent linearity in these plots indicates
that �01, �12 and the resonance correction term in Eqn (1)
are more or less the same in this series of compounds.
As expected, � increases gradually as BLA decreases
(Fig. 2). The non-linear relationship between � and BLA
is not without precedent. In the case of dipolar NLO
molecules, � first increases until it reaches a maximum
and then decreases as BLA decreases.1c For crystal violet
derivatives, the plot of � vs BLAwas found to be a curve.
Hence the straight line observed in the plot of � vs
BLA for triazine derivatives6 seems to be an exception
and can be attributed to the fact that the difference in
BLA is very small (0.00681 for triazine vs 0.01757 forA–
G). Whatever might be the explanation, this provides
additional support for the previous conclusion that the �
value of an octupolar molecule increases as BLA decrea-
ses.4a


Figure 3 shows plots of � against gas-phase substituent
constants (�gas


þ).4b,10b The plot is linear with an excel-
lent correlation, if G is excluded. Although the corres-
ponding plots for the triazine derivatives did not show
any deviation this was because the oxyanion was not
included.6 The large positive deviation for G could be


Table 2. Hammett �þ, jj�jj, HOMO–LUMO energy gap (�E)
and BLA of A–G


Compound X �gas
þa jj�jjb BLAc �Ed


A H 0.00 27.7 0.14471 0.347
B CH3 �0.33 38.3 0.14286 0.341
C OH �0.55 44.4 0.14183 0.338
D OCH3 �0.80 49.5 0.14143 0.335
E NH2 �1.19 74.3 0.13645 0.320
F N(CH3)2 �1.73 93.5 0.13587 0.314
G O� �2.3e 262 0.12714 0.271


a Substituent constants in gas phase.10b
b 10�30 esu.
c (r1þ r3)/2�r2.
d �E¼ELUMO–EHOMO (a.u.).
e Brown–Okamoto constants.10a


Figure 1. Plot of � against 1/�E2


Figure 2. Plot of � against bond length alternation (BLA)
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explained if �gas
þ for the oxyanion is much larger than


the Brown–Okamoto constant (�þ).10a Note that we have
used �þ in the Hammett plot because �gas


þ for the oxy-
anion is not available in the literature. Since the oxyanion
cannot be stabilized by solvation in the gas phase, more
charge density would be shifted to the electron-deficient
center. The net result of this effect would be to increase
the electron-donating ability of the oxyanion much
more in the gas phase (�gas


þ) than in solution (�þ).
Also, this may be why the � value of G is approximately
three times larger than F, despite the modest difference in
the �þ values.10a Consistently, the structural parameters
including the dihedral angle, extents of CT, BLA and�E
show remarkable changes from F to G. Finally, this sug-
gests an interesting possibility that octupolar molecules
with very large � could be designed by using the oxy-
anion as the donor.
We have previously reported that the � values of crystal


violet and triazine derivatives could be correlated with �þ


and �gas
þ values.4b,6 The excellent linearity in Fig. 3


provides additional evidence that the structure–NLO
property relationship of octupolar molecules could be
explained with the Hammett equation. Considering that
the Hammett substituent constants are readily available
in the literature, the use of the substituent constants would
significantly facilitate the design of octupolar molecules
with large first hyperpolarizabilities.


CONCLUSION


We have studied the first hyperpolarizabilities of the
1,3,5-tricyano-2,4,6-tris(styryl)benzene derivatives A–G
by an ab initio method. The first hyperpolarizabilities of
A–G increase with increase in donor strength and as BLA
decreases. An excellent linear relationship is observed
between � and 1/�E2 and �gas


þ. In addition, it is found
that the oxyanion is an unusually strong donor. This result
may provide a useful design strategy for the synthesis of
two-dimensional octupoles with very large first hyper-
polarizabilities.
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ABSTRACT: 1H NMR data show that concentration increase shifts the conformational equilibrium of cis-3-N,N-
dimethylaminocyclohexanol (1) (cis-3-DACH) from the 1aa conformer, stabilized by an intramolecular hydrogen
bond (IAHB), to the 1ee conformer [43% (0.01 M) to 70% (0.40 M), in CCl4], which can form intermolecular hydrogen
bonds (IEHB). The percentage of 1ee conformer also increases with the solvent basicity from 36% in C6D12 to 89% in
DMSO. The conformational equilibrium of the trans isomer (trans-3-DACH) is also dependent on concentration,
since 1ae increases from 77% (0.05 M) to 84% (0.40 M) in CCl4 but not with the solvent polarity. The occurrence of an
IAHB in cis-3-DACH was confirmed by the study of a model compound, cis-3-N,N-dimethylamino-1-methoxycy-
clohexane (2) (cis-3-DAMCH), lacking an OH group and presenting a single conformer 2ee (�95%). The
corresponding trans isomer (trans-3-DAMCH) behaves similarly to trans-3-DACH, since the 2ae conformer occurs
as �83%, in the studied solvents. The PCMODEL program gave very good coupling constant values for the
qualitative analysis of energy changes in the study of concentration and solvent effects, since the energy values
obtained for cis and trans isomers of 3-DACH were in good agreement with the theoretically calculated [B3LYP/6–
311þg(d,p) level] values. The averaged calculated energy of the IAHB, for conformer 1aa of cis-3-DACH, with
optimization of the reference structure and at several levels of theory, is 5.74 kcal mol�1 (1 kcal¼ 4.184 kJ). Copyright
# 2005 John Wiley & Sons, Ltd.
Supplementary electronic material for this paper is available in Wiley Interscience at http://www.interscience.
wiley.com/jpages/0894-3230/suppmat/


KEYWORDS: conformational analysis; theoretical calculations; intramolecular hydrogen bond; NMR spectroscopy


INTRODUCTION


The presence of a hydrogen bond has been detected by
experimental techniques such as H—O and C—O
stretching vibration frequency shifts and hydroxyl proton
chemical shifts.1–5 However, it was after the classical
book The Hydrogen Bond by Pimentel and McClelland6


that a new era of intense research on this subject was
launched.


Previous workers have shown that the OH groups of a
dihydroxy compound, if sufficiently close to each other,
may form an intramolecular hydrogen bond.7 Kuhn8


showed that the conformational equilibria of trans-


cyclohexane-1,2-diol and cis-cyclohexane-1,3-diol are
shifted towards the diequatorial and diaxial conformers,
respectively, which have the OH groups close to each
other, allowing the formation of hydrogen bonds.
Abraham et al.9 have demonstrated, through 1H NMR
and theoretical data, that the OH � � �F hydrogen bonding,
in trans-2-fluorocyclohexanol, is responsible for the pre-
dominance of eq–eq conformation of this molecule.9


Substituted six-membered rings are useful models for
studies of conformational analysis. Mono- and 1,2-disub-
stituted cyclohexanes have been thoroughly studied,10–14


but publications on 1,3-disubstituted cyclohexanes are
rarely found in the literature.15,16


This paper describes a study of the behavior of the cis
and trans isomers of the previously unknown 3-N,N-
dimethylaminocyclohexanol (3-DACH, Figs 1 and 2), at
different concentrations and in different solvents, giving
emphasis on how their conformational equilibria are
affected by inter- and intramolecular hydrogen bonds
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(IEHB and IAHB, respectively). The compounds cis- and
trans-3-N,N-dimethylamino-1-methoxycycloexane (3-
DAMCH, Figs 1 and 2), also unknown, were included
in this study for comparison. The geometries of the more
stable conformers of 3-DACH and 3-DAMCH and the
strength of IAHB for the cis-3-DACH in the gas phase
were also determined.


RESULTS AND DISCUSSION


Concentration effect


1H NMR spectra of nine samples in CCl4 (with 10%
C6D6) and nine samples in CDCl3 as solvent with con-
centrations of 0.01, 0.05, 0.10, 0.15, 0.20, 0.25, 0.30, 0.35
and 0.40 M for cis- and trans-3-DACH were recorded and
the results are presented in Table 1.


The coupling constant (3J) values, from Table 1, for the
H-1 hydrogen of cis-3-DACH, increase significantly on
increasing the concentration, in both CCl4 and CDCl3,


which is clearly due to a change in the conformer
populations. For dilute solutions the 1aa conformer
(Fig. 1) is favored, but an increase in concentration makes
1ee more stable than the 1aa conformer.


The molar fraction (X) and free energy difference
(�Gee–aa) for 1aa and 1ee conformers of cis-3-DACH
were determined through Eqns (1) and (2), taking the H-1
coupling constant values of the 1aa and 1ee conformers
individually (3JH1e/H2e or H6e¼ 4.41 and 3JH1a/H2a or H6a¼
11.15 Hz), obtained through the PCMODEL program,17


from the Haasnoot–Altona equations,18 since the experi-
mental data from observed vicinal coupling constants
(3Jobs) are averaged values (Table 1).


The mole fraction of the diequatorial conformer (Xee)
is given directly from observed vicinal coupling constants
(3Jobs) as follows:


Xee ¼
3Jobs � 3JH1e;H2e


3JH1a;H2a � 3JH1e;H2e


ð1Þ


since XeeþXaa¼ 1.
The free energy difference (�G �) is readily obtained


from Eqn (2), where R¼ 1.99 cal mol K�1 (1 cal¼ 4184J),
T¼ 298 K, K¼Xee/Xaa and K¼Xae/Xea for the cis and
trans isomer, respectively, of 3-DACH and of 3-
DAMCH:


�G� ¼ �RT lnK ð2Þ


The molar fraction of the diequatorial conformer (1ee)
and the free energy (�Gee–aa) between the 1aa and 1ee
conformers, for a concentration range of 0.01–0.40 M, in
CCl4 and in CDCl3 are given in Table 1. The positive
values of �Gee–aa show that the 1aa conformer predo-
minates for low concentrations, i.e. up to 0.05 M in CCl4
(57%). Its stability can be attributed to an IAHB, while an
increase in concentration makes �Gee–aa negative, favor-
ing the 1ee conformer (70%, for a 0.40 M solution) owing
to the prevalence of an IEHB over the IAHB.


Figure 1. Conformational equilibrium for the cis isomer of
3-DACH (1, R¼H) and 3-DAMCH (2, R¼CH3)


Figure 2. Conformational equilibrium for the trans isomer
of 3-DACH (1, R¼H) and 3-DAMCH (2, R¼CH3)


Table 1. Hydrogen H-1a coupling constants (3J), equatorial–equatorial molar fractions (Xee)
b and energy differences (�Gee–aa)


b


for cis-3-DACH at different concentrations in CCl4
c and CDCl3 solutions


CCl4 CDCl3


Concentration 3JH1/H2a
3JH1/H2e


3JH1/H2a
3JH1/H2e


(M) or H6a or H6e Xee �Gee–aa or H6a or H6e Xee �Gee–aa


0.01 7.30 3.62 0.43 0.17 — — — —
0.05 7.50 3.68 0.46 0.10 7.77 3.83 0.50 0.00
0.10 7.85 3.85 0.51 �0.03 7.96 3.81 0.53 �0.06
0.15 8.27 3.91 0.57 �0.17 8.12 3.99 0.55 �0.12
0.20 8.36 4.00 0.59 �0.21 8.16 3.88 0.56 �0.13
0.25 8.61 4.08 0.62 �0.30 8.22 3.80 0.57 �0.16
0.30 8.82 3.22 0.65 �0.38 8.26 4.01 0.57 �0.17
0.35 8.94 3.18 0.67 �0.43 8.45 3.98 0.60 �0.24
0.40 9.13 3.56 0.70 �0.50 8.59 3.98 0.62 �0.29


a The H-3 hydrogen signal was overlapped by the N(CH3)2 hydrogens.
b Molar fraction and �Gee–aa (kcal mol�1), obtained from experimental coupling constants (3JH1/H2a or H6a) and calculated values by the PCMODEL program.
c For the mixture CCl4–C6D6 (9:1).
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The IAHB effect in the cis isomer can be proved by a
comparison of changes in the H-1 coupling constants for
this cis isomer (Table 1) with those for the trans isomer
(Table 2), whose conformational equilibrium is presented
in Fig. 2, since the trans isomer cannot form IAHB.
Actually, the results displayed in Table 2 show that there
is a very small change in the coupling constants for the
trans isomer with increase in concentration, due to an
increase in the population of the 1ae conformer (Fig. 2)
from 77% (at 0.01 M, in CCl4) to 84% (at 0.40 M, in CCl4),
taking the calculated values obtained through the
PCMODEL program for the 1ae and 1ea conformers
(3JH3/H2a or H4a¼ 11.81 Hz and 3JH3/H2e or H4e¼ 3.72 Hz,
respectively). The large stability of the 1ae conformer
can be attributed to the 1,3-diaxial steric effect, since an
axial dimethylamino group presents a larger steric effect
than an axial hydroxy group. It seems that the increase in
the population of the 1ae conformer, which occurs on
increasing the concentration, may be due to their smaller
bulk, suggesting that the steric effect in the case of the
trans isomer is more important than the stabilization
provoked by intermolecular hydrogen bonds (IEHB),19


as observed for the cis isomer.


Solvent effect


Tables 3 and 4 present the H-1 and H-3 coupling
constants for cis- and trans-3-DACH, in different sol-
vents, at a low concentration (0.05 M) to reduce the
interference of IEHB. H-1 coupling constants for the
cis isomer (Table 3) increase with the increase of solvent
polarity, showing that 1aa is more stable than the 1ee
conformer in less polar solvents (C6D12) owing to the
favorable formation of an IAHB (Fig. 1) in the absence of
solvation effects. The experimental coupling constant of
6.82 Hz in C6D12 leads to a value of 64% for the 1aa
conformer (Xee¼ 0.36, Table 3) for the conformational
equilibrium at room temperature. Therefore, the steric
effect is less important or smaller than the effect of
stabilization provided by IAHB, for less polar solvents,
whereas the opposite is observed in more polar solvents,
when the 1ee conformer becomes more stable. This
behavior can be explained by taking into account that a
polar solvent has a larger affinity for the OH and N(CH3)2


groups than a non-polar solvent,20 and it can approach
those groups more easily when they are equatorial.
Therefore, the 1ee conformer can be more efficiently


Table 2. Hydrogen H-3 coupling constants (3J) axial-equatorial molar fractions (Xae)
a and energy differences (�Gae–ea)


a for
trans-3-DACH at different concentrations in CCl4


b and CDCl3 solutions


CCl4 CDCl3


Concentration (M) 3JH3/H2a or H4a
3JH3/H2e or H4e


3JH3/H2a or H4a
3JH3/H2e or H4e Xae �Gae–ea


0.01 9.91 3.40 — — 0.77 �0.70
0.05 10.14 3.32 10.57 3.42 0.79 �0.80
0.10 10.29 3.31 10.61 3.43 0.81 �0.87
0.15 10.42 3.28 10.55 3.43 0.83 �0.93
0.20 10.42 3.23 10.70 3.39 0.83 �0.93
0.25 10.49 3.27 10.61 3.45 0.84 �0.97
0.30 10.51 3.26 10.58 3.44 0.84 �0.98
0.35 10.48 3.25 10.60 3.40 0.84 �0.96
0.40 10.54 3.27 10.77 3.42 0.84 �1.00


a Molar fraction and �Gae–ea (kcal mol�1) obtained from experimental coupling constants, in CCl4 (3JH3/H2a or H4a), and calculated by the PCMODEL program.
b For the mixture CCl4–C6D6 (9:1).


Table 3. Hydrogen H-1a coupling constants (3J), equatorial–equatorial molar fractions (Xee)
b and energy differences (�Gee–aa)


b


for cis-3-DACH in solventsc of different dielectric constants (") and different basicities (SB)


Solvent SBd " 3JH1/H2a or H6a 3JH1/H2e or H6e Xee �Gee–aa


C6D12 0.07 2.05 6.82 2.99 0.36 0.35
CCl4 0.04 2.24 7.50 3.68 0.46 0.10
CDCl3 0.07 4.81 7.77 3.83 0.50 0.00
CD2Cl2 0.17 9.08 7.96 3.84 0.53 �0.06
CD3CN 0.29 37.50 9.89 3.83 0.81 �0.87
Acetone-d6 0.48 20.70 10.09 4.01 0.84 �1.00
Pyridine-d5 0.58 12.40 10.50 4.02 0.90 �1.33
DMSO-d6 0.65 46.70 10.43 3.48 0.89 �1.26


a The H-3 hydrogen signal was overlapped by the N(CH3)2 hydrogens.
b Molar fraction and �Gee–aa (kcal mol�1) obtained from experimental coupling constants (3JH1/H2a or H6a) and calculated values by the PCMODEL program.
c Concentration: 0.05 M.
d Data from Ref. 21.
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solvated. The increase in stabilization of the 1ee con-
former by a solvation effect is confirmed by the data in
DMSO, a very polar solvent. Thus, 3JH1/H2a or H6a is
10.43 Hz in DMSO, leading to a 1ee conformer popula-
tion of 89%. However, data from Table 3 show that the
1ee proportion is also large when the solvent is pyridine
(90%), which is less polar (smaller ", Table 3) than
acetone, acetonitrile and dimethyl sulfoxide. Therefore,
these results show that the conformational equilibrium is
shifted by the solvent basicity (SB, Table 3) and not by
the solvent polarity, estimated by the relative permittivity
or dielectric constant.


For the trans isomer (Fig. 2), the coupling constants are
very close to each other in solvents of very different
dielectric constants (Table 4), indicating that the confor-
mational equilibrium of this isomer is not affected by
solvent, giving an average value of �78% for the 1ae
conformer. The preference for this conformer has been
already discussed in the previous section.


A further proof that an IAHB occurs in cis-3-DACH
can be obtained from a similar study with cis-3-N,N-
dimethylamino-1-methoxycyclohexane (cis-3-DAMCH,
2), chosen as a model compound since it occurs as a
single conformer, exhibiting the dimethylamino and
methoxyl groups in the equatorial orientation, and it is
very similar to the target compound but lacks an OH
group. Table 5 presents the coupling constants for the H-1
hydrogen, which do not change with solvent polarity, in
contrast to cis-3-DACH, and indicate that the ee con-


former (Fig. 1) is predominant in the conformational
equilibrium of cis-3-DAMCH (�95%). trans-3-DAMCH
presents a conformational equilibrium very similar to that
of trans-3-DACH, since the 2ae conformer (Fig. 2)
occurs as �83% and does not change with increase in
solvent polarity (Table 5).


Theoretical calculations


The geometry for the stable conformers of cis and trans
isomers of 3-DACH (1) and of 3-DAMCH (2) were


Table 4. Hydrogen H-1 and H-3 coupling constants (3J), axial–equatorial molar fractions (Xae)
a and energy differences


(�Gae–ea)
a for trans-3-DACH in solventsb of different dielectric constants (")


Solvent " 3JH1/H2a or H6a
3JH1/H2e or H6e


3JH3/H2a or H4a
3JH3/H2e or H4e Xae �Gae–ea


C6D12 2.05 5.06 2.79 9.85 3.28 0.76 �0.68
CCl4 2.24 4.82 2.61 10.14 3.32 0.79 �0.80
CDCl3 4.81 — — 10.57 3.42 0.85 �1.01
CD2Cl2 9.08 4.78 2.65 10.16 3.43 0.80 �0.81
Pyridine-d5 12.40 — — 9.88 3.34 0.76 �0.69
Acetone-d6 20.70 5.25 2.78 9.88 3.34 0.76 �0.69
CD3CN 37.50 5.05 2.74 9.69 3.33 0.74 �0.61
DMSO-d6 46.70 — — 9.84 3.36 0.76 �0.67


a Molar fraction and �Gae–ea (kcal mol�1) obtained from experimental coupling constants (3JH3/H2a or H4a) and calculated values by the PCMODEL program.
b Concentration: 0.05 M.


Table 5. Hydrogen H-1a coupling constants (3J) for cis-3-
DAMCH, equatorial–equatorial molar fractions (Xee)


b and
energy differences (�Gee–aa)


b for cis-3-DAMCH in solventsc


of different dielectric constants (")


3JH1/H2a
3JH1/H2e


Solvent " or H6a or H6e Xee �Gee–aa


CCl4 2.24 10.88 4.04 0.95 �1.78
CDCl3 4.81 10.96 4.04 0.96 �1.95
Pure liquid — 10.92 4.03 0.96 �1.86
Pyridine-d5 12.40 10.63 4.14 0.92 �1.43
Acetone-d6 20.70 10.86 4.08 0.95 �1.74
CD3CN 37.50 10.92 4.12 0.96 �1.86
DMSO-d6 46.70 10.96 4.10 0.96 �1.95


a The H-3 hydrogen signal was overlapped by the N(CH3)2 hydrogens.
b Molar fraction and �Gee–aa (kcal mol�1) obtained from experimental
coupling constants (3JH1/H2a or H6a) and calculated values by the PCMODEL
program; 3JH1/H2a or H6a (11.22 Hz) and 3JH1/H2e or H6e (4.04 Hz).
c Concentration: 0.05 M.


Table 6. Hydrogen H-1 and H-3 coupling constants (3J), axial–equatorial molar fractions (Xae)
a and energy differences


(�Gae–ea)
a for trans-3-DAMCH in solventsb of different dielectric constants (")


Solvent " 3JH1/H2a or H6a
3JH1/H2e or H6e


3JH3/H2a or H4a
3JH3/H2e or H4e Xae �Gae–ea


CCl4 2.24 4.66 2.46 10.54 3.41 0.84 �1.00
CDCl3 4.81 4.66 2.38 10.89 3.45 0.89 �1.22
Pure liquid — 4.62 2.54 10.37 3.38 0.82 �0.91
Pyridine-d5 12.40 4.86 2.51 — —
Acetone-d6 20.70 4.92 2.59 10.25 3.35 0.81 �0.85
CD3CN 37.50 4.85 2.56 10.27 3.36 0.81 �0.86
DMSO-d6 46.70 4.70 2.59 10.43 3.44 0.83 �0.94


a Molar fraction and �Gae–ea (kcal mol�1) obtained from experimental coupling constants (3JH3/H2a or H4a) and calculated values by the PCMODEL
program; 3JH3/H2a or H4a (11.81 Hz) and 3JH3/H2e or H4e (3.72 Hz).
b Concentration: 0.05 M.
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obtained through theoretical calculations using Gaussian
9822 at the 6–311þG** basis set from Becke’s three-
parameter functional using the Lee–Yang–Parr correla-
tion functional (B3LYP)23 level of theory. The relative
energies and dipole moments for all stable rotamers of
compounds 1 and 2 with �E< 3 kcal mol�1 are given in
Table 7. The rotamers with �E> 3 kcal mol�1 were not
considered because they represent a very small propor-
tion in the equilibrium. The corresponding geometries for
the stable rotamers are presented in Fig. 3.


Data from Table 7 show that the rotamers 1aa1, for 1aa,
and 1ee5 and 1ee6, for 1ee, respectively, are the most stable
ones, and 1aa1 is more stable than 1ee5 and 1ee6 by
0.43 kcal mol�1, reinforcing the important role of an
IAHB in the conformational equilibrium of cis-3-
DACH. This relative energy is in very good agreement


with the value of 0.35 kcal mol�1 obtained from experi-
mental data in C6D12 (Table 3), since this solvent has the
dieletric constant value ("¼ 2.05) nearest that of the
considered value in the theoretical calculations ("¼ 1.0).


The other possible rotamers for 1aa conformer
(�E> 4.8 kcal mol�1) are not stable owing to the large
1,3-diaxial interactions, which are decisive in the con-
formational equilibrium of the 1,3-disubstituted cyclo-
hexanes cis isomer. It can also be observed that most of
the other stable rotamers of the 1ee conformer present a
stability (�E� 0.58–1.12 kcal mol�1) near to 1ee5 and
1ee6 (�E� 0.43 kcal mol�1), which indicates that the
rotation of the C—O bond does not introduce large
changes in their energies.


The data in Table 7 also show that the dipole moment
for 1aa1 rotamer (2.90 D) is larger than for 1ee5 and 1ee6
rotamers (1.44 and 1.46 D, respectively). Therefore, an
increase in solvent polarity should shift the equilibrium
towards the 1aa conformer. However, an opposite beha-
vior was observed, 1ee being favored in polar solvents
(Table 3), owing to the interaction of the basic solvent
with the hydroxyl group (IEHB) as discussed above.


Figure 4 presents the stable rotamers for trans-3-
DACH. The corresponding energies are given in Table 7.
The most stable rotamers for the 1ae and 1ea conformers
are 1ae2 and 1ea2, respectively, and the 1ae2 rotamer is
0.93 kcal mol�1 (83%) more stable than 1ea2. This is in
very good agreement with the �Gae–ea values in Table 4,
obtained from experimental coupling constants and cal-
culated by the PCMODEL program.


Figure 3 shows the stable rotamers for 2aa and 2ee
conformers, of cis-3-DAMCH (2), and the corresponding
energies are given in Table 7. The cis isomer of 2, which
cannot form an IAHB, is expected to occur mostly as a
single conformer (2ee), since the diaxial conformer (2aa)
energy is very large. The most stable rotamers for 2ee
and 2aa are 2ee5 and 2ee6, and 2aa2, respectively, but the


Table 7. Conformer relative energies (�E) and dipole moments (�) for cis and trans isomers of 3-DACH and 3-DAMCH at the
B3LYP/6–311þG** level


cis-3-DACH trans-3-DACH cis-3-DAMCH trans-3-DAMCH


�E �E �E �E
Rotamer � (D) kcal mol�1 Rotamer � (D) kcal mol�1 Rotamer � (D) kcal mol�1 Rotamer � (D) kcal mol�1


1aa1 2.90 0.00 1ae1 1.99 0.21 2aa1
a — — 2ae1 1.55 0.16


1ee1 1.77 1.12 1ae2 1.19 0.00 2aa2
b 1.23 4.33 2ae2 0.81 0.00


1ee2 2.05 1.03 1ae3 1.40 1.01 2ee1
a — — 2ae3 0.87 0.99


1ee3 2.04 1.09 1ae4 1.18 1.07 2ee2 1.74 0.69 2ae4 1.57 0.19
1ee4 1.52 0.58 1ae5 2.42 1.16 2ee3 1.70 0.73 2ae5 1.13 0.87
1ee5 1.44 0.43 1ae6 1.79 1.67 2ee4 1.26 2.46 2ae6 1.66 0.13
1ee6 1.46 0.43 1ae7 1.87 0.25 2ee5 1.14 0.00 2ea1


a — —
1ae8 1.79 0.34 2ee6 1.14 0.00 2ea2 1.25 0.94
1ae9 1.57 1.29 2ea3 1.66 1.27
1ea1 2.19 1.16
1ea2 1.61 0.93
1ea3 2.16 1.24


a�E> 3 kcal mol�1.
b The most stable diaxial conformer.


Figure 3. Stable rotamers for the cis isomer of 3-DACH (1,
R¼H) and 3-DAMCH (2, R¼CH3), obtained at the B3LYP/
6–311þg** level
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2ee5 and 2ee6 rotamers are 4.33 kcal mol�1 (99.9%) more
stable than 2aa2. These values are in good agreement with
data in Table 5, obtained from experimental coupling
constants and calculated by the PCMODEL program,
showing that the steric effect is predominant in this
equilibrium.


Figure 4 shows the stable conformers for trans-3-
DAMCH, and the corresponding energies of the 2ae
and 2ea conformers are given Table 7. The most stable
rotamers for the 2ae and 2ea conformers are 2ae2 and
2ea2, respectively, and the 2ae2 rotamer is 0.94 kcal mol�1


(83%) more stable than 2ea2. This is also in agreement
with the �Gae–ea values in Table 6, obtained from
experimental coupling constants and calculated by the
PCMODEL program.


Hydrogen bonding


Studies of the potential energy surface (PES) through the
HF and B3LYP levels with the 6–311þG** basis set for
the 1aa conformer of cis-3-DACH, were performed to
observe how changes in the position of the OH hydrogen,
near or far from the N(CH3)2 group, which modifies the
C6—C1—O—H dihedral angle from the 1aa1 geometry,
would affect the rotamer energy and the formation of an


IAHB. Both theory levels [Fig. 5(a) and (b)] show two
minima, one corresponding to the most stable rotamer
(1aa1), which forms an IAHB, and the other for a less
stable (1aa2) rotamer with the hydrogen far from the
N(CH3)2 group.


The hydrogen bond energies can be calculated as the
difference between the energies of a non-bonded and a
bonded species (�E¼Enon-bonded�Ebonded). There are
two established ways to estimate the strength of IAHB,
either by optimizing,24–26 or not,27,28 the reference struc-
ture, which in the present case is the 1aa2 rotamer (Fig. 4).


The calculated energy of IAHB for conformer 1aa,
with (�E1) and without (�E2) optimization of the
reference structure, through the HF and B3LYP levels
with 6–31G** and 6–311þG** basis sets, and also at the
MP2/6–31g** level, are presented in Table 8. The values
obtained, for the IAHB, with optimization (�E1) are in
agreement for different theory levels, but the values
without optimization (�E2) are higher than those with
optimization (�E1), probably owing to the small N � � �O
distance for 1aa2 not optimized in comparison with the
1aa2 optimized (Table 8). This distance is very close to the
sum of the appropriate van der Waals radii (�3.0 Å).
Therefore, the total energy of 1aa2 would contain a
considerable amount of non-bonded Pauli repulsion en-
ergy, when not optimized,29 since the �E2 values were


Figure 4. Stable rotamers for the trans isomer of 3-DACH
(1, R¼H) and 3-DAMCH (2, R¼CH3), obtained at the
B3LYP/6–311þg** level


Figure 5. PES for the 1aa1 rotamer: (a) at the B3LYP/6–
311þg** level and (b) at the HF/6–311þg** level
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larger for B3LYP/6–311þg** and MP2/6–31þg**
because, at these levels, the d(N � � �O) values were the
smallest. Averaged values, presented in Table 8, suggest
that the best value for the strength of IAHB, for cis-3-
DACH, is near 5.74 kcal mol�1.


CONCLUSION


The results describing the concentration effects underline
the importance of using dilute solutions in studies of
conformational equilibria for compounds that exhibit
substituents that can form intermolecular hydrogen
bonds, to allow the discrimination from intramolecular
hydrogen bonds.


Studies of the solvent effects showed that the solvent
basicity may be more important than the solvent polarity,
as measured by the dielectric constant, and that the
increase in the solvent basicity can shift the conforma-
tional equilibrium from a diaxial conformer (stabilized by
IAHB) towards the diequatorial conformer (stabilized by
IEHB), which is more efficiently solvated.


The conformational equilibrium for cis-3-DACH is
shifted from the 1aa conformer (64% in C6D12), stabi-
lized by IAHB, to the 1ee conformer (89% in DMSO),
owing to the solvent basicity, which leads to more
solvated species. A similar effect is observed on changing
the concentration, since the 1aa conformer is more
stable at low concentration (57% in 0.01 M CCl4), but
the increase in concentration leads to predominance of
the 1ee conformer (70% in 0.40 M CCl4), owing to
prevalence of the IEHB over the IAHB effect.


The coupling constant values, for cis-3-DAMCH,
showed that it occurs mostly as the diequatorial confor-
mer (2ee), in all solvents studied, which must be true for
any 1,3-disubstituted cyclohexane, when no other effects
are present, such as the formation of an IAHB, owing to
the 1,3-diaxial steric effect. The coupling constant values
for the trans isomer of 3-DACH and of 3-DAMCH
showed that the corresponding conformational equilibria
are not affected by the solvent, but are also determined by
the steric effect.


The PCMODEL program gave very good coupling
constants for the qualitative analysis of energy changes


in the conformational equilibrium of the studied com-
pounds, which are in very good agreement with the values
calculated at the B3LYP/6–311þg(d,p) level.


The agreement for the hydrogen bond energy, at
several theory levels, using an optimized geometry, for
cis-3-DACH (average value 5.74 kcal mol�1) suggests
that optimization of the reference structure is very im-
portant for the estimation of IAHB for 1,3-disubstituted
cyclohexanes.


EXPERIMENTAL


The 1H NMR spectra for the study of solvent and
concentration effects were recorded on a Varian INOVA
500 spectrometer, with a probe temperature of 20 �C,
operating at 499.88 (1H) and 125.70 MHz (13C). Spectra
were recorded at concentrations of 0.05 M for the solvent
effect and at 0.01–0.40 M in CDCl3 and in CCl4
(CCl4:C6D6¼ 9:1, the latter for the deuterium lock)
solutions. In all cases, SiMe4 (TMS) was used as internal
reference. The spectral windows ensured a digital resolu-
tion of at least 0.04 Hz per point, and zero-filling helped
to define lineshapes further. Most FIDs were processed
with Gaussian multiplication, typically of gf¼ 0.25 and
0.35 for spectral resolution improvement. The typical
conditions for 1H spectra were 128 transients, 32 K data
points, pulse width 37�, sweep width �3000 Hz and
acquisition time (AT) �2.7 s; and for 13C NMR spectra
1024 transients, 32 K data points, pulse width 45 �, sweep
width �10 000 Hz and AT 1 s. Assignments of the signals
in the 1H and 13C NMR spectra of 1 and 2 were
performed through gCOSY and HSQC experiments.
Optimized geometries were computed at the B3LYP
levels of theory, using the 6–311þG** basis sets. The
strengths of IAHB were computed at the Hartree–Fock
(HF) and B3LYP levels of theory, using the 6–31G** and
6–311þG** basis sets, and the MP2/6–31þg** level.
The PES were obtained at the HF and B3LYP levels with
6–311þG** basis sets, by changing the C6—C1—O—H
dihedral angle for the 1aa1 rotamer by 10� until complet-
ing 360�. For each 10� the structure was optimized.


Cis- and trans-3-DACH (1). A 70 ml volume of 40% di-
methylamine (0.60 mol) was placed in a round-bottomed


Table 8. Relative energies for the cis-3-DACH conformer 1aa1, in comparison with 1aa2, with (�E1) and without (�E2)
geometry optimization of conformer 1aa2, and N � � �O distance for conformer 1aa2, with and without geometry optimization


Theory level �E1 (kcal mol�1) �E2 (kcal mol�1) d(N � � �O)a d(N � � �O)b


HF/6–31g** 5.28 8.71 3.126 2.892
HF/6–311þg** 4.70 7.89 3.153 2.924
B3LYP/6–31g** 6.25 10.51 3.141 2.819
B3LYP/6–311þg** 5.57 9.58 3.173 2.851
MP2/6–31þg** 6.89 10.56 3.036 2.793
Average values 5.74 9.45 3.123 2.856


a In Å for the optimized conformer.
b In Å for the conformer not optimized.
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flask fitted with magnetic stirrer, 20 g (0.20 mol) of 2-
cyclohexen-1-one were added dropwise and the reaction
mixture was stirred at room temperature for 4 h. The
organic layer was extracted with diethyl ether, dried over
MgSO4, filtered and the solvent was evaporated. The
product obtained (3-N,N-dimethylaminocyclohexanone)
was added dropwise to a three-necked 250 ml round-
bottomed flask, containing a suspension of lithium alu-
minum hydride (4.0 g, 0.10 mol) in tetrahydrofuran
(60 ml), with stirring, at � 10 �C and in a nitrogen
atmosphere. The mixture was allowed to warm to room
temperature and stirred for more 1.5 h. Water was added,
carefully, to destroy excess of lithium aluminum hydride.
The organic layer was separated with diethyl ether, dried
over MgSO4, filtered and the solvent was evaporated. The
product was distilled to give cis- and trans-3-N,N-di-
methylaminocyclohexanol (1), in a ratio of 76:24 (15.4 g,
52%); b.p. 71–73 �C/1.0 mmHg. cis-DACH was purified
by column chromatography using hexane–acetone (1:2)
as eluent and 230–400 mesh silica gel.
cis: 1H NMR (500 MHz, CDCl3), � 3.69 (tt, 7.77, 3.83,


1H), 2.28 (m, 1H), 2.28 (s, 6H), 1.92 (m, 1H), 1.83 (m, 1H),
1.81 (m, 1H), 1.68 (m, 1H), 1.52 (m, 1H), 1.40 (m, 1H),
1.35 (m, 1H), 1.28 (m, 1H). 13C NMR (500 MHz,
CDCl3), � 69.3, 61.6, 42.1, 36.4, 35.0, 27.9, 20.0.
trans: 1H NMR (500 MHz, CDCl3), � 4.18 (m, 1H),


2.64 (tt, 10.57, 3.42, 1H), 2.25 (s, 6H), the remaining
signals could not be assigned, since it was not possible
obtain the pure trans isomer. 13C NMR (500 MHz,
CDCl3), � 66.7, 58.1, 41.4, 36.0, 33.0, 27.6, 19.6.


3-N,N-Dimethylaminoanisole. A 5.0 g (46 mmol) amount
of 3-aminophenol and 70 ml of dry THF were placed in a
two-necked 125 ml round-bottomed flask, fitted with a
calcium chloride protected reflux condenser, a dropping
funnel and magnetic stirrer. Then 4.4 g (0.18 mol) of
sodium hydride were added and the reaction mixture
was stirred at room temperature for 1.5 h. The reaction
mixture was cooled to 0 �C and 19.6 g (0.14 mol) of
methyl iodide, in 25 ml of dry THF, were gradually
added. The ice-bath was removed and stirring continued
for 1.5 h, under reflux. The solution was cooled to 20 �C
and water was gradually added to the reaction flask to
destroy the excess of NaH. The organic layer was
separated with diethyl ether, dried over MgSO4, filtered
and the solvent was evaporated. The product was distilled
to give 3-N,N-dimethylaminoanisol (5.9 g, 85%); b.p. 82–
84 �C/5 mmHg.


cis- and trans-3-DAMCH (2). A 2.0 g amount of 3-N,N-
dimethylaminoanisole in 15 ml of tert-butyl alcohol was
hydrogenated, in a 100 ml autoclave, in the presence of
0.5 g of rhodium oxide catalyst, Rh(Ox)Li, at 60 �C,
under a hydrogen pressure of 500–700 psi. The reduction
was allowed to proceed for 6 h. The catalyst was filtered
and the clear solution was concentrated to give cis- and
trans-3-N,N-dimethylamino-1-methoxycyclohexanol (2)


in a ratio of 93:7 (1.7 g, 82%). cis-DAMCH was purified
by column chromatography, using hexane as eluent and
230–400 mesh silica gel.
cis: 1H NMR (500 MHz, CDCl3), � 3.13 (tt, 10.89,


3.45, 1H), 3.36 (s, 3H), 2.27 (s, 6H), 2.26 (m, 1H), 2.06
(m, 1H), 1.85 (m, 1H), 1.82 (m, 1H), 1.21 (m, 1H), 1.15
(m, 1H), 1.12 (m, 1H), 1.06 (m, 1H). 13C NMR
(500 MHz, CDCl3), � 79.0, 61.9, 55.7, 41.3, 34.4, 31.7,
27.6, 22.2.
trans: 1H NMR (500 MHz, CDCl3), � 3.62 (m, 1H),


3.31 (s, 3H), 2.52 (tt, 10.80, 4.06, 1H), 2.26 (s, 6H); the
remaining signals could not be attributed, because the
trans isomer was present in only a very small amount in
the mixture.


Catalysts. Rhodium oxide catalyst, Rh(Ox)Li, was
prepared by lithium nitrate fusion with rhodium chloride
trihydrate, as described by Nishimura et al.30
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ABSTRACT: A series of N-substituted phenyl-2-thienyl ketones including 2-(4-fluorobenzoyl)thiophene (FLBT, 1a),
2-(4-piperidinobenzoyl)thiophene (PIBT, 1b), 2-(4-morpholinobenzoyl)thiophene (MOBT, 1c), 2-(4-thiomorpholi-
nobenzoyl)thiophene (THBT, 1d), 2-(4-phenylpiperazinobenzoyl)thiophene (PHBT, 1e), 2-(4-pyrrolidinobenzoyl)-
thiophene (PYBT, 1f), 2-(4-hydroxyethylpiperazinobenzoyl)thiophene (HYBT, 1g), 1,4-bis(4-benzoyl-2-thienyl)pi-
perazine (BBTP, 2) and 1,6-bis(4-benzoyl-2-thienyl)-N,N’-dimethylhexamethylenediamine (BBDA, 3) have been
investigated regarding solvatochromism and solid-state structure. Solvatochromic properties have been analyzed
using the Kamlet–Taft linear solvation energy relationship. The influence of the dipolarity/polarizability (�*) and
hydrogen-bond acidity (�) of the solvent, respectively, on the portions of the bathochromic UV–Vis band shift as a
function of substituent is discussed. The solid-state structures of 1b (C16H17NOS), 1c (C15H15NO2S) and 1f
(C15H15NOS) have been determined by single-crystal x-ray structure analysis. Crystallochromic effects are discussed
comparatively with regard to the linear solvation energy relationships and the results of the solid-state structures.
Copyright # 2005 John Wiley & Sons, Ltd.


KEYWORDS: LSE correlations; heteroaromatic ketones; solvatochromism; substituent effects; solid-state structures;


thiophenes; x-ray crystal structure analysis


INTRODUCTION


The search for organic compounds that are suitable for
defined nano-aggregation with quantum effects remains
empirical and still requires a lot of conceptual work, as
shown by recent activities.1–4 It seems that the use of non-
symmetrically arranged organic substituents, which are
associated with a significant change in the physical
properties, is required to achieve structural transition
from a single molecule to a nanocrystal.


For this purpose, organic chromophores have been
investigated because optical properties related to size
effects can be measured readily and reproducibly. In
order to achieve a quantum leap in the construction of
this type of condensed phase, highly polarizable organic
molecules are needed that show significant changes in
colour as a function of environmental influences. It is


therefore of importance to establish correlations between
structural parameters of organic solids and optical prop-
erties as a function of structure variations.5–15 Some of
the results in this area are obtained by our group using
dipolar aromatic aminoketones of furan and thiophene
derivatives that are functionalized in the periphery of the
molecule.5


Similar compounds have a wide range of application in
the field of non-linear optical materials and nanotechnol-
ogy devices.6–8 Because the ground-state aromaticity of
the thiophene is lower than that of 4-N,N-dimethylami-
nophenyl, and the solubility of thiophenes is usually
higher than that of the parent benzene compounds,
much attention has been paid recently to chromophoric
and solvatochromic compounds that contain thiophene
moieties.5–9


Michler’s ketone derivatives appeared to be particu-
larly attractive because they can be synthesized readily
from 4,4’-difluorobenzophenone and secondary amines
under mild reaction conditions.15–17 Furthermore, these
types of compounds have been investigated widely
because of their solvatochromic and photophysical prop-
erties15–25 as well as their use as precursors for producing
di- and triphenylmethylium ions.26–28
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In this paper we report on the synthesis of compounds
1(d–g), 2 and 3 and their spectroscopic characteristics,
which are compared with those of 1a, 1h {[4-di
(2-acetoxyethyl)aminophenyl]-2-thienylmethanone, Thi
(OAc)2}5 and 1i {[4-di(2-hydroxyethyl)aminophenyl]-2-
thienylmethanone, Thi(OH)2}5, from previous work
(Schemes 1 and 2). The linking of two identical solvato-
chromic chromophors by a rigid (piperazine) or a flexible
(N,N’-dimethylhexamethylenediamine) spacer was also
used as a model to study both the influence of molecular
dipolarity and the flexibility of the chromophoric moi-
eties on each other (Scheme 2).


To quantify the environmental effects on the optical
properties of these compounds, the well-established
and accepted Kamlet–Taft linear solvation energy


(LSE) relationship has been used.29–39 The simplified
Kamlet–Taft equation applied to single solvatochromic
shifts, XYZ ¼ 1=�max ¼ ~vvmax(probe),32,36–39 is given in
Eqn (1):


XYZ ¼ ðXYZÞ0 þ a�þ b� þ sð�� þ d�Þ ð1Þ


where (XYZ)0 is the solute property of a reference
system, e.g. a non-polar medium, � describes the hydro-
gen-bond donating (HBD) ability, � describes the
hydrogen-bond accepting (HBA) ability, �* is the dipo-
larity/polarizability of the respective solvent, � is a
polarizability correction term (which is 1.0 for aromatic,
0.5 for polyhalogenated and zero for aliphatic solvents)
and a, b, s and d are solvent-independent regression


Scheme 1. The heteroaromatic ketones 1(a–g) used in this work. Compounds 1 h and 1i were taken from Ref. 5 for comparison
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coefficients.32,37,38 The objective of this work is to
investigate the influence of the substituents on the dipo-
larity and basicity of the target compounds and how these
effects can be measured by the LSE relationship.


RESULTS AND DISCUSSION


Solvatochromic measurements


The UV–Vis absorption spectra of the solvatochromic
UV–Vis band (the longest-wavelength band of the �–�*
transition) of compounds 1(a–g), 2 and 3 have been
measured in 37 various solvents at 293 K and the spectro-
scopic results are summarized in Table 1.


A representative UV–Vis spectral series for compound
1f in five different solvents is shown in Fig. 1(a) and a
collection of UV–Vis spectra for every compound stu-
died, measured in 1,4-dioxane, is shown in Fig. 1(b).


The UV–Vis absorption band for PIBT, MOBT, THBT,
PHBT, PYBT, HYBT 1(b–g), BBTP (2) and BBDA (3)
undergoes a significant bathochromic shift of the long-
wavelength UV–Vis band with increasing solvent polarity
from cyclohexane to water (Table 1). According to
Michler’s ketone, the 2-thienyl aminophenyl ketones
also show a positive solvatochromism that is significantly


a function of the dipolarity/polarizability and HBD abil-
ity of the solvent. Compared with other compounds, for
1a and 1g the extent of the positive solvatochromic shift
is smaller.


Because unprecedented UV–Vis absorption band shifts
as a function of solvent polarity are obtained for 1a and
1g, the solvatochromism of these compounds will be
discussed separately (vide infra).


Results of the multiple square analyses of the measured
~vvmax values of the 2-thienyl aminophenyl ketones with the
Kamlet–Taft solvent parameters are summarized in Table
2 (the empirical Kamlet–Taft solvent parameters were
taken from the literature40 according to previous work).
The ~vvmax values measured in formic acid for all com-
pounds were excluded from the solvatochromic LSE
correlations because chemical alteration (protonation at
the amino nitrogen atom) takes place.


The calculated LSE relationship is of high quality, as
indicated particularly by correlation coefficients of 0.90
for special mathematical functions of ~vvmax with �, � and
�*, respectively.


Multiple square analyses for compounds 1(b–f), 2 and
3 show that the influence of the � term can be ignored
because of the smaller value of coefficient b and the high
error in this value. However, the effect of � on ~vvmax for 1a
and 1g is more pronounced and significantly evident.


It should be emphasized at this point that the solvato-
chromic properties of compounds 2 and 3 fit well into this
concept, showing the importance of the individual chro-
mophoric system for the respective solvatochromic prop-
erty. The long-wavelength UV–Vis absorption maximum
of compound 2 (Table 2) ranges from �max¼ 328 nm in
triethylamine to �max¼ 396 nm in 1,1,1,3,3,3-hexafluor-
oisopropanol (HFIP), corresponding to ��¼þ68 nm
(�~vvmax ¼ �5240 cm�1), whereas in the case of com-
pound 3 the shift ranges from �max¼ 345 nm in triethyl-
amine to �max¼ 407 nm in HFIP, corresponding to
��¼þ62 nm (�~vvmax ¼ �4500 cm�1). Thus, these com-
pounds show the same solvatochromic effect as found for
monosubstituted 2-thienyl aminophenyl ketones, which
means that the solvatochromism of the bichromophoric
compound can be treated like that containing a single
chromophore.


The specific solvation of the HBD solvent at the HBA
substituent 2-hydroxyethyl piperazine compensates for
the influence of HBD attack at the carbonyl oxygen on
the extent of the bathochromic shift.


The best regression fit obtained for compound 1g in 30
solvents is given by Eqn (2) after removing the ~vvmax


values of HBD solvents 1-butanol, acetic acid, forma-
mide, ethane-1,2-diol, benzyl alcohol and water from the
regression analysis.


~vvmax � 10�3 ½HYBT�
¼ 30:321 � 0:552 �� 0:553� � 2:112 ��


r ¼ 0:967 n ¼ 30 SD ¼ 0:170 F < 0:0001


ð2Þ


Scheme 2. Structural formulae of (a) 1,4-bis(4-benzoyl-2-
thienyl)piperazine (BBTP, 2) and (b) 1,6-bis(4-benzoyl-2-
thienyl)-N,N0-dimethylhexamethylenediamine (BBDA, 3)
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It is worth noting that the ~vvmax values of compound 1a in
17 selected solvents (see footnotes of Table 2) correlate
significantly with the single � parameter, as indicated by
the following equation:


~vvmax � 10�3 ½FLBT� ¼ 33:766 � 2:164 �


r ¼ 0:818 n ¼ 17 SD ¼ 0:454 F < 0:0001
ð3Þ


On increasing the Hammett �þ
p -substituent constant,26


an increase of a is expected.41 This would indicate an
increase in the basicity of the carbonyl oxygen atom.
The value of coefficient a decreases in the order:
BBTP> PIBT> PYBT>BBDA>THBT>Thi(OAc)2


>PHBT>MOBT>Thi(OH)2> FLBT>HYBT (see
Table 2 and Ref. 5), which is roughly in line with the
electron donor strength of the substituents.26


This result, in accordance with our previous stu-
dies,15,16 shows that nitrogen-linked CH2CH2OH groups
in the periphery of the chromophore cause an increase
of the positive mesomeric effect when interacting with
HBA solvents. The significant influence of the � term
(HBA solvent property) compared with the HBD term of
the solvent on the bathochromic shift of the UV–Vis band
indicates qualitatively a different solvation. In strong
HBD solvents, such as water, acetic acid and HFIP, a
strong hypsochromic shift of the UV–Vis band is ob-
served, which shows that the positive mesomeric effect of


Table 1. UV–Vis absorptionmaxima of compounds 1(a-g), 2 and 3 measured in 37 solventsa of different polarity and hydrogen
bond ability


Solvent ~vvmax 1a ~vvmax 1b ~vvmax 1c ~vvmax 1d ~vvmax 1e ~vvmax 1f ~vvmax 1g ~vvmax 2 ~vvmax 3
(103 cm�1) (103 cm�1) (103 cm�1) (103 cm�1) (103 cm�1) (103 cm�1) (103 cm�1) (103 cm�1) (103 cm�1)


Formic acid 30.86 30.03 30.03 30.49 28.33 31.15 28.09 29.15 30.77
Triethylamine 33.22 29.24 30.21 29.67 30.03 28.65 29.67 30.49 29.07
Cyclohexane 33.44 29.15 30.40 29.76 30.12 28.82 30.12 30.03 28.90
Diethyl ether 31.65 29.07 30.03 29.33 29.41 28.41 29.50 29.41 28.49
Tetrachloromethane 33.67 28.82 29.94 29.15 29.59 28.09 29.67 29.50 28.33
Ethyl acetate 34.01 28.57 29.67 28.90 29.41 27.93 29.24 28.90 28.09
p-Xylene 33.00 28.49 29.50 28.82 29.24 27.86 29.24 28.99 28.17
Toluene 33.56 28.41 29.24 28.65 29.15 27.78 29.15 28.90 28.09
1,4-Dioxane 33.78 28.41 29.50 28.57 29.24 27.86 29.07 28.82 28.01
1,2-Dimethoxyethane 33.44 28.41 29.41 28.57 29.15 27.78 29.07 28.65 27.93
Tetrahydrofuran 33.00 28.33 29.41 28.57 29.15 27.78 28.99 28.57 27.93
Benzene 33.56 28.25 29.33 28.49 28.99 27.62 29.07 28.65 27.93
Acetone 30.03 27.93 28.90 28.33 28.57 27.40 28.65 28.17 27.55
Acetonitrile 33.11 27.78 28.99 28.25 28.82 27.32 28.57 28.01 27.32
Anisole 30.86 27.78 28.65 27.93 27.93 27.40 28.57 28.01 27.47
1,2-Dichloroethane 33.67 27.62 28.99 28.17 28.65 27.03 28.57 28.09 27.25
Dichloromethane 33.56 27.55 28.99 28.17 28.65 26.95 28.57 28.17 27.25
N,N-Dimethylacetamide 33.44 27.55 28.65 27.86 28.41 27.03 28.25 27.70 27.03
1-Decanol 31.15 27.47 28.90 28.01 28.49 26.88 28.49 27.78 27.03
Chloroform 33.67 27.47 29.07 28.17 28.65 26.88 28.82 28.17 27.17
Ethanol 31.35 27.47 28.49 27.62 28.17 26.67 28.09 27.47 26.81
Tetramethyl urea 30.96 27.47 28.57 27.78 28.01 26.88 27.86 27.62 27.03
N,N-Dimethylformamide 33.44 27.47 28.65 27.86 28.33 26.88 28.17 27.70 27.03
Pyridine 32.05 27.40 28.41 27.78 28.25 26.81 28.09 27.78 26.95
4-Butyrolactoneb 31.15 27.32 28.33 27.78 28.17 26.74 27.86 27.40 26.88
Benzonitrile 30.86 27.32 28.41 27.70 28.17 26.67 28.09 27.55 26.88
1-Butanol 31.35 27.25 28.49 27.47 28.01 26.60 27.93 27.25 26.74
1,1,2,2-Tetrachloroethane 33.56 27.03 28.65 27.78 28.25 26.60 28.25 27.70 26.81
Methanol 33.67 27.03 28.57 27.47 28.09 26.53 28.09 27.32 26.67
Dimethylsulfoxide 33.44 27.03 28.25 27.40 27.93 26.60 27.78 27.17 26.67
Acetic acid 33.78 26.88 28.49 27.40 28.82 26.25 29.85 27.25 26.46
Formamide 32.89 26.46 27.78 26.81 27.40 25.91 29.15 26.60 26.04
Ethane-1,2-diol 33.67 26.39 27.70 26.81 27.40 25.97 29.15 26.67 26.11
Benzyl alcohol 30.21 26.32 27.62 26.74 27.17 25.77 27.47 26.53 26.04
2,2,2-Trifluoroethanol 31.25 25.91 27.78 26.74 27.55 25.38 27.70 26.39 25.58
1,1,1,3,3,3-Hexafluoro- 31.06 24.57 26.95 26.04 26.74 24.21 28.17 25.25 24.57
2-propanol
Water 33.33 c 28.65 c c c 29.24 c c


a The �, � and �* values for all solvents were taken from Ref. 47.
b Solvatochromic parameters for this solvent were taken from Ref. 39.
c The probe is insoluble in this solvent.
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the nitrogen atom at the aromate in compound 1g is
suppressed. Generally, the results are in accord with the
LSE results for Michler’s ketone.


X-ray crystal structure analysis of compounds
1b, 1c and 1f


X-ray structure analyses have been determined for com-
pounds 1b, 1c and 1f. The crystallographic data are listed


in Table 3 and the solid-state structures of compounds 1b,
1c and 1f are shown in Figs 2–4. Compound 1b crystal-
lizes from ethyl acetate at 50 �C as yellow plates (see
Experimental section) in the monoclinic space group P21,
with a¼ 640.63(9), b¼ 770.85(10) and c¼ 1427.56(19)
pm, �¼ 99.235(3)�, V¼ 695.83(16)� 106 pm3 and Z¼ 2
(Fig. 2).


Molecule 1c crystallizes from a saturated ethyl acetate
solution at 50 �C as light-yellow rods in the triclinic
space group P-1, with a¼ 1004.74(8), b¼ 1067.73(9)


Figure 1. The UV–Vis absorption spectra of 10�5mol l�1 solutions of (a) compounds 1f in different solvents, i.e. cyclohexane
(CH), diethylether, benzene, ethyl alcohol (EtOH), and 1,1,1,3,3,3-hexafluoro-2-propanol (HFIP), and (b) compounds 1(a–g), 2
and 3 in 1,4-dioxane
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and c¼ 1318.61(11) pm, �¼ 76.086(2), �¼ 85.300(2),
�¼ 85.476(2)�, V¼ 1365.90(2)� 106 pm3 and Z¼ 4
(Fig. 3).


Compound 1f crystallizes from a chloroform–ethyl
acetate (1:2) mixture at 25 �C as yellow blocks in the
monoclinic space group P21, with a¼ 628.75(8), b¼
747.12(10) and c¼ 1393.91(18) pm, �¼ 99.031(3)�,
V¼ 646.67(15)� 106 pm3 and Z¼ 2 (Fig. 4).


The N1—C9 interatomic distance in compound 1f is
smaller [135.6(3) pm] than the N1—C9 length in com-
pound 1b [138.8(3) pm], indicating a stronger conjuga-
tion of the lone pair of electrons at the nitrogen atom with
the benzene ring in compound 1f. However, the N1—C9
separation in compound 1c is the longest one [139.2(2)


pm] and this is due to the more electronegative oxygen
atom of the morpholino group. This result is in accor-
dance with the UV–Vis spectroscopic results of these
compounds in solution. A bathochromic shift is observed
in the order of 1f> 1b> 1c using the same solvent. The
strong participation of the carbonyl group in two hydro-
gen bonds results in an elongation of the C——O distance
in compound 1i [dC——O¼ 124.76(14) pm]5 in comparison
with compounds 1b [dC——O¼ 124.00(3) pm] 1c [dC——O


¼ 122.90(19) pm] and 1f [dC——O¼ 122.8(2) pm], where
no hydrogen bond to the oxygen atom of the carbonyl
group occurs. In compound 1f, the C4—C5—C6 angle
[�¼ 120.24(16)�] is less than that in compound 1b
[�¼ 121.4(2)�] or compound 1c [�¼ 121.03(14)�].


Table 2. Values of the solvent-independent correlation coefficients a, b and s of the Kamlet–Taft parameters �, � and �*,
respectively. The solute property of a reference system (XYZ)0, standard deviation (SD), significance (F) and number of solvents
(n) for the solvatochromism of compounds 1(a–g), 2 and 3


Compound (XYZ)0 a b s r SD Probe>F n


1a 33.372 �0.523 �0.973 �0.283 0.323 1.219 0.3108 36a


33.293 — �0.941 �0.446 0.238 1.232 0.3818 36a


33.707 �1.019 �1.514 0.041 0.882 0.340 0.0002 17b


33.766 — �2.164 — 0.818 0.454 <0.0001 17b


33.642 — �0.896 �0.703 0.334 1.076 0.3451 21c


1b 29.465 �1.390 0.287 �2.384 0.973 0.233 <0.0001 35d


29.553 �1.395 — �2.335 0.970 0.243 <0.0001 35d


29.546 — 0.170 �2.485 0.974 0.168 <0.0001 21c


29.579 — — �2.429 0.972 0.169 <0.0001 21c


1c 30.419 �0.811 �0.114 �1.916 0.912 0.324 <0.0001 36a


30.384 �0.809 — �1.935 0.911 0.320 <0.0001 36a


30.585 — �0.090 �2.226 0.967 0.178 <0.0001 21a


30.568 — — �2.255 0.966 0.175 <0.0001 21c


1d 29.905 �1.117 �0.141 �2.264 0.981 0.169 <0.0001 35d


29.862 �1.114 — �2.288 0.980 0.171 <0.0001 35d


29.903 — �0.023 �2.371 0.983 0.132 <0.0001 21c


29.899 — — �2.379 0.983 0.128 <0.0001 21c


1e 30.295 �0.875 �0.183 �2.182 0.929 0.302 <0.0001 35d


30.240 �0.872 — �2.214 0.927 0.301 <0.0001 35d


30.278 — �0.082 �2.244 0.941 0.243 <0.0001 21c


30.262 — — �2.271 0.941 0.238 <0.0001 21c


1f 28.870 �1.361 0.198 �2.291 0.976 0.214 <0.0001 35d


28.930 �1.365 — �2.258 0.974 0.218 <0.0001 35d


28.961 — 0.136 �2.434 0.981 0.141 <0.0001 21c


28.987 — — �2.390 0.980 0.142 <0.0001 21c


1g 29.916 �0.139 �0.548 �1.451 0.640 0.539 0.0007 36a


29.895 — �0.539 �1.494 0.631 0.536 0.0002 36a


30.324 — �0.443 �2.187 0.974 0.163 <0.0001 21c


30.239 — — �2.332 0.960 0.196 <0.0001 21c


2 30.343 �1.411 �0.165 �2.860 0.975 0.250 <0.0001 35d


30.293 �1.408 — �2.888 0.974 0.251 <0.0001 35d


30.412 — �0.002 �3.111 0.974 0.214 <0.0001 21c


30.412 — — �3.112 0.974 0.209 <0.0001 21c


3 29.139 �1.331 0.057 �2.351 0.979 0.200 <0.0001 35d


29.156 �1.332 — �2.341 0.979 0.198 <0.0001 35d


29.227 — 0.039 �2.514 0.979 0.157 <0.0001 21c


29.234 — — �2.502 0.978 0.153 <0.0001 21c


a The ~vvmax values for formic acid are excluded.
b The ~vvmax values for triethylamine, cyclohexane, tetrachloromethane, p-xylene, toluene, 1,2-dimethoxyethane, tetrahydrofuran, benzene, acetonitrile, 1,2-
dichloroethane, dichloromethane, chloroform, ethanol, pyridine, 1-butanol, 1,1,2,2-tetrachloroethane and formamide are used for the correlation.
c Solvents with �¼ 0 are used in the correlation.
d See footnotes c in Table 1 and a in Table 2.
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These differences are due to a comformation change
induced the by N-substituent effect at the 4-position of
the phenyl ring.


The torsion angles for compound 1b resemble
�24.8(4)� (C8—C9—N1—C12) and 155.9(3)� (C10—
C9—N1—C12), whereas in compound 1f the values are
7.4(3)� (C10—C9—N1—C15) and �171.9(2)� (C8—
C9—N1—C15). These data demonstrate that the term-
inal piperidino group in compound 1b is tilted more than
the terminal pyrrolidino group in compound 1f with
respect to the 2-benzoyl thiophene moiety. This result
also explains the larger electron-donating density of 1f
compared with 1b.


In the solid-state, the piperidino phenyl, morpholino
phenyl and pyrrolidino phenyl groups in compounds 1b,
1c and 1f are twisted in a different way around the planar
ketone substituent C4—C5—O1—C6, indicated by tor-
sional angles for O1—C5—C6—C7 and O1—C5—C6—
C11 of 14.2(4)� and �162.6(3)� in compound 1b,
26.7(2)� and �152.26(17)� in compound 1c and
163.5(2)� and �13.1(3)� in compound 1f. Hence, the
piperidino, morpholino and pyrrolidino phenyl entities
are bent with respect to the carbonyl plane. Thus, the
conformational differences of compounds 1b, 1c and 1f
in the solid-state seem responsible for the differences in
the UV–Vis reflectance spectra of these molecules (vide
infra).


Also, the thienyl group is twisted in compounds 1b, 1c
and 1f around the planar ketone substituent, with differ-
ent values for the torsional angles of S1—C4—C5—O1
and C3—C4—C5—O1: 29.9(3) and �145.9(3) in com-
pound 1b, 13.0(2) and �162.6(6) in compound 1c and
�34.1(3) and 142.5(2) in compound 1f. The sulfur atom
and the carbonyl oxygen in all x-ray structures are
oriented toward the same side, in agreement with the
conformational studies on, for example, 2-benzoyl thio-
phene.42


The C5—C6 interatomic distances in compounds 1b
[147.1(3) pm] and 1f [146.5(3) pm] and the C1—C6
distances in compound 1i [145.5(15) pm] are smaller than
the C4—C5 interatomic distances of 148.2(4) and
147.9(3) pm for 1b and 1f and the C1—C2 distance in
1i [147.5(15) pm]. However, in compound 1c the C5—C6
distance [148.4(2) pm] is longer than the C4—C5 dis-
tance [146.9(2) pm]. This indicates that the extent of �-
conjugation with the carbonyl is higher for the phenylene
group than the thienyl group in compounds 1b, 1f and 1i.
Conformational studies on 2-benzoylthiophene have
shown that the extent of �-conjugation with the carbonyl
is higher for the heteroaromatic ring,42 which explains
the influence of the N-substituent on the resonance
structure of the heteroaromatic aminoketones.


The crystal packing diagrams for compounds 1b, 1c
and 1f are shown in Figs 3(b), 4(b) and 5(b). A significant


Table 3. Crystal data, details of the data collection and structure analysis of compounds 1b, 1c and 1f


1b 1c 1f


Crystal color, shape Yellow, plate Light yellow, rod Yellow, block
Crystal size (mm) 0.4� 0.3� 0.05 0.7� 0.4� 0.3 0.7� 0.4� 0.05
Empirical formula C16H17NOS C15H15NO2S C15H15NOS
Chemical formula C16H17NOS C15H15NO2S C15H15NOS
Formula weight 271.37 273.34 257.34
Crystal system Monoclinic Triclinic Monoclinic
Space group P21 P-1 P21


Unit cell dimensions (pm), a¼ 640.63(9) a¼ 1004.74(8) a¼ 628.75(8)
with angles ( �) in parentheses b¼ 770.85(10) b¼ 1067.73(9) b¼ 747.12(10)


c¼ 1427.56(19) c¼ 1318.61(11) c¼ 1393.91(18)
�¼ 90 �¼ 76.086(2) �¼ 90


�¼ 99.235(3) �¼ 85.300(2) �¼ 99.031(3)
�¼ 90 �¼ 85.476(2) �¼ 90


Volume (106 pm3) 695.83(16) 1365.90(2) 646.67(15)
Z 2 4 2
Density (calculated) (g cm�3) 1.295 1.329 1.322
Absorption coefficient (mm�1) 0.224 0.234 0.237
F(000) 288 576 272
Goodness-of-fit on F2 0.949 1.022 1.016
Collected reflections 5378 9603 5713
Independent reflections 2747 5321 2560
� range for data collection ( �) 1.45–26.02 1.59–25.93 2.96–26.09
Completeness to maximun �(%) 99.9 99.7 99.9
Index ranges �7� h� 7, �9� k �12� h� 12, �12� k �7� h� 7, �9� k


� 9, 0� 1� 17 � 13, 0� 1� 17 � 9, 0� 1� 17
Final R indices R1/wR2 [I� 2�(I)] 0.0418/0.0860 0.0401/0.0991 0.0334/0.0726
R indices R1/wR2 (all data) 0.0714/0.0951 0.0613/0.1110 0.0484/0.0785
Max./min. electron density 0.141/�0.163 0.166/�0.205 0.101/�0.160
(10�6 electron� pm�3)
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change was observed in the unit cell lengths and unit cell
volumes due to the substituent effect. Moreover, the
crystal system is changed in compound 1c (triclinic) in
comparison with compounds 1b and 1f, which are both
monoclinic. The unit cell of compound 1c contains two
geometrically similar but crystallographically indepen-
dent molecules and the interatomic bond distances and
angles are identical within standard derivations for both
molecules.


The UV–Vis diffuse reflectance spectra of crystal
powders of compounds 1(a–g), 2 and 3


The UV–Vis reflectance spectra of compounds 1(a–g), 2
and 3 are depicted in Fig. 5. The UV–Vis absorption
bands are, however, broad and exhibit fine structures.
This phenomenon could be due to coupling of the
fundamental �–�* electronic transition with vibrational
levels of the excited-state43a or Davydov splitting of the
exciton levels.43b–e


Although compounds 1(a–g) show only a single UV–
Vis band in the longest-wavelength region (�max ¼ 336,
354, 358, 347, 349, 351 and 351 nm for 1a, 1b, 1c, 1d,
1e, 1f, and 1g, respectively), compounds 2 and 3 show
two UV–Vis bands at 366 and 443 nm for 2 and at 338
and 394 nm for 3. The �max value in the solid-state is
even blue-shifted by 13–62 nm (see Table 1 and Fig. 5)
compared with the absorption spectra of the 1(b–f)
solutions in the strongest polar solvent HFIP. This
result can be explained by Kasha’s molecular exciton
theory.43 The interaction of parallel out-of-phase
transition dipoles leads to an energy level lower than
that of the isolated molecules, whereas the interaction
of parallel in-phase transition dipoles leads to a higher
energy level. Transition from the ground state to
the lower exciton state (out-of-phase) is forbidden,
whereas transition from the ground state to the higher
exciton state (in-phase) is allowed. These parallel
transition dipoles therefore cause the blue-shifted
absorption bands.


As can be seen from Fig. 5, compound 2 exhibits a
red-shifted UV–Vis absorption band maximum in com-
parison with compound 3. This result is attributed to the
through-space interaction between the two chromo-
phores in the solid-state structure of compound 2.15


However, this type of interaction is not found in
compound 3 and the presence of the second band in
compound 3 is likely to be attributed to the presence of
strong intermolecular �–� stacking interactions in the
solid-state between the aromatic moieties that is re-
sponsible for minimizing the electrostatic energy.43c


The charge-transfer transitions may contribute to this
new UV–Vis absorption band.


CONCLUSION


The synthesis of novel carbonyl-spaced solvatochromic
chromophores has been carried out and their solvatochro-
mic properties in solution and the solid-state structure of
compounds 1b, 1c and 1f have been determined. The
solvent influence on the position of the solvatochromic
UV–Vis absorption band depends on the nature (polarity,
basicity and sterical requirements) of the (þM)-substitu-
ent. The stronger the (þM)-effect of the substituent, the
larger is the extent of the solvatochromic effect induced
by the HBD capacity of the solvent. In non-HBD sol-
vents, the value of coefficient s decreases in the order of
2> 3> 1b> 1f> 1d> 1g> 1e> 1c> 1i> 1h> 1a (see
Table 2 and Ref. 5).


These results indicate that the presence of two hetero-
aromatic aminoketone solvatochromic moieties in one
system enhances the influence of the dipolarity/polariz-
ability. Also, as shown from Table 2, the s value is
governed by the nature of the spacer, with s¼�3.112
and �2.502 for compounds 2 (rigid spacer) and 3
(flexible spacer), respectively.


Figure 2. Crystal structure of 2-(4-piperidinobenzoyl)thio-
phene 1b
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EXPERIMENTAL


Materials


Solvents from Merck, Fluka, Lancaster and Aldrich were
redistilled over appropriate drying agents prior to
use.37,44 The 2-(4-fluorobenzoyl)thiophene 1a from Ac-
ros (purity 97%) was crystallized from ethyl acetate–n-
hexane (1:1) before use.


Spectral measurements


The UV–Vis absorption spectra were recorded by means
of a UV–Vis MCS 400 diode-array spectrometer from
Carl Zeiss Jena connected to an immersion cell (TSM 5)
via glass-fiber optics. A diffuse reflectance accessory was
attached to the spectrometer for diffuse reflectance mea-
surements, which were carried out with properly char-
acterized powdered samples, using BaSO4 powder as a
reference.5 The UV–Vis spectra give an average of all


orientations of the crystal powder because diffuse light
was used.


The NMR measurements were recorded at 20 �C on a
Varian GEMINI 300 FT NMR spectrometer operating at
300 MHz for 1H and at 75 MHz for 13C. The signals of the
solvent (CDCl3) were used as internal standards. Electro-
spray ionization mass spectra were obtained with a
Finnigan MATSSQ 710 spectrometer.


Correlation analysis


Multiple regression analysis was performed with the
Origin 5.0 statistic programs.


Crystal Structure Determinations


Crystal data for the structures of compounds 1b, 1c and 1f
are presented in Table 3. Data for all structures were
collected on a Bruker-axs Smart 1K diffractometer at


Figure 3. Crystal structure of 2-(4-morpholinobenzoyl)thiophene 1c
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room temperature using Mo K� radiation
(�¼ 0.71073 Å). The structures were determined by
direct methods using SHELXS 9745 and refined by full-
matrix least-squares procedures on F2 using SHELXL
97.46 All non-hydrogen atoms were refined anisotropi-
cally. A riding model was employed in the refinement of
the hydrogen atom positions of compound 1c. Hydrogen
atom positions in compounds 1b and 1f have been taken
from the difference Fourier map and refined freely.
Refinement of the Flack x parameters47 in compound
1b to �0.01(8) and in compound 1f to 0.03(8), respec-
tively, confirm the right absolute structure for both. In
compound 1c the thiophene and the morpholine groups
are disordered and have been refined to split occupancies
of 0.79/0.21 (S1—C3), 0.68/0.32 (C12—C15), 0.76/0.24
(S2—C18) and 0.30/0.61/0.09 (C27—C30), respectively.
The disordered groups have been aligned with similarity
restraints. Other crystallographic data (excluding struc-
ture factors) for the structures reported in this paper have
been deposited with the Cambridge Crystallographic
Data Center as a supplementary publication (CCDC
numbers: 1b, 255591; 1c, 255589; 1f, 255590). Copies
of the data can be obtained free of charge on application


to the CCDC, 12 Union Road, Cambridge CB2 1EZ, UK
(Fax: þ 44(1223)336-033; E-mail: deposit@ccdc.cam.
ac.uk).


General procedure for preparation of compounds
1(b–g)


A solution of 2-(4-fluorobenzoyl)thiophene 1a (6.22 g,
35 mmol) in anhydrous dimethylsulfoxide (50 ml) was
added at 25 �C to a mixture of the appropriate secondary
amine (piperidine, morpholine, thiomorpholine, phenyl-
piperazine, pyrrolidine, N-hydroxyethylpiperazine)
(35 mmol) and potassium carbonate (9.81 g, 71 mmol)
in the same solvent (70 ml). The mixture was refluxed for
24 h at 140 �C. After cooling to room temperature, the
mixture was poured into ice water and neutralized with
2 N HCl (20 ml). The precipitate was filtered off, washed
with water and crystallized from ethyl acetate–n-hexane
(1:1) to give the pure title compounds 1(b–g).


2-(4-Piperidinobenzoyl)thiophene 1b. Yield (8.35 g,
87.9%), m.p. 127 �C, yellow crystals. C16H17NOS
(271.37) (calc. C, 70.82%; H, 6.3%; N, 5.2%; S, 11.8%;
found: C, 70.6%; H, 6.3%; N, 5.1%; S, 12.0%); MS (ESI),
m/z¼ 272.1 [Mþ þ1]; 1H-NMR (CDCl3): � 7.84 (d,
J¼ 8.79 Hz, 2H, ArH-2,6), 7.62 (d, J¼ 4.4 Hz, 2H, ThH-
30,40), 7.12 (dd, J¼ 3.85, 4.94 Hz, 1H, ThH-50), 6.86 (d,
J¼ 8.79 Hz, 2H, ArH-3,5), 3.36 (t, J¼ 5.49 Hz, 4H,
NCH2), 1.64 (s, broad, 6H, NCH2CH2CH2); 13C-NMR
(CDCl3): � 186.16 (C——O), 154.15 (ArC-4), 144.18
(ThC-20), 133.12 (ArC-2,6), 132.42 (ThC-30), 131.66
(ThC-50), 127.47 (ArC-1), 126.48 (ThC-40), 113.24 (ArC-
3,5), 48.53 (NCH2), 25.27 (NCH2CH2), 24.25
(NCH2CH2CH2).


2-(4-Morpholinobenzoyl)thiophene 1c. Yield (8.85 g,
92.5%), m.p. 114 �C, pale yellow crystals. C15H15NO2S
(273.34) (calc. C, 65.9%; H, 5.5%; N, 5.1%; S, 11.7%;
found: C, 66.0%; H, 5.5%; N, 5.1%; S, 12.0%); MS (ESI),
m/z¼ 274.1 [Mþ þ1]; 1H-NMR (CDCl3): � 7.86 (d,
J¼ 8.79 Hz, 2H, ArH-2,6), 7.62 (d, J¼ 4.4 Hz, 2H, ThH-
30,40), 7.12 (dd, J¼ 3.85, 4.94 Hz, 1H, ThH-50), 6.89 (d,
J¼ 8.79 Hz, 2H, ArH-3,5), 3.84 (t, J¼ 4.94 Hz, 4H,
OCH2), 3.29 (t, J¼ 4.94 Hz, 4 H, NCH2);


13C-NMR
(CDCl3): � 186.35 (C——O), 153.90 (ArC-4), 143.93
(ThC-20), 133.45 (ArC-2,6), 132.86 (ThC-30), 131.45
(ThC-50), 128.14 (ArC-1), 127.58 (ThC-40), 113.28 (ArC-
3,5), 66.47 (OCH2), 47.46 (NCH2).


2-(4-Thiomorpholinobenzoyl)thiophene 1d. Yield (8.75 g,
86.4%), m.p. 85 �C, dark yellow crystals. C15H15NOS2


(289.41) (calc. C, 62.3%; H, 5.2%; N, 4.8%; S, 22.2%;
found: C, 62.2%; H, 5.0%; N, 4.7%; S, 22.0%); MS (ESI),
m/z¼ 290.1 [Mþ þ1]; 1H-NMR (CDCl3): � 7.88 (d,
J¼ 9.00 Hz, 2H, ArH-2,6), 7.66 (d, J¼ 4.4 Hz, 2H, ThH-
30,40), 7.15 (dd, J¼ 3.85, 4.94 Hz, 1H, ThH-50), 6.87 (d,


Figure 4. Crystal structure of 2-(4-pyrrolidinobenzoyl)thio-
phene 1f
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J¼ 9.00 Hz, 2H, ArH-3,5), 3.80 (t, J¼ 5.21 Hz, 4H,
SCH2), 2.72 (t, J¼ 5.21, 4H, NCH2); 13C-NMR (CDCl3):
� 186.56 (C——O), 153.21 (ArC-4), 144.52 (ThC-20), 133.75
(ArC-2,6), 133.17 (ThC-30), 132.26 (ThC-50), 128.05 (ArC-
1), 127.72 (ThC-40), 114.20 (ArC-3,5), 50.80 (SCH2),
26.27 (NCH2).


2-(4-Phenylpiperazinobenzoyl)thiophene 1e.Yield(11.15 g,
91.4%), m.p. 138 �C, pale yellow crystals. C21H20N2OS
(348.46) (calc. C, 72.4%; H, 5.8%; N, 8.0%; S, 9.2%;
found: C, 72.2%; H, 5.7%; N, 8.1%; S, 9.4%); MS (ESI),
m/z¼ 349.1 [Mþ þ1]; 1H-NMR (CDCl3): � 7.95 (d,
J¼ 9.00 Hz, 2H, ArH-2,6), 7.69 (d, J¼ 4.58 Hz, 2H,
ThH-30,40), 7.35 (dd, J¼ 7.27, 8.85 Hz, 2H, ArH-9,11),
7.19 (dd, J¼ 3.85, 4.94 Hz, 1H, ThH-50), 7.01 (dd,
J¼ 6.00, 15.00 Hz, 5H, ArH-3,5,8,10,12), 3.57 (t,
J¼ 5.53 Hz, 4H, H—C1, H—C4 piperazine protons), 3.39
(t, J¼ 5.53 Hz, 4H, H—C2, H—C3 piperazine protons);
13C-NMR (CDCl3): � 186.78 (C——O), 154.19 (ArC-4),
151.20 (ArC-7), 144.56 (ThC-20), 133.86 (ArC-2,6),
133.25 (ThC-30), 132.04 (ArC-1), 129.07 (ThC-50),
128.50 (ArC-9,11), 128.06 (ThC-40), 120.92 (ArC-10),
116.85 (ArC-8,12), 114.14 (ArC-3,5), 49.60 (C1, C4 piper-
azine carbons), 47.89 (C2, C3 piperazine carbons).


2-(4-Pyrrolidinobenzoyl)thiophene 1f. Yield (8.50 g,
94.4%), m.p. 174 �C, pale yellow crystals. C15H15NOS
(257.35) (calc. C, 70.01%; H, 5.9%; N, 5.4%; S, 12.46
found: C, 70.0%; H, 5.7%; N, 5.4%; S, 12.6%); MS (ESI),
m/z¼ 258.1 [Mþ þ1]; 1H-NMR (CDCl3): � 7.87 (d,


J¼ 8.79 Hz, 2H, ArH-2,6), 7.60 (d, J¼ 4.4 Hz, 2H, ThH-
30,40), 7.11 (dd, J¼ 3.85, 4.94 Hz, 1H, ThH-50), 6.53 (d,
J¼ 8.79 Hz, 2H, ArH-3,5), 3.35 (t, J¼ 6.59 Hz, 4H,
NCH2), 2.02 (t, J¼ 6.59 Hz, 4H, NCH2CH2);


13C-NMR
(CDCl3): � 186.04 (C——O), 150.76 (ArC-4), 144.42 (ThC-
20), 132.71 (ArC-2,6), 131.98 (ThC-30), 131.93 (ArC-1),
127.35 (ThC-50), 124.47 (ThC-40), 110.64 (ArC-3,5), 47.47
(NCH2), 25.35 (NCH2CH2).


2-(4-Hydroxyethylpiperazinobenzoyl)thiophene 1g. Yield
(9.50 g, 85.8%), m.p. 106 �C, pale yellow crystals.
C17H20N2O2S (316.41) (calc. C, 64.5%; H, 6.37%; N,
8.9%; S, 10.1%; found: C, 64.62%; H, 6.2%; N, 8.8%; S,
10.3%); MS (ESI), m/z¼ 371.1 [Mþ þ1]; 1H-NMR
(CDCl3): � 7.84 (d, J¼ 8.79 Hz, 2H, ArH-2,6), 7.62 (d,
J¼ 4.4 Hz, 2H, ThH-30,40), 7.12 (dd, J¼ 3.85, 4.94 Hz, 1H,
ThH-50), 6.88 (d, J¼ 8.79 Hz, 2H, ArH-3,5), 3.66 (t,
J¼ 5.49 Hz, 2H, OCH2), 3.35 (t, J¼ 4.94 Hz, 4H, H—
C1, H—C4 piperazine protons), 2.64 (t, J¼ 5.49 Hz, 2H,
NCH2CH2O), 2.58 (t, J¼ 4.94 Hz, 4H, H—C2, H—C3


piperazine protons); 13C-NMR (CDCl3): � 186.32 (C——O),
153.73 (ArC-4), 143.93 (ThC-20), 133.39 (ArC-2,6),
132.76 (ThC-30), 131.48 (ArC-1), 127.63 (ThC-50),
127.55 (ThC-40), 113.43 (ArC-3,5), 59.37 (OCH2), 57.78
(NCH2CH2O), 52.49 (C2, C3 piperazine carbons), 47.26
(C1, C4 piperazine carbons).


General procedure for preparation of compounds
2 and 3. A solution of anhydrous piperazine (1.51 g,
17.5 mmol) or N, N’-dimethyl-1,6-hexanediamine (2.52 g,


Figure 5. The UV–Vis absorption spectra of compounds 1(a–g), 2 and 3 as crystals
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17.5 mmol) in anhydrous dimethylsulfoxide (50 ml) was
added at 25 �C to a mixture of 2-(4-fluorobenzoyl)thio-
phene 1a (6.22 g, 35 mmol) and potassium carbonate
(9.81 g, 71 mmol) in the same solvent (70 ml) and heated
at 140 �C for 48 h. After cooling to room temperature, the
crude reaction mixture is taken up in 0.09 N HCl solution
(400 ml) and the precipitate formed was filtered off,
washed three times with water, dried and crystallized
from ethyl acetate–n-hexane (1:1) to afford analytically
pure 2 and 3.


1,4-Bis(4-benzoyl-2-thienyl)piperazine 2. Yield (6.00 g,
74.8%), m.p. 202 �C, light yellow crystals. C26H22


N2O2S2 (458.59) (calc. C, 68.10%; H, 4.84%; N, 6.11%;
S, 14.0%; found: C, 67.65%; H, 4.78%; N, 6.10%; S,
14.09%); MS (ESI), m/z¼ 459.2 [Mþ þ1]; 1H-NMR
(CDCl3): � 7.92 (d, J¼ 8.85 Hz, 4H, ArH-2,6,20,60), 7.66
(d, J¼ 5.53 Hz, 4H, ThH-3,4,30,40), 7.16 (t, 2H, ThH-5,50),
6.96 (d, J¼ 8.85 Hz, 4H, ArH-3,5,30,50), 3.58 (s, 8H,
NCH2);


13C-NMR (CDCl3): � 186.80 (C——O), 153.78
(ArC-4,40), 144.49 (ThC-2,20), 133.89 (ArC-2,6,20,60),
133.34 (ThC-3,30), 132.07 (ArC-1,10), 128.73 (ThC-5,50),
128.06 (ThC-4,40), 114.00 (ArC-3,5,30,50), 47.51 (NCH2).


1,6-Bis(4-benzoyl-2-thienyl)-N,N’-dimethylhexamethyle-
nediamine 3. Yield (7.00 g, 77.4%), m.p. 130 �C, light
yellow crystals. C30H32N2O2S2 (516.71) (calc. C, 69.7%;
H, 6.24%; N, 5.42%; S, 12.41%; found: C, 69.26%; H,
6.16%; N, 5.38%; S, 12.51%); MS (ESI), m/z¼ 517.1
[Mþ þ1]; 1H-NMR (CDCl3): �7.87 (d, J¼ 8.79 Hz, 4H,
ArH-2,6,20,60), 7.62 (dd, J¼ 4.94, 6.04 Hz, 4H, ThH-
3,4,30,40), 7.12 (t, 2H, ThH-5,50), 6.65 (d, J¼ 8.79 Hz,
4H, ArH-3,5,30,50), 3.39 (t, J¼ 7.69 Hz, 4H, NCH2); 3.02
(s, 6H, NCH3); 1.62 (m, 4H, NCH2CH2); 1.38 (m, 4H,
NCH2CH2CH2); 13C-NMR (CDCl3): � 185.92 (C——O),
152.15 (ArC-4,40), 144.34 (ThC-2,20), 132.80 (ArC-
2,6,20,60), 132.09 (ThC-3,30), 131.93 (ArC-1,10), 127.40
(ThC-5,50), 124.77 (ThC-4,40), 110.38 (ArC-3,5,30,50),
52.21 (NCH2), 38.42(NCH3), 26.92 (NCH2CH2), 26.84
(NCH2CH2CH2).
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76821 Mont Saint-Aignan Cédex, France
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ABSTRACT: A study of Friedel–Crafts benzoylation under high pressure is reported. Activated (toluene) to non-
activated (benzene) and deactivated (fluorobenzene) aromatic substrates were acylated (benzoyl chloride) at 34 �C for
3 h 50min in the presence of the usual Lewis acid AlCl3, raising the pressure from atmospheric pressure (1 bar) to 10
kbar. Non-activated and deactivated aromatic substrates were found to be more sensitive to the effect of the high
pressure. Indeed, fluorobenzene led to the expected aromatic ketone with a 56% yield under the conditions mentioned
above (5 kbar), whereas the yields constantly decreased for toluene when the pressure increased. Hyperbaric
activation has the advantage of being able to conduct such a transformation on deactivated substrates, avoiding
very acidic catalysts such as trifluoromethanesulfonic acid or expensive activators such as gallium nonaflate.
Copyright # 2004 John Wiley & Sons, Ltd.


KEYWORDS: high pressure; friedel–crafts; benzoylation, deactivated aromatic substrates; aluminum trichloride


INTRODUCTION


Friedel–Crafts benzoylations are an important class of
reactions in organic synthesis. The access to numerous
aromatic ketones follows this synthetic route,1–3 and var-
ious efforts have been especially conducted to achieve
electrophilic benzoylations from deactivated benzenes.
Thus, halobenzenes,4–6 nitrobenzene5b,7 and even �, �,
�-trifluorotoluene7 have been functionalized using specific
reagents for acylation and/or catalysts. For instance, ben-
zoylations of fluorobenzene, chlorobenzene and dichloro-
benzene have been successfully carried out using a
catalytic amount of gallium nonafluorobutanesulfonate
(1–5 mol%)6c as they afforded the corresponding aromatic
ketones in good (71%) to excellent (99%) yields. The
single example of acylation of �,�,�-trifluorotoluene7


(nitrobenzene was also studied in this work) using methyl
benzoate as the acylating reagent with trifluoromethane-
sulfonic acid as the catalyst gave access to the correspond-
ing ketones in yields up to 80%. Unfortunately, we have
been unable to repeat these latter results. However, the
great opportunities that such a transformation offers in
terms of industrial valorization prompted us to examine
an alternative solution resorting to high pressure.
Relatively little is known about high-pressure effects on


SEAr and the few studies conducted on this topic are mostly


related to nitration reactions at 2–3 kbar.8 One example of
hydroxyalkylation9 and only one acylation10 have been
described under similar conditions. Concerning this last
application, reported by Coillet et al.,10 toluene and ben-
zene were reacted with benzoyl chloride in the presence of
aluminum trichloride at 29.6 �C while the pressure was
raised up to 1.5 kbar. It was found that the second-order
rate constant for the benzoylation of benzene was doubled
on going from 1 bar to 1.5 kbar, a result from which a
negative activation volume (�V


6¼ ¼ �11.4mlmol�1) was
calculated, suggesting that Friedel–Crafts benzoylations
could be favoured under high pressure.
As a second example, we report in this paper our


results and observations on Friedel–Crafts benzoylations
under hyperbaric activation. Activated (toluene) to non-
activated (benzene) and deactivated (fluorobenzene) aro-
matics were studied and compared.


RESULTS


We first decided to work using Coillet et al.’s conditions10


with benzoyl chloride in the presence of AlCl3 at 34
�C


for 3 h 50min. The aromatic substrate was introduced as
the solvent (molar fractions: [aromatic substrate]:[Lewis
acidþArCOCl]¼ 0.94:0.06) and the pressure was raised
from 1 bar to 10 kbar. Benzene and fluorobenzene could
be acylated under these conditions (Scheme 1, Table 1)
despite the low solubility of the catalyst at atmospheric
pressure in such mixtures.
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The two aromatic substrates considered behave differ-
ently under hyperbaric conditions. With benzene (entries
1–3), the yields constantly decreased with increasing
pressure, whereas with fluorobenzene (entries 4–6), the
yield doubled on going from 1 bar to 5 kbar. This differ-
ence in the pressure dependence might be the result of the
pressure-induced crystallization of the aromatic sub-
strate/solvent. Indeed, it is known that the melting-point
of benzene increases from 5.5 �C at 1 bar to 114 �C at
5 kbar.11 Hence, diffusion phenomena are likely to be-
come critical with increasing pressure and, consequently,
the yields of the reactions can be seriously altered.
Fluorobenzene, which crystallizes at �40 �C at 1 bar, is
probably less prone to this phenomenon. The low yields
measured as a whole can be additionally assigned to the
poor solubility of AlCl3 in these reaction media, noticed
when preparing the samples.
We then decided to work using the aroyl chloride as


the solvent (molar fractions: [aromatic substrate]:
[Lewis acid]:[ArCOCl]¼ 0.06:0.04:1.00) in an attempt
to maintain comparable experimental conditions for all
the aromatic substrates considered. Toluene, benzene and
fluorobenzene were independently reacted with benzoyl
chloride in the presence of AlCl3 at 34


�C for 3 h 50min,
while the pressure was raised from 1 bar to 10 kbar
(Scheme 2, Table 2, Fig. 1). This time, homogeneous


media were obtained before and after transformation,
showing a better solubility of the catalyst.
The yields are generally lower for benzene and fluor-


obenzene than those previously measured, suggesting


Scheme 1. Benzoylation of benzene and fluorobenzene
using the aromatic substrate as the solvent


Table 1. Benzoylation of benzene and fluorobenzene in the
presence of AlCl3 at 34 �C for 3 h 50min and using the
aromatic substrate as the solvent


Entry R P (bar) Yield (%)a


1 H 1 67
2 H 5000 48
3 H 10 000 43
4 F 1 22
5 F 5000 47
6 F 10 000 48


a The other products identified are only starting materials.


Scheme 2. Benzoylation of toluene, benzene and fluoro-
benzene under high pressure using benzoyl chloride as
solvent


Table 2. Benzoylation of benzene, toluene and fluoroben-
zene in the presence of AlCl3 at 34 �C for 3 h 50min and
using benzoyl chloride as the solvent


Entry R P (bar) Yield (%)a


1 H 1 34 (67b)
2 H 1000 46
3 H 5000 34 (48b)
4 H 10 000 23 (43b)
5 Me 1 73
6 Me 1000 59
7 Me 5000 59
8 Me 10 000 41
9 F 1 5 (22b)
10 F 1000 12
11 F 5000 56 (47b)
12 F 10 000 24 (48b)


a The other products identified are only starting materials.
b Yields obtained when the aromatic substrate is used as the solvent (cf.
Table 1).


Figure 1. Benzoylation yields of (&) benzene, (~) toluene
and (*) fluorobenzene vs pressure
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that benzoyl chloride probably crystallizes even more
quickly than benzene under high pressure. However, this
solvent being identical and the proportions being the
same for all of the experiments conducted, the conse-
quences of this crystallization are expected to be similar
for the three aromatic substrates. It remains clear from
Fig. 1 that the effect of high pressure is still fully
dependent on the substrate. Maximum efficiency is ob-
served with fluorobenzene, the benzoylation yield of
which doubles on going from 1 bar to 1 kbar (entries 9
and 10) and increases 10-fold between 1 bar and 5 kbar
(entries 9 and 11). At higher pressure (10 kbar, entry 12),
the activation becomes less effective, leading to lower
conversions. Hence an ‘optimum pressure’ (OP) is asso-
ciated with an optimal effect. A similar evolution is
observed with benzene (entries 1–4), the best yield being
obtained at a lower OP (1 kbar, entry 2). By contrast, for
toluene the yield constantly decreases when the pressure
increases (entries 5–8). This result suggests that the
crystallization of the aromatic substrate cannot be held
directly responsible for the yield variations since toluene,
the melting-point of which increases from �95.1 �C at
1 bar to 30 �C at 9.6 kbar, remains probably more fluid
than benzene with increasing pressure.
Such result is in complete accordance with Coillet


et al.’s work on the nitration of toluene, benzene and
chlorobenzene between 1 bar and 2.3 kbar in acetic acid
or nitromethane.8a The authors reported negative
activation volumes for all the substrates considered, the
|�V6¼| values being larger for deactivated aromatics,
suggesting that the latter would indeed be more sensitive
to the effect of the pressure (in AcOH: �V6¼


toluene¼
�10 cm3mol�1; �V 6¼


benzene¼�22 cm3mol�1; �V 6¼


chlorobenzene¼ � 23.5 cm3mol�1).


DISCUSSION


The details of Friedel–Crafts acylation are not completely
understood, although two mechanisms are retained to
date (Scheme 3).12 For this reason, it is difficult to
propose a rationale for the results described above. The
following may nevertheless be considered.
Whatever the mechanism, the reaction between ArH


and the putative 1:1 acyl chloride–AlCl3 complex (me-
chanism 1) or the acylium (mechanism 2) should be
disfavored on deactivation of the aromatic. This step
could then become the limiting step for deactivated
derivatives and the effect of pressure would consist in
helping these poorly reactive entities to reach TS1 or
TS2. By contrast, the next step, which is irreversible and
which corresponds to HCl elimination, should be dis-
favored under high pressure (increased number of mole-
cules), whatever the aromatic substrate. The ‘optimum
pressures’ observed could therefore correspond to the
balance between these two opposite effects, which would
obviously depend on the substrate. As toluene would not


need any activation to reach TS1 or TS2, the limiting step
of the reaction would become HCl elimination, which is
increasingly disfavored on raising the pressure.
In conclusion, we have reported new examples of


Friedel–Crafts acylations conducted under high pressure.
This activation affords better results with deactivated
benzenes. Further studies should involve other deacti-
vated aromatics such as chlorobenzene, nitrobenzene and
�,�,�-trifluorotoluene. Concerning the last substrate,
aluminum trichloride will have to be replaced as
this catalyst reacts with trifluorotoluene to give
trichlorotoluene.13
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ABSTRACT: In order to reveal the mechanism of the intramolecular CH insertion of arylnitrenes, three experiments
were carried out: measurement of isotope effects, determination of the extent of configurational retention and radical
clock studies. Irradiation of the deuterium-substituted azide 4-d in an inert solvent exclusively afforded the indolines
5-h and 5-d, in which the kinetic isotope effect kH/kD on the intramolecular CH insertion of the nitrene was evaluated
as 12.6–14.7 at room temperature. A chiral chromatographic analysis of the indoline 11 obtained from the optically
active azide (S)-6 revealed that the enantiomeric purity of the starting azide was almost completely lost during the
intramolecular CH insertion of the photolytically generated nitrene (enantiomeric excess <10%). The thermolysis of
the azide 7 at 180 �C mainly gave a mixture of the cyclopropyl ring-opened products 20–22, together with the
intramolecular CH insertion product with an intact cyclopropyl ring 19. On the basis of these observations, we
concluded that the intramolecular CH insertion of the nitrene proceeds primarily by the hydrogen abstraction–
recombination mechanism. We propose, however, a small contribution of the concerted mechanism to the
intramolecular CH insertion, based on the solvent dependence of the isotope effect and the extent of the
configurational retention. Copyright # 2004 John Wiley & Sons, Ltd.


KEYWORDS: nitrenes; hydrogen abstraction; deuterium isotope effect; optical purity; radical clock


INTRODUCTION


Arylnitrenes are known to be short-lived intermediates
produced in photochemical and thermal decomposition
of aryl azides (for reviews on nitrene chemistry see, e.g.,
Ref. 1). The scheme of the photochemical decomposition
of phenyl azide (1) has been established, in which singlet
phenylnitrene (2S) is identified as the temperature-
dependent branching point (Scheme 1).2 Recently, two
groups have independently reported the direct observa-
tion of 2S in fluid solutions.3 The activation energy for
the ring expansion of 2S to didehydroazepine (3) has
been estimated to be 6.2 kcal mol�1 (1 kcal¼ 4.184 kJ)
and the absolute rate constant for intersystem crossing to
triplet nitrene (2T) has been directly determined to be
3.2� 106 s�1.4 Moreover, Gritsan et al. established that
on the basis of the agreement between the experimental
and theoretical absorption spectra, 2S has an open-
shell electronic structure with two singly occupied non-
bonding orbitals.4


The reactivity of arylnitrenes has been of great interest
because of their practical applications, including photo-
resist systems and biochemical photoaffinity labeling.1


The insertion of a photolytically generated nitrene into a
CH bond is believed to be an important bond-forming
reaction in many systems with practical applications,
while very few mechanistic studies of the CH insertion
of arylnitrenes have been reported. Although it is well
known that the CH insertion of arylnitrenes generated
photolytically in solutions is an unfavorable process,1 we
recently found that arylnitrenes can insert favorably into
a reactive CH bond, such as benzylic, which is located
close to the nitrenic center.5 Thus, the photolysis of 2-(2-
phenylethyl)phenyl azide (4) in cyclohexane exclusively
afforded 2-phenylindoline (5), which was produced by
intramolecular insertion of the nitrene into a �-CH bond
of the 2-phenylethyl group.


In order to shed light on the mechanism of the
intramolecular CH insertion of arylnitrenes, we have
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designed three approaches. The first is the measurement
of the kinetic isotope effect on the intramolecular CH
insertion using the deuterium-substituted azide 4-d (for a
preliminary report, see Ref. 6). If the CH insertion of the
nitrene generated from 4-d proceeds by the concerted
mechanism, small deuterium isotope effects are expected.
On the other hand, large values of kH/kD, which indicate a
high degree of CH bond cleavage in the transition state,
support the hydrogen abstraction–recombination me-
chanism. The second study is the determination of the
extent of configurational retention using optically active
(S)-2-(2-methylbutyl)phenyl azide [(S)-6].7 A large ex-
tent of configurational retention during the insertion of
the nitrene into a CH bond at an asymmetric carbon atom
is expected in the concerted mechanism, while a loss of
optical purity of the intramolecular CH insertion product
gives a strong piece of evidence in support of the
hydrogen abstraction–recombination mechanism. Finally,
we have designed 2-(2-cyclopropylethyl)phenyl azide
(7), where the nitrene can be expected to react with a
�-CH bond of the 2-cyclopropylethyl group, to apply
the ‘cyclopropylcarbinyl clock’ approach (for recent
mechanistic studies with the cyclopropylcarbinyl clock
see, for example, Ref. 8). If the CH insertion proceeds by
the concerted mechanism, the cyclopropane ring is intact.
On the other hand, if the attack of the nitrene on the �-CH
bond proceeds by the hydrogen abstraction mechanism,
the formation of cyclopropyl ring-opened products is
expected because of the generation of the cyclopropyl-
carbinyl radical.


In this paper, based on the results obtained from these
three approaches, we propose that the intramolecular CH
insertion of arylnitrenes generated by photolysis, in
addition to thermolysis, of the azides proceeds predomi-
nantly by the hydrogen abstraction–recombination me-
chanism, while the concerted mechanism could


contribute slightly but significantly to the reaction.
Further, taking into account the electronic structure of
singlet phenylnitrene (2S) established recently,4,9 the spin
state of the nitrene involved in the CH insertion is
discussed.


RESULTS


Measurement of deuterium isotope effects
using the azide 4-d


The synthetic route used to prepare the deuterium-
substituted azide 4-d is summarized in Scheme 2. Deu-
terium was introduced in the course of the reduction of 2-
nitrobenzyl phenyl ketone with LiAlD4 (Aldrich, 98%). It
was confirmed by the integration of 1H NMR that the
deuterium isotope purity of the starting reagent was held
in 2-(2-deuterio-2-phenylethyl)aniline (8-d), which was
converted to the azide 4-d in a usual manner.5


Irradiation of 4-d in cyclohexane with a high-pressure
mercury lamp through a Pyrex filter at 20 �C gave a
mixture of the indolines 5-h and 5-d. The total yield of 5
was 52% based on the consumed starting azide. In the 1H
NMR spectrum of the photoreaction mixture, a signal
assigned to one of the methylene protons of 5-h and 5-d
appeared at � 3.44 and a methine signal of 5-d appeared at
� 4.95. Thus, the ratio of 5-h to 5-d was readily obtained
by the integration of 1H NMR in the reaction mixture,
which was evaluated to be 14.7� 0.3. The product ratio
remained constant during the photoreaction, although
continued irradiation caused a decrease in the total yield
of 5, which was due to the photochemical decomposition
of 5. No other products such as the corresponding aniline
8-d or azobenzene could be detected in the photoreaction
mixture.


It seems reasonable to assume that the kinetic isotope
effect kH/kD on the intramolecular insertion of the nitrene
generated photolytically from 4-d into a �-CH bond of
the 2-phenylethyl group is equal to the product ratio
[5-h]/[5-d]. Thus, we obtained an unusually large deuter-
ium isotope effect at room temperature. The values of the
isotope effects, and also the total yields of 5, gained in
the irradiation of 4-d under various conditions are sum-
marized in Table 1. As shown, the isotope effect obtained


Scheme 1


Scheme 2
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in the photolysis with the longer-wavelength light
(> 350 nm) was identical to that obtained with the
Pyrex-filtered light (>300 nm) within the experimental
error. Further, it was found that the isotope effects were
dependent on the solvent employed in the photolysis:
slightly smaller values were obtained both in benzene and
in acetonitrile, compared with the value in cyclohexane.
In methanol, we could not obtain an accurate value of the
product ratio [5-h]/[5-d] owing to the minor formation of
5. Instead, irradiation of 4-d in methanol gave predomi-
nantly 2-(2-methoxy-2-phenylethyl)anilines, 9-h and 9-d
(69% in total), the formation of which has previously
reported in the photolysis of 4-h and rationalized in terms
of methanol trapping of the polarized biradical formed by
the intramolecular hydrogen abstraction of the nitrene.5


In an analogous manner, we obtained the ratio of 9-h to
9-d by integration of the 1H NMR spectrum, from which
the deuterium isotope effect for the formation of 9 was
evaluated as 10.2� 0.2, which is included in Table 1.


Extremely large deuterium isotope effects, kH/
kD¼ 12.6–14.7, observed for the formation of 5 suggest
that a quantum-mechanical tunneling mechanism contri-
butes to the reaction process.10 It is known that a non-
linear plot of ln(kH/kD) versus T�1 is a general feature
in hydrogen transfer reactions which proceed by a quan-
tum-mechanical tunneling mechanism.10–12 Thus, the
temperature dependence of kH/kD for the formation of 5
was closely examined in cyclohexane (20–55 �C) and in
acetonitrile (�14–59 �C). Although we found that the
deuterium isotope effect kH/kD depended considerably on
the irradiation temperature, the isotope effect increasing
with decreasing irradiation temperature, Arrhenius plots
of the observed isotope effect, ln(kH/kD) versus T�1, gave
a straight line within the experimental errors in the
limited temperature ranges employed in our experiments,
as illustrated in Fig. 1. To validate the contribution of a


tunneling mechanism, the measurement of the rate con-
stants for the intramolecular H and D abstraction of the
nitrene in a wide temperature range should be required,
which is difficult under our experimental conditions,
unfortunately.


Moreover, we examined the deuterium isotope effect
on the intramolecular CH insertion of the thermally
generated nitrene. Thermolysis of 4-d in 1,2,4-trichlor-
obenzene at 180 �C for 30 min afforded not only a
mixture of 5-h and 5-d (45% in total), but also 2-
phenylindole (10, 45%). The ratio of 5-h to 5-d was
evaluated as 5.9. However, we found that the ratio [5-h]/
[5-d], and also the product distribution, were very depen-
dent on the reaction time: prolonged thermolysis at
180 �C for 1 h resulted in an increase in the yield of 10
to 55% with a decrease in that of 5, and an increase in the
ratio [5-h]/[5-d] to 7.8. The formation of the indole 10 is
reasonably interpreted in terms of the dehydrogenation of
5 in the course of the thermolysis. Further, the depen-
dence of the ratio [5-h]/[5-d] on the reaction time appears
to be attributable to the deuterium isotope effect on the
dehydrogenation process. Thus, because of the unex-
pected dehydrogenation reaction of 5, we failed to gain
an intrinsic value of the isotope effect on the CH insertion
of the nitrene generated by thermolysis of 4-d.


Determination of the extent of configurational
retention using the azide (S)-6


In 1964, Smolinsky and Feuer reported the solution-
phase thermolysis of optically active (S)-2-(2-methylbu-
tyl)phenyl azide [(S)-6], in which they concluded
that 65% of optical purity was retained during the
intramolecular CH insertion of the nitrene to give


Table 1. Products and kinetic isotope effects obtained in the
photolysis of 4


Conditions Yield (%)


Solvent Light (nm) 5 9 kH/kD
a


Cyclohexane >300 52 — 14.7� 0.3
Cyclohexane >350 78 — 14.2� 0.3
Acetonitrile >300 40 — 13.6� 0.3
Benzene >300 49 — 12.6� 0.3
Benzene >350 74 — 13.0� 0.2
Methanol >300 17 69 10.2� 0.2b


a At 20–22 �C.
b Obtained from 9.


Figure 1. Temperature dependence of the deuterium iso-
tope effects for the intramolecular CH insertion of the
nitrene generated by the photolysis of 4-d in cyclohexane
(*) and in acetonitrile (*)
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2-ethyl-2-methylindoline (11).7 However, their result was
based on the assumption that the specific rotation of 11
obtained from the vapor-phase thermolysis of (S)-6 is
nearly that of optically pure 11, which appears extremely
doubtful. We have found that the racemic indoline (� )-
11 can be perfectly resolved by the use of high-perfor-
mance liquid chromatograph (HPLC) with a column
packed with optically active resin (DAISEL Chiralcel
OJ). By employing this method, we examined the extent
of the retention of enantiomeric purity during the intra-
molecular CH insertion of the nitrene generated by
photolysis, and also by thermolysis, of (S)-6.


The optically active azide 6 was synthesized from
commercially available optically active (S)-(�)-2-
methyl-1-butanol according to the synthetic route pre-
sented by Smolinsky and Feuer.7 The absolute configura-
tion of 6 was reasonably assigned to be S, in agreement
with that of the starting material, because the asymmetric
carbon atom was intact in the course of synthesis. The
optical purity of 6 was evaluated as > 90% on the basis of
chiral chromatographic analysis of its precursor 2-(2-
methyl)butylaniline. Prior to configurational studies, the
structure and the distribution of photoproducts were
examined by using the racemic azide (� )-6.7 Irradiation
of (� )-6 in cyclohexane with Pyrex-filtered light gave
mainly 2-ethyl-2-methylindoline (11, 44%), which was
produced by the intramolecular CH insertion of the
nitrene at an asymmetric carbon atom. A minor photo-
product was also formed, which was tentatively identified
as 2-(2-methylenebutyl)aniline (12, 6%). Although the
unchanged starting material and tarry products were
readily removed by the use of gel permeation liquid
chromatography (GPLC) and thin-layer chromatography
(TLC), all attempts to isolate the indoline 11 from the
mixture of photoproducts were unsuccessful. However,
the analysis of 11 containing a small amount of 12 by the
use of HPLC with a chiral column gave two large, well-
separated peaks, together with small additional peaks, as
shown in Fig. 2. Since the intensities of the large two
peaks were identical within the experimental error
(� 2%), these peaks were reasonably assigned to the
enantiomers of the indoline 11. Thus, it was found that
contamination of the by-product 12 did not interfere with
the determination of enatiomeric purity of 11. The
photolysis of (� )-6 was also carried out in methanol,
where a considerable amount of 2-(2-methoxy-2-methyl-
butyl)aniline (13, 20%) was produced together with 11
and 12 (43% and 3%, respectively). Furthermore, we
found that the photolysis of (� )-6 in diethylamine
(DEA) afforded a small amount of 11 (3%), although
the 3H-azepine derivative 14, which is established as a
characteristic photoproduct of aryl azides in DEA,1 was


predominantly obtained (24%). Dilution of DEA with
cyclohexane resulted in an increase in the yield of 11 with
a decrease in that of 14.


An enantiomeric excess of the indoline 11 produced in
the irradiation of the optically active azide (S)-6 was
directly determined by the chiral chromatographic ana-
lysis of 11 which was separated from the photoreaction
mixture by the use of GPLC and TLC. The values of the
enantiomeric excess, and also the yield of 11, obtained in
the irradiation of (S)-6 under various conditions are
summarized in Table 2. These values remained constant
during the photoreaction within the experimental error,
which excluded the possibility of racemization of 11
through the secondary photochemical cleavage of the
bond linking a nitrogen atom with an asymmetric carbon
atom. As shown in the table, the enantiomeric purity of
the starting azide 6 is found to be almost completely lost
during the intramolecular CH insertion of the nitrene
generated photolytically under all conditions studied. It
should be pointed out, however, that small but significant
values of enantiomeric excess (ee) are observed, which


Figure 2. Chromatogram obtained by the injection of 11
produced by the photolysis of (� )-6 in cyclohexane. Col-
umn, DAISEL Chiralcel OJ; eluent, hexane–2-propanol
(30:1); flow-rate, 0.6mlmin�1; detection, 255 nm
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are clearly dependent on the solvent employed in the
photolysis. Although the absolute configuration of the
predominantly produced enantiomer, which is eluted
later in the chromatographic analysis of 11, cannot be
determined, it is tentatively identified as R by assuming
that the intramolecular CH insertion proceeds partially
with a configurational retention of the starting azide. This
assumption was supported by the result obtained in the
thermolysis of (S)-6, which mainly afforded the enantio-
mer of 11 identical with that produced predominantly in
the photolysis. It has been reported that the thermolysis of
(S)-6 gives an intramolecular CH insertion product hav-
ing a retained configuration.7


Thermolysis of the racemic azide (� )-6 in 1,2,4-
trichlorobenzene at 180 �C gave a mixture of 11 and 12
(21% and 9%, respectively). A trace amount of 2,3-
dimethyl-1,2,3,4-tetrahydroquinoline (15, 2%), the
formation of which was previously reported in the ther-
molysis of 6,7 was isolated from the reaction mixture.
The enantiomeric excess of 11 obtained in the thermo-
lysis of (S)-6 was determined in an analogous manner,
which is included in Table 2.


Photochemical and thermal decomposition
of the azide 7


The ring opening of cyclopropylcarbinyl radical to the 3-
butenyl radical has been used as a mechanistic probe for
reactions thought to involve free radicals.8 The formation
of ring-opened products from the material having a
cyclopropylcarbinyl group gives unambiguous evidence
for the formation of a free radical at the position adjacent
to the cyclopropane ring. In order to apply this approach
to gain information about the mechanism of the intramo-
lecular CH insertion of arylnitrenes, we designed the


azide 7 and examined its photochemical and thermal
reactivities.


We could obtain the azide 7 according to the synthetic
route described in Scheme 3. Hydrogenation (PtO2/
EtOH, 0 �C) of �-cyclopropyl-2-nitrostyrene gave a mix-
ture of 2-(2-cyclopropylethyl)aniline (16) and 2-pentyla-
niline (6:1, 96% in total). After the conversion of the
aniline mixture into the corresponding azides, the azide 7
was successfully separated from the cyclopropyl ring-
opened azide by the use of GPLC.


Disappointingly, irradiation of 7 in cyclohexane with
Pyrex-filtered light afforded a very complicated mixture.
Isolation and purification of the photoproducts were
unsuccessful, although the azobenzene 17 was detected
in the crude reaction mixture, the 1H NMR spectrum of
which showed a characteristic doublet centered at � 7.63,
which was assigned to the proton at the ortho position of
N——N. This photoreactivity of 7 contrasts strikingly with
those of the azides 4 and 6, the photolysis of which in an
inert solvent exclusively gives the corresponding intra-
molecular CH insertion product of the nitrene. These
results are possibly interpreted in terms of a greater
binding energy of the �-CH bond of 7, compared with
that of the benzylic and the tertiary �-CH bond of 4 and 6,
respectively. Curiously, although no CH insertion pro-
ducts were obtained in the irradiation of 7 in methanol,
the methoxylated aniline 18 was isolated in 23% yield,
together with the aniline 16 (4%). This observation
indicates that the nitrene generated from 7 can attack a
�-CH bond of the 2-cyclopropylethyl group with the aid
of a polar solvent. The participation of the solvent would
lead to a polarized transition state for the hydrogen
abstraction, which directly gives the intermediate having
a large zwitterionic character. Hence it is reasonable to
think that the biradical having a cyclopropylcarbinyl
moiety cannot participate in the formation of the meth-
oxylated aniline 18.


Table 2. Products and enantiomeric excess of 11 obtained
in the photolysis and thermolysis of (S)-6


Conditions Yield (%) ee of 11 (%)


Solvent Light (nm) 11a Others


Cyclohexane >300 50 3.2� 1.0
Cyclohexane >250 —b 10.9� 0.3
Cyclohexane >350 —b 2.6� 1.0
Methanol >300 46 20c 6.2� 1.4
DEA >300 3 24d 9.4� 0.6
Cyclohexane– >300 11 6d, 8e 6.5� 0.2
DEA (9:1)
1,2,4- 180 �C 30 2f 26.3� 2.0
Trichlorobenzene


a Containing a small amount of 12.
b Not determined.
c 13.
d 14.
e 2-(2-Methylbutyl)aniline.
f 15.


Scheme 3
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Thus, it is found that the photolysis of the azide 7 is not
suitable for radical clock studies. It seems reasonable to
assume that an elevated temperature is favorable for the
intramolecular insertion to the CH bond having a greater
binding energy. Therefore, the thermolysis of 7 was
examined next. A solution of 7 in 1,2,4-trichlorobenzene
was heated at 180 �C. After separation by the use of
GPLC and TLC, four reaction products were obtained.
The first product was identified as 2-cyclopropylindoline
(19, 9%), the 1H NMR spectrum of which showed the
cyclopropyl ring protons in a highly shielded area (� 0.2–
1.1). The second product was assigned to the pyrroloin-
doline 20 (7%). The 1H NMR spectrum of 20 showed the
absence of a cyclopropyl ring and a hydrogen attached to
a nitrogen atom. The 1H–1H COSY spectrum of 20
exhibited a correlation of the methine proton at � 3.91–
3.96 with both the benzylic protons (� 2.96 and 3.15–
3.22) and the methylene protons located remote from a
nitrogen atom (� 1.29–1.38 and 1.81–1.93). The structure
of 20 was confirmed by the agreement of its 1H and 13C
NMR data with those of 20 reported by Ziegler and
Jeroncic.13 The third product, which showed a set of
signals due to a vinyl group in its 1H NMR spectrum, was
identified as 3-vinyltetrahydroquinoline (21, 6%). The
position of the vinyl group was determined from its
1H–1H COSY spectrum, in which the sequence of pro-
tons —CH2—CH(CH——CH2)—CH2— was estab-
lished. The fourth product, the 1H, 1H–1H COSY and
13C NMR spectra of which exhibited its unsymmetirical
dimeric structure having an intact 2-(cyclopropylethyl)-
phenyl group, was assigned to the pyrroloquinoline 22
(8%). Prolonged heating of the reaction mixture simply
resulted in a decrease in the yields of these reaction
products, which excluded the possibility of thermal
interconversion among the reaction products. Judging
from the 1H NMR spectrum of the reaction mixture
obtained after the thermolysis, there were no other
products formed in an appreciable yield. The use of a
hydrogen-donating solvent, such as decahydronaphtha-
lene, in the thermolysis caused great difficulty in separat-
ing the reaction products from polymeric products
derived from the solvent. We finally confirmed by sepa-
rate experiments that the cyclopropyl ring was unchanged
under conditions employed in the thermolysis of 7.


It should be pointed out that three of the products, the
pyrroloindoline 20, the tetrahydroquinoline 21 and the
dimeric pyrroloquinoline 22, are definitely cyclopropyl
ring-opened products, which can be produced through the
cyclopropylcarbinyl radical rearrangement. Hence this
observation provides unambiguous evidence supporting
that the free radical having a cyclopropylcarbinyl radical
moiety is generated during the thermolysis of 7. Further-
more, it seems reasonable to expect that the intramole-
cular attack on a �-CH bond of the nitrene produced
thermally from 7 is responsible for the generation of the
cyclopropylcarbinyl radical.


DISCUSSION


Mechanism of intramolecular CH insertion
of arylnitrenes


Photochemical decomposition of azides. The
photolysis of the azides 4 and 6 in an inert solvent
exclusively afforded the intramolecular CH insertion
product 5 and 11, respectively. Extremely large deuter-
ium isotope effects, kH/kD¼ 12.6–14.7, are obtained in
the photolysis of 4-d at room temperature. These results
present an unambiguous evidence supporting that the
intramolecular CH insertion proceeds not by the con-
certed mechanism, but by the hydrogen abstraction–
recombination mechanism. The same conclusion can be
drawn from the results obtained in the configurational
studies of the photochemistry of (S)-6, where the extent
of the configurational retention during the intramolecular
insertion of the nitrene into a CH bond at an asymmetric
carbon atom is found to be <10%. Thus, based on the
results obtained in these two independent experiments, it
is safely concluded that the intramolecular insertion of
the photolytically generated nitrene into the reactive CH
bond located close to the nitrenic center proceeds
primarily by the hydrogen abstraction–recombination
mechanism.


It should be pointed out that the deuterium isotope
effect and the extent of the configurational retention are
dependent slightly but significantly on the solvent em-
ployed in the photolysis, as shown in Tables 1 and 2. The
largest value of the kinetic isotope effect, and also the
smallest value of the enantiomeric retention, are observed
in cyclohexane, while a smaller value of the isotope effect
and a larger value of the enantiomeric retention compared
with those in cyclohexane are observed in an electron-
donating solvent. We propose that the solvent effects
observed are attributed to a small contribution of the
concerted mechanism to the intramolecular CH insertion
of the nitrene. It could be assumed that in the concerted
mechanism, the insertion of the nitrene into the CH bond
is initiated by the charge-transfer interaction of the
occupied � orbital of the CH bond with the vacant orbital
on the nitrogen atom. On the other hand, the nitrene
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responsible for the intramolecular hydrogen abstraction
should have an open-shell electronic structure with two
singly occupied molecular orbitals on the nitrogen atom.
Thus, the interaction of the vacant orbital on the nitrogen
atom with a lone pair of the solvent employed in
the photolysis would stabilize the electronic structure of
the nitrene participating in the former mechanism.
Alternatively, a more polar transition state of the con-
certed CH insertion, compared with that of the hydrogen
abstraction, would be stabilized in an electron-donating
solvent. It seems reasonable to think that these effects
increase the contribution of the concerted mechanism in
an electron-donating solvent. Because of a low degree of
CH bond cleavage in the transition state of the concerted
CH insertion, an increase in the contribution of the
concerted mechanism results in a decrease in the kinetic
isotope effect and an increase in the extent of the
configurational retention. The spin state and electronic
structure of the reactive intermediate responsible for the
concerted mechanism are extensively discussed in a
following section.


Thermal decomposition of azides. Previously,
Smolinsky and Feuer presented the first report on the
partial retention of optical activity during the intramole-
cular CH insertion of the nitrene generated thermally from
(S)-6.7 Now, we have strictly determined the extent of the
configurational retention as 26.3% in 1,2,4-trichloroben-
zene at 180 �C. Thus, we could conclude that the intra-
molecular CH insertion reaction of the thermally generated
nitrene also proceeds by the hydrogen abstraction–recom-
bination mechanism predominantly. It should be pointed
out, however, that the value of the configurational retention
is considerably larger than those obtained in the photolysis,
which would be reasonably explained in terms of a larger
contribution of the concerted mechanism.


This interpretation is not inconsistent with the results
obtained in the thermolysis of 7, where the cyclopropyl
ring-opened products 20–22 are predominantly produced.
This observation definitely indicates the generation of the
cyclopropylcarbinyl radical 23 during the thermolysis, the
formation of which is reasonably explained in terms of
the intramolecular hydrogen abstraction of the thermally
generated nitrene (Scheme 4). Moreover, it should be
noted that we have obtained a significant amount of the
intramolecular CH insertion product with an intact
cyclopropyl ring 19. Arrhenius parameters for the cyclo-
propylcarbinyl radical rearrangement of 1-cyclopropy-
lethyl radical have been estimated to be log(A/
s�1)¼ 13.15 and Ea¼ 7.5 kcal mol�1.14 Assuming that
these parameters are applicable in a high temperature
range, the rate constant for the ring opening of the 1-
cyclopropylethyl radical is evaluated to be ca 3� 109 s�1


at 180 �C. Although the possibility that 19 is produced
through the simple recombination of the biradical 23
generated by the intramolecular hydrogen abstraction
cannot be ruled out yet, an extremely large rate constant


estimated for the ring-opening reaction leads us to assume
that the concerted CH insertion of the thermally generated
nitrene gives 19 (Scheme 4). Again, this assumption is in
harmony with the conclusion that the concerted mechan-
ism contributes relatively largely to the intramolecular CH
insertion of the thermally generated nitrene.


Although the detailed process of the formation of the
cyclopropyl ring-opened products 20–22 has not been
elucidated yet, we tentatively propose a scheme involving
the intramolecular cyclization of the biradical 24 resulting
from the cyclopropylcarbinyl opening of 23 (Scheme 4).
The intramolecular attack of the aminyl radical on the 2-
position of the 2-pentenylene moiety in 24 would give the
biradical with a five-membered ring, which would be a
precursor of the pyrroindoline 20. If the intramolecular
cyclization occurs at the 3-position, the biradical with a
six-membered ring would be formed, which could give not
only 21 by the recombination, followed by the re-cleavage
of the resulting four-membered ring, but also 22 by the
reaction with the unchanged azide 7. It seems reasonable
to think that a variety of the interconversion between
reactive intermediates is allowed at the reaction tempera-
ture of 180 �C, and that the isolation of the products 20–22
is primarily attributable to their high thermostability.
Although isotope labeling studies, and also theoretical
studies of the relative stability of intermediate biradicals,
are required to validate this scheme, it should be empha-
sized again that these products 20–22 obtained in the
thermolysis of the azide 7 are definitely produced through
the cyclopropylcarbinyl radical rearrangement.


Spin state and electronic structure of the nitrene
responsible for the intramolecular CH insertion


The CH insertion of photolytically generated arylcar-
benes has been fully investigated, and it is established
that the reaction proceeds generally by the concerted


Scheme 4
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mechanism involving a singlet state carbene (for reviews
on carbene chemistry see, for example, Ref. 15). Recently,
based on low stereoselectivities and large deuterium
isotope effects (kH/kD¼ 4–8), Kirmse and co-workers
reported that a triplet-state carbene participated in the
intramolecular CH insertion with steric constraints in its
transition state.16 The assumption underlying the discus-
sion on the spin state of arylcarbenes involved in the
reaction is a difference in the electronic structure between
singlet- and triplet-state carbenes. It is generally accepted
that singlet carbene has a closed-shell electronic structure
with one filled and one vacant non-bonding orbital,
whereas triplet carbene has an open-shell electronic
structure with two singly occupied non-bonding orbitals.
In contrast to arylcarbenes, recent theoretical and experi-
mental studies have clearly demonstrated that singlet, in
addition to triplet, phenylnitrene (2) has an open-shell
electronic structure.4,9 Assuming that the alkyl substituent
at the ortho-position has no influence on the electronic
structure of 2, the intramolecular CH insertion of the
nitrene is expected to proceed by the hydrogen abstrac-
tion–recombination mechanism, regardless of its spin
state. Our observations described in the preceding sections
are primarily consistent with this expectation. It should be
emphasized, however, that we have demonstrated a con-
tribution of the concerted mechanism, which cannot be
expected from an open-shell electronic structure, to the
intramolecular CH insertion of the nitrene generated by
photolysis, in addition to thermolysis. Here we have a
discussion on the spin state and electronic structure of the
reactive intermediate involved in the CH insertion which
proceeds by the concerted mechanism.


We propose the following four possible mechanisms
for the concerted intramolecular CH insertion of nitrenes.
The first is a contribution of the electronically excited
singlet state. The first electronically excited singlet state
of phenylnitrene (2S) is expected to have a closed-shell
electronic structure, which is designated as the 1A1


state.4,9 It is unlikely, however, that the singlet nitrene
with the 1A1 state is thermally populated, even under the
conditions employed in the thermolysis, because the
energy gap between the ground singlet state (1A2) and
1A1 is estimated to be ca 18 kcal mol�1 by both CASSCF
calculation9 and the modern CASPT2 method.4 The
second possibility is the participation of an electron
transfer from the CH bond to the electronegative nitrogen
atom in the intramolecular CH insertion. The interaction
of the electron localized on the CH bond with one of the
singly occupied orbitals of the nitrenic center would lead
to the polarized three-centered transition state of the CH
insertion, in which the extent of the CH bond cleavage is
relatively low. The polarized transition state of the
intramolecular CH insertion of the nitrene has been
demonstrated by the formation of the methoxylated
anilines 9 and 13 in the photolysis of the azides 4 and
6, respectively, in methanol. Moreover, the participation
of an electron transfer in the nitrene chemistry has been


proposed recently.17,18 The third possibility is an inter-
action between the azide moiety and the CH bond in a
ground state of the azide. The electron-donating inter-
action of the occupied molecular orbital localized on
the CH bond with the unoccupied molecular orbital of the
azide moiety could lead to the transition state of the
concerted intramolecular CH insertion without passing
through the nitrene. The interaction between the azide
moiety and an electron-donating group substituted at
the ortho-position of phenyl azide has been established
in the thermolysis of various aryl azides.1,19 Finally, we
propose that the electronically excited azides could be a
candidate for the intermediate responsible for the con-
certed intramolecular CH insertion of the photochemi-
cally generated nitrene. (In the photochemistry of
diazirines, the participation of their electronically excited
state in the product formation has been proposed.20) It
seems that a single electronically excited state of the
azide was involved in the photolysis with the Pyrex-
filtered light (> 300 nm), because the isotope effect and
the enantiomeric excess obtained in the photolysis of 4-d
and (S)-6, respectively, with the light of > 350 nm are
identical with those obtained with the Pyrex-filtered light.
As shown in Table 2, however, the use of the shorter-
wavelength light (> 250 nm) afforded a significantly
large value of the configurational retention during the
intramolecular CH insertion of the nitrene generated from
(S)-6. This observation appears to be interpretable in
terms of the contribution of the higher excited state of
(S)-6 to the intramolecular CH insertion.


At the present stage, we cannot specify the mechanism
of the concerted intramolecular CH insertion of the
nitrenes, which is observed as a minor process in our
experiments. Further experimental and theoretical studies
are required to elucidate the details of the reactivity of
arylnitrenes.


CONCLUSION


In order to gain experimental information about the
mechanism of the intramolecular CH insertion of arylni-
trenes, we carried out three experiments: measurement of
deuterium isotope effects, determination of configura-
tional purities and cyclopropylcarbinyl radical clock
studies. On the basis of the results obtained, we con-
cluded that the intramolecular CH insertion of the ni-
trenes proceeds primarily by the hydrogen abstraction–
recombination mechanism. The spin state of the nitrenes
involved in the hydrogen abstraction cannot be deter-
mined, because recent theoretical and experimental
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studies have established that singlet in addition to triplet,
phenylnitrene (2) has an open-shell electronic
structure.4,9 We should point out, however, a small but
significant contribution of the concerted mechanism to the
intramolecular CH insertion, which cannot be explained
by an open-shell electronic structure of the nitrenes.


EXPERIMENTAL


1H NMR spectra were recorded at 270 or 500 MHz. 13C
NMR spectra were recorded at 126 MHz. GC analyses
were performed on a column prepared from 5% silicone
OV-17 on Diasolid L (5.0 mm� 1.0 m). HPLC analysis
was performed on a Hitachi L-6000 system. Gel permea-
tion liquid chromatography (GPLC) was carried out on a
JASCO HLC-01 high-performance liquid chromatograph
equipped with a Shodex GPC H-2001 column. Thin-layer
chromatography (TLC) was carried out on Merck Kie-
selgel 60 PF254.


Materials. The synthesis of (� )- and (S)-2-(2-methyl-
butyl)phenyl azide (6) has been reported previously.7


Preparation of 2-(2-deuterio-2-phenylethyl)phenyl azide
(4-d). 1-Phenyl-2-(2-Nitrophenyl)-1-ethanone. To a solu-
tion of 3.68 ml of benzaldehyde (36.1 mmol) and 4.29 ml
of 2-nitrotoluene (36.4 mmol) in 50 ml of freshly distilled
DMSO was added a solution of sodium ethoxide in EtOH
(0.43 M, 10 ml). The mixture was stirred for 2 days at
room temperature and concentrated to ca 5 ml by dis-
tillation under reduced pressure. After the addition of
20 ml of water, the reaction mixture was extracted with
diethyl ether. The organic layer was washed with water
and dried over Na2SO4. The solvent was removed under
reduced pressure to afford 3.88 g (44%) of 1-phenyl-2-(2-
nitrophenyl)ethanol. The resulting alcohol (3.60 g,
14.8 mmol) was dissolved in 50 ml of acetone. To the
solution was added dropwise an acidic chromium re-
agent, which was prepared by the dilution of aqueous
solution of chromium(VI) oxide (5.5 M, 3.6 ml) with
sulfuric acid (4.4 M, 7.4 ml), until the starting alcohol
was no longer detected by TLC. The mixture was further
stirred for 10 min and concentrated to ca 10 ml by
evaporation. After the addition of 30 ml of water, the
organic material was extracted with CH2Cl2. The extract
was washed with water and dried over Na2SO4. The
solvent was removed under reduced pressure and the
residue was developed on a silica gel column with
hexane–CH2Cl2 (1:1) to give 2.12 g (59%) of 1-phenyl-
2-(2-nitrophenyl)-1-ethanone. The identity and purity of
the material were established by 1H NMR spectrum: light
yellow granules; m.p. 64–65 �C; 1H NMR (CDCl3), �
4.74 (2H, s), 7.38 (1H, d, J¼ 6.3 Hz), 7.43–7.67 (5H, m),
8.05 (2H, d, J¼ 6.9 Hz), 8.17 (1H, d, J¼ 8.3 Hz); EIMS,
m/z 165 (14), 105 (100).


1-Deuterio-1-phenyl-2-(2-nitrophenyl)ethene. To a solu-
tion of 1.00 g (4.15 mmol) of 1-phenyl-2-(2-nitrophenyl)-


1-ethanone in 20 ml of dry diethyl ether was added 174 mg
(4.15 mmol) of LiAlD4 (Aldrich, 98%) at 0 �C. The
reaction mixture was stirred for 1 h at room temperature.
After the successive addition of MeOH and 10% sulfuric
acid to the mixture, and the organic material was extracted
with diethyl ether. The extract was washed with water and
dried over Na2SO4. The solvent was removed under
reduced pressure to afford 972 mg (96%) of 1-deuterio-
1-phenyl-2-(2-nitrophenyl)ethanol. A solution of the re-
sulting alcohol (815 mg, 3.34 mmol) and 50 mg of 4-
toluenesulfonic acid monohydrate in benzene (50 ml)
was refluxed for 1 h. The mixture was washed successively
with saturated NaHCO3 solution and water and dried over
Na2SO4. The solvent was removed under reduced pres-
sure, and the residue was developed on a silica gel column
with hexane–CH2Cl2 (3:1) to give 680 mg (90%) of 1-
deuterio-1-phenyl-2-(2-nitrophenyl)ethene. The identity
and purity of the material were established by 1H NMR
spectrum: yellow granules; m.p. 66–67 �C; 1H NMR
(CDCl3), � 7.29–7.49 (5H, m), 7.53–7.63 (3H, m), 7.77
(1H, d, J¼ 7.9 Hz), 7.97 (1H, d, J¼ 8.3 Hz).


2-(2-Deuterio-2-phenylethyl)phenyl azide (4-d). A solu-
tion of 650 mg (2.88 mmol) of 1-deuterio-1-phenyl-2-(2-
nitrophenyl)ethene in 50 ml of acetic acid was stirred
with 50 mg of 10% Pd/C under a hydrogen atmosphere
overnight at room temperature. The solid was filtered and
washed several times with acetic acid. The solvent was
removed under reduced pressure. To the residue were
added 20 ml of water and the mixture was neutralized
with Na2CO3. The organic material was extracted with
diethyl ether and the extract was washed with water and
dried over Na2SO4. The solvent was removed under
reduced pressure to give 562 mg (99%) of 2-(2-deuterio-
2-phenylethyl)aniline (8-d). The deuterium isotope purity
of 8-d was found by NMR integration to be > 95%; 1H
NMR (CDCl3), � 2.78 (2H, d, J¼ 8.3 Hz), 2.92 (1H, d,
J¼ 8.3 Hz), 6.66–6.77 (2H, m), 7.02–7.07 (2H, m), 7.19–
7.33 (5H, m). To a solution of 562 mg (2.83 mmol) of 8-d
in 15 ml of dioxane were added 15 ml of 6 N sulfuric acid.
The mixture was cooled to 0–5 �C and a solution of
195 mg (2.83 mmol) of NaNO2 in 2 ml of water was
added dropwise to the mixture. The reaction mixture
was stirred for 30 min at this temperature. The mixture
was added dropwise to a solution of 3.68 g of NaN3 in
22 ml of water with stirring at room temperature. After
the addition, the reaction mixture was stirred for 2 h. The
organic material was extracted with CH2Cl2 and the
extract was washed with water and dried over Na2SO4.
The solvent was removed under reduced pressure and the
residue was developed on a silica gel column with hexane
to give 431 mg (68%) of the azide 4-d. The identity and
purity of the azide were established by 1H NMR and IR
spectra, which were completely identical with those of 4-
h,5 except that the 1H NMR spectrum showed only three
methylene protons at � 2.85; EIMS, m/z 224 (Mþ, 3), 196
(89), 195 (100), 119 (20).
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Preparation of 2-(2-cyclopropylethyl)phenyl azide (7). (2-
nitrobenzyl)triphenylphosphonium bromide. A solution
of 15.0 g of 2-nitrotoluene (109 mmol), 17.6 g of N-
bromosuccinimide (99 mmol) and 0.14 g of benzoyl
peroxide in 66 ml of CCl4 was refluxed for 5 h. The
precipitate was filtered and washed with hot CCl4. The
solvent was removed under reduced pressure. The resi-
dual 2-nitrobenzyl bromide was dissolved in 40 ml of
benzene and to the solution were added 26.0 g (99 mol) of
triphenylphosphine. The reaction mixture was allowed to
stand overnight at room temperature. A viscous material
was produced that solidified slowly. The solid was
filtered, washed with diethyl ether and dried in vacuo to
afford 36.0 g (76%) of (2-nitrobenzyl)triphenylphospho-
nium bromide. This phosphonium salt was insoluble in
organic solvents and used without further purification:
yellow granules; m.p. 226–228 �C; IR (KBr disk), 1540,
1440, 1340, 1120, 1000 cm�1.


�-Cyclopropyl-2-nitrostyrene. Under an N2 atmosphere,
to a suspension of 5.36 g of (2-nitrobenzyl)triphenylpho-
sphonium bromide (11.2 mmol) in 30 ml of dry benzene
was added a solution of n-butyllithium in hexane (1.69 M,
6.64 ml, 11.2 mmol) at 0 �C with vigorous stirring. After
stirring for 1 h at this temperature, to the reaction mixture
was added slowly a solution of 561 mg of cyclopropane-
carbaldehyde (8.00 mmol) in 8 ml of dry benzene. The
mixture was stirred overnight at room temperature. Water
was added to the mixture and the organic material was
extracted with diethyl ether. The extracted was washed
with water and dried over Na2SO4. The solvent was
removed under reduced pressure and the residue was
developed on a silica gel column with hexane–CH2Cl2
(5:1) to give 609 mg (39%) of �-cyclopropyl-2-nitro-
styrene as a mixture of cis and trans isomers (cis:
trans¼ 2.5). The identity and purity of the material
were established from the 1H NMR spectrum: light
yellow liquid; 1H NMR (CDCl3), � 0.40–0.44 (2H, m),
0.68–0.75 (2H, m), 1.41–1.50 (1H, m), 5.11 (1H, dd,
J¼ 11.2, 10.6 Hz), 6.54 (1H, d, J¼ 11.2 Hz), 7.18–7.58
(3H, m), 7.91 (1H, d, J¼ 9.2 Hz) for the cis isomer; �
0.45–0.51 (2H, m), 0.77–0.84 (2H, m), 1.51–1.63 (1H,
m), 5.66 (1H, dd, J¼ 15.5, 9.2 Hz), 6.85 (1H, d,
J¼ 15.5 Hz), 7.18–7.58 (3H, m), 7.77 (1H, d,
J¼ 8.9 Hz) for the trans isomer; EIMS, m/z 189 (Mþ,
6), 172 (13), 144 (32), 128 (47), 115 (100).


2-(2-Cyclopropylethyl)phenyl azide (7). A solution of �-
cyclopropyl-2-nitrostyrene (267 mg, 1.41 mmol) in 10 ml
of absolute ethanol was stirred in the presence of 10 mg
of PtO2 under a hydrogen atmosphere for 2.5 h at 0 �C.
The solid was filtered and washed several times with
ethanol. The solvent was removed under reduced pres-
sure to give 218 mg of the product containing 2-(2-
cyclopropylethyl)aniline (16), which showed signals at
� 0.05–0.10 (2H, m), 0.42–0.49 (2H, m), 0.70–0.83 (1H,
m), 1.51 (2H, q, J¼ 7.5 Hz), 2.60 (2H, t, J¼ 7.8 Hz), 3.60


(2H, brs), 6.66–6.75 (2H, m) and 6.99–7.06 (2H, m) in
the 1H NMR spectrum. Although 1H NMR and GC
analyses revealed that the product contained small
amounts of 2-pentylaniline (ca 15%), the product was
used without further purification. To a solution of 418 mg
of the crude aniline in 16 ml of dioxane were added
16.8 ml of 6 N sulfuric acid. The mixture was cooled to
0–5 �C and a solution of 188 mg (2.72 mmol) of NaNO2


in 3.5 ml of water was added dropwise to the mixture.
The reaction mixture was stirred for 1 h at this tempera-
ture. The mixture was added dropwise to a solution of
338 mg of NaN3 in 7.4 ml of water with stirring at room
temperature. After the addition, the reaction mixture was
stirred for 2 h. The organic material was extracted with
CH2Cl2 and the extract was washed with water and dried
over Na2SO4. The solvent was removed under reduced
pressure and the residue was developed on a silica gel
column with hexane to give 332 mg (68%) of the crude
azide. The azide 7 was separated from 2-pentylphenyl
azide and purified by the use of GPLC. The identity and
purity of the azide were established by 1H NMR and IR
spectra: light yellow liquid; 1H NMR (CDCl3), � 0.00–
0.09 (2H, m), 0.38–0.45 (2H, m), 0.64–0.77 (1H, m), 1.45
(2H, q, J¼ 7.5 Hz), 2.65 (1H, t, J¼ 7.8 Hz), 7.03–7.23
(4H, m); IR (NaCl), 2110, 1280, 750 cm�1.


Irradiation for preparative experiments. A solu-
tion of 20–30 mg of an azide in 20–30 ml of a solvent was
placed in a Pyrex tube, purged with N2 for 10 min and
irradiated with a 300 W high-pressure mercury lamp for
60 min at room temperature. The solvent was removed
under reduced pressure and the residue was separated by
GPLC with CHCl3 eluent or preparative TLC. The identity
and purity of photoproducts were established from the 1H
and 13C NMR spectra. The yield of products described in
the text was determined by isolation on the basis of the
reacted material. 2-Phenylindoline (5), 2-(2-phenylethy-
l)aniline (8) and 2-(2-methoxy-2-phenylethyl)aniline (9),
which were obtained by the irradiation of the azide 4, were
identified by comparison of the spectroscopic data with
those of authentic material.5


Irradiation of (� )-6. Irradiation of (� )-6 in cyclohex-
ane, followed by separation by preparative TLC with
hexane–CH2Cl2 (1:1), gave 2-ethyl-2-methylindoline
(11), which was identified by comparison of the data
with those of authentic material.7 The indoline 11 was
contaminated by small amounts of the product, which
showed signals at � 1.06 (3H, t, J¼ 7.3 Hz), 2.04 (2H, q,
J¼ 7.3 Hz), 3.30 (2H, s), 4.73 (1H, s) and 4.87 (1H, s) in
the 1H NMR spectrum. The minor product was tenta-
tively identified as 2-(2-methylenebutyl)aniline (12). At-
tempts to isolate 11 from the mixture were unsuccessful.
Irradiation of (� )-6 in methanol gave 2-(2-methoxy-2-
methylbutyl)aniline (13), together with 11. 13: oil; 1H
NMR (CDCl3), � 0.98 (3H, t, J¼ 7.5 Hz), 1.09 (3H, s),
1.52–1.59 (1H, m), 1.66–1.74 (1H, m), 2.47 (1H, d,
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J¼ 14.2 Hz), 2.99 (1H, d, J¼ 14.2 Hz), 3.15 (3H, s),
6.63–6.70 (2H, m), 6.69 (1H, d, J¼ 7.3 Hz). 7.04 (1H,
t, J¼ 7.6 Hz); 13C NMR (CDCl3), � 8.2, 21.6, 30.1, 41.8,
48.8, 79.4, 116.1, 117.9, 124.3, 127.2, 132.6, 146.8. In
order to avoid the oxidation of photoproducts by mole-
cular oxygen,5,21 the photoreaction mixture obtained by
the irradiation of (� )-6 in diethylamine was worked up
as follows: the photolyzed solution was added dropwise
to a flask containing 50 ml of boiling MeOH under an N2


atmosphere. The mixture was refluxed for 1 h. After
cooling, the solvent was removed and the residue was
separated by GPLC to afford 2-(diethylamino)-3-(2-
methylbutyl)-3H-azepine (14), together with 11. 14: oil;
1H NMR (CDCl3), � 0.77–0.89 (6H, m), 1.12–1.16 (9H,
m), 1.21–1.29 (1H, m), 1.31–1.36 (1H, m), 3.38–3.46
(4H, m), 4.10–4.15 (1H, m), 5.08–5.15 (1H, m), 5.58–
5.61 (1H, m), 6.23–6.27 (1H, m), 7.04 (1H, d,
J¼ 7.6 Hz); 13C NMR (CDCl3), � 11.2, 11.3, 13.3,
13.4, 19.0, 19.9, 29.2, 29.6, 29.9, 30.1, 32.5, 32.7, 39.7,
39.8, 43.9, 108.2, 108.3, 115.8, 116.3, 128.0, 128.2,
139.3, 146.8, 147.3.


Irradiation of 7. Irradiation of 7 in methanol, followed by
GPLC separation, gave the aniline 16 and 2-(2-cyclopro-
pyl-2-methoxyethyl)aniline (18). 18: oil; 1H NMR
(CDCl3), � 0.05–0.10 (1H, m), 0.41–0.48 (1H, m),
0.49–0.52 (1H, m), 0.63–0.69 (1H, m), 0.77–0.84 (1H,
m), 2.72–2.76 (1H, m), 2.85 (2H, d, J¼ 4.9 Hz), 3.38
(3H, s), 6.67–6.72 (2H, m), 7.03 (2H, m); 13C NMR
(CDCl3), � 5.0, 13.8, 37.7, 56.6, 87.2, 115.6, 117.9,
124.5, 126.8, 130.9, 145.5.


Irradiation for analytical experiments. In a typical
run, a solution of an azide (3 mg) in a solvent (3 ml) was
placed in a Pyrex tube, purged with N2 for 10 min and
irradiated with a 300 W high-pressure mercury lamp. The
consumption of the material (<50%) and the yield of the
photoproducts were determined by the integration of
the 1H NMR spectrum in the crude reaction mixture.
Identification of the product was established by the
agreement of the 1H NMR spectra with those of authentic
samples. The ratio of 5-h to 5-d obtained by the irradia-
tion of 4-d was also determined by the integration of the
1H NMR spectrum. The optical purity of 11 obtained by
the irradiation of (S)-6 was determined by HPLC with a
column packed with DAISEL Chiralcel OJ using hexane–
2-propanol (30:1) as eluent.


Thermolysis. Under an N2 atmosphere, 1 ml of 1,2,4-
trichlorobenzene in a flask was heated at 180 �C. A
solution of an azide (10 mg) in 1,2,4-trichlorobenzene
(1 ml) was added dropwise to the flask with stirring. The
mixture was stirred for 30 min at this temperature. After
cooling to room temperature, the mixture was developed
on a silica gel column with hexane to remove the solvent.
Elution with CH2Cl2 gave a mixture of products. After


evaporation of the solvent, the residue was separated by
GPLC with CHCl3 as eluent. The identity and purity of
products were established from the 1H NMR spectrum.
The yield of products described in the text was deter-
mined by isolation. 2-Phenylindole (10)5 obtained by the
thermolysis of 4, and 2,3-dimethyl-1,2,3,4-tetrahydroqui-
noline (15)7 obtained from (� )-6, were identified by
comparison of the spectroscopic data with those of
authentic material. Thermolysis of 7, followed by
GPLC separation, gave four products, the structures of
which were determined from the 1H, 13C NMR and
1H–1H COSY spectra. 2-Cyclopropylindoline (19): oil;
1H NMR (CDCl3), � 0.22–0.29, (2H, m), 0.48–0.54 (2H,
m), 1.03–1.10 (1H, m), 2.87–2.95 (1H, m), 3.11–3.19
(2H, m), 3.92 (1H, brs), 6.62 (1H, d, J¼ 7.6 Hz), 6.69
(1H, t, J¼ 7.3 Hz), 7.01 (1H, t, J¼ 7.6 Hz), 7.09 (1H, d,
J¼ 7.3 Hz); 13C NMR (CDCl3), � 2.2, 3.1, 16.7, 36.0,
65.0, 109.1, 118.5, 124.7, 127.2, 128.7, 150.7; EIMS, m/z
159 (Mþ, 100), 130 (47), 118 (57). 2,3,3a,4-Tetrahydro-
1H-pyrrolo[1,2-a]indole (20):13 oil; 1H NMR (CDCl3), �
1.29–1.38 (1H, m), 1.81–1.93 (3H, m), 2.96 (1H, dd,
J¼ 16.2, 2.4 Hz), 3.15–3.22 (2H, m), 3.42–3.46 (1H, m),
3.91–3.96 (1H, m), 6.60 (1H, d, J¼ 7.9 Hz), 6.76 (1H, t,
J¼ 7.3 Hz), 7.08–7.12 (2H, m); 13C NMR (CDCl3), �
25.8, 31.3, 33.9, 52.3, 65.3, 111.0, 119.3, 124.9, 127.6,
129.9, 154.7. 3-Vinyl-1,2,3,4-tetrahydroquinoline (21):
oil; 1H NMR (CDCl3), � 2.60–2.67 (1H, m), 2.68 (1H,
t, J¼ 10.1 Hz), 2.82–2.85 (1H, m), 3.07 (1H, t,
J¼ 9.8 Hz), 3.34–3.37 (1H, m), 3.88 (1H, brs), 5.07
(1H, d, J¼ 10.4 Hz), 5.15 (1H, d, J¼ 17.1 Hz), 5.87
(1H, ddd, J¼ 17.1, 10.4, 6.4 Hz), 6.50 (1H, d,
J¼ 7.6 Hz), 6.62 (1H, t, J¼ 7.3 Hz), 6.96–6.99 (2H, m);
13C NMR (CDCl3), � 32.9, 36.2, 46.9, 113.9, 114.6,
117.1, 120.5, 126.9, 129.6, 140.2, 144.1. 2-[2-(2-Cyclo-
propylethyl)phenyl]-1H-2,3,3a,4,9,9a-hexahydropyrrolo
[2,3-b]quinoline (22): oil; 1H NMR (CDCl3), � 0.09–0.12
(2H, m), 0.47–0.51 (2H, m), 0.76–0.82 (1H, m), 1.49–
1.55 (2H, m), 1.65–1.72 (1H, m), 2.35–2.41 (1H, m), 2.60
(2H, t, J¼ 7.8 Hz), 3.14 (1H, dd, J¼ 16.2, 2.5 Hz), 3.25
(1H, dd, J¼ 16.5, 9.2 Hz), 3.32–3.37 (1H, m), 3.56–3.60
(1H, m), 3.61–3.66 (1H, m), 3.65 (1H, brs), 3.76–3.80
(1H, m), 6.60 (1H, d, J¼ 8.2 Hz), 6.66 (1H, d,
J¼ 7.9 Hz), 6.70 (1H, t, J¼ 7.3 Hz), 6.80 (1H, t,
J¼ 7.3 Hz), 7.06–7.11 (3H, m), 7.14 (1H, t, J¼ 7.6 Hz);
13C NMR (CDCl3), � 4.7, 11.0, 31.1, 33.1, 33.4, 34.0,
51.5, 58.1, 70.8, 110.8, 111.1, 117.4, 119.8, 125.0, 126.5,
127.0, 127.7, 129.1, 129.1, 145.1, 154.4.
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ABSTRACT: Substituted 2,7-dimethyl-3-thioxo-3,4,5,6-tetrahydro-2H-[1,2,4]triazepin-5-one reacts as a dipolaro-
phile with several N-aryl-C-ethoxycarbonylnitrilimines, in equimolar quantities, to give, in all cases, two types of
products: diethyl 3-(p-aryl)-2-[N0-(p-aryl)-N0-(20,70-dimethyl-50-oxo-50,60-dihydro-2H-[1,2,4]triazepin-30-yl)-hydra-
zino]-2,3-dihydro[1,3,4]thiadiazole-2,5-dicarboxylate (3a–3c in 20–25% yield) and ethyl 4-(p-aryl)-5-imino-1,4-
dihydro[1,3,4]thiadiazole carboxylate (4a–4c in 45–50% yield). When 1:2 stoichiometry was used, the formation of
product 3 (50%) was favoured. The reaction is entirely chemo- and regioselective. The structures of the compounds
obtained, where aryl stands for p-chloro-phenyl (3b) in the first type and for tolyl (4a) in the second type, were
determined by X-ray crystallography and analysed by spectral methods (NMR and mass spectroscopy). The global
and local electrophilicity/nucleophilicity have been analysed to rationalize the chemical reactivity of the reactants.
Copyright # 2005 John Wiley & Sons, Ltd.
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INTRODUCTION


In view of their well-known anticonvulsant and anti-
anxiety activity, many benzodiazepines and their oxo-
derivatives have acquired both pharmaceutical and
economical relevance.1–4 Diazepines and triazepines
have attracted particular attention as starting materials in
the synthesis of fused heterocyclic systems susceptible to
present pharmacological activities.5–8 As in our previous
studies using heterocyclic compounds as dipolarophiles in
1,3-dipolar cycloaddition reactions,9–11 we consider in this
work the condensation of several N-aryl-C-ethoxycarbo-
nylnitrilimines on 1,2,4-triazepin-5-one 1 in order to ac-
cess new triazepine derivatives of biological interest. This
molecule holds great chemical interest because of the
existence of different tautomeric forms that contain several
dipolarophile sites (C——N, C——C, C——S and C——O)
(Scheme 1). In another study,7 we have shown that the


condensation of a 1,2,4-triazepin-3,5-dithione on the same
dipole occurred at the C——N dipolarophile site of tauto-
meric form 1B. Curiously, in this study only the C——S
dipolarophile site of tautomeric form 1Awas affected. It is
worth noting that the reactivity of the C——S double bond
is well documented by Huisgen et al.13–17 where the
thiones act as ‘superdipolarophiles’ in 1,3-dipolar cycload-
ditions, and by Sauer et al.18 where the thiones act also as
‘superdienophiles’ in Diels–Alder reactions.


In what follows, we present the experimental results of
the cycloaddition between 1,2,4-triazepin-5-one 1 and
some substituted nitrilimines to elucidate the chemo- and
regioselectivity of the reaction. Because 1,2,4-triazepine-
5-one 1 presents several dipolarophile sites, a density
functional theory-based reactivity index analysis has
been used to explain why and how the C——S dipolar-
ophile is the most reactive.


RESULTS AND DISCUSSION


The condensation of N-aryl-C-ethoxycarbonylnitrili-
mines, generated in situ from the appropriate precursors
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ethylhydrazono-�-bromoglyoxalate and triethylamine,19,20


with 1,2,4-triazepin-5-one 1 in dry benzene at room
temperature, in equimolar quantities, leads, in all cases,
to two types of products: diethyl 3-(p-aryl)-2-[N0-
(p-aryl)-N0-(20,70-dimethyl-50-oxo-50,60-dihydro-2H[1,2,4]
triazepin-30-yl)-hydrazino]-2,3-dihydro[1,3,4]thiadiazole-
2,5-dicarboxylate 3a–3c in 20–25% yield and ethyl 4-
(p-aryl)-5-imino-1,4-dihydro [1,3,4]thiadiazole-2-carbo-
xylate 4a–4c in 45–50% yield (Scheme 2). When 1:2
stoichiometry was used in the case of 1 with N-p-
chlorophenyl-C-ethoxycarbonylnitrilimine, the two pro-
ducts 3b and 4b are obtained in 49% and 37% yields,
respectively. This shows that the 1:2 stoichiometry fa-
vours unambiguously the pathway leading to the main
product 3b resulting from the double condensation
(Scheme 3).


It is worth mentioning that our numerous attempts to
purify the other fragments 5a–5c failed.


Spectral data (1H NMR, 13C NMR and mass spectro-
scopy) allowed the predominant orientation of the
addition Ndipole—Cdipolarophile (regioselectivity) and pre-
ferential C——S attack site of the triazepine 1 (chemos-
electivity) to be determined. However, they do not permit


precise characterization of the structures of compounds
3a–3c and 4a–4c of the cycloaddition reaction so we have
determined these structures on the basis of X-ray crystal-
lographic analysis of single crystals of 3b and 4a (Figs 1
and 2).


X-Ray crystallographic analysis


The molecular structures of 3b (C26H27Cl2N7O5S, tricli-
nic; CCDC no. 206077) and 4a (C12H13ClN3O2S, mono-
clinic; CCDC no. 206077) as determined in this work are
shown in Figs 1 and 2. The most relevant parameters are
given in Tables 1S and 2S in the supplementary material,
available at the epoc website (http://www.wiley.com/
epoc).


For 3b there are two independent molecules in the unit
cell. Owing to intermolecular N � � �H, O � � �H, S � � �H,
CT � � �H (CT are the centroids of the six-membered rings)
and � � � �H contacts, the molecules seem to arrange in
columns through centres of symmetry and translations
along the a-axis. Columns form sheets along the (011)
direction through centres of symmetry and then pile up to
form the crystal structured in a distorted hexagonal
mode21 of the mentioned columns. Intramolecular con-
tacts contribute to the conformation of the molecule.


For 4a the unit cell contains four molecules. Two
molecules related by a centre of symmetry at (000),
plus translations along the a-axis arranged in columns
through intermolecular N � � �H and O � � �H contacts.
These columns, which form sheets along the (011)
direction, pile up to form hexagonal packing21 supported
mostly by hydrogen contacts through glide planes and
screw axes. The intramolecular contacts S � � �H, N � � �H
and O � � �H contribute to fix the planar conformation of
the molecule. Bond distances and angles of the five-
membered ring compare well with those in analogous
compounds sought from the CSDS and are within
the expected range (ref. codes: BIPTDZ, FOLHAP,


Scheme 1


Scheme 2
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GOZLAI, SIPSOZ, SIPTEQ, SOJNEK, SUWCIW and
VAHYAE).


NMR and mass spectrum analysis


The presence of a resonance signal at 3.50–3.65 ppm in
1H NMR spectra of products 3a–3c, attributed to the
methylene group in position 6, rules out the addition of


the dipole on C5——C6 of tautomeric forms 1D and 1E.
The value of the chemical shift of the methyl group in
position 7 (�¼ 2.25 ppm) discards also the condensation
of the dipole on the dipolarophile site C7——N1 of
triazepine 1. On the other hand, the absence of the signal
of the carbon of the thioxo group of 1 in 13C NMR spectra
justifies clearly the addition of the dipole to the dipolar-
ophile site C3——S of triazepine 1. The chemical shift of
the carbon atom C2 at 99.6 ppm indicates the orientation
of the addition Ndipole—Cdipolarophile and rules out un-
ambiguously the formation of the other possible regioi-
somer. In the opposite regioisomer, this carbon chemical
shift should appear at a lower frequency of �¼ 60.0 ppm.
It is noteworthy that the observed value (99.6 ppm) is
in very good agreement with those described in the
literature for a similar environment.7,22 In the mass
spectra (FAB), we noted essentially molecular peaks to
m/z¼ 580 [MþH]þ, 620 [MþH]þ and 642 [MþH]þ for
3a, 3b and 3c, respectively.


For compounds 4a–4c, the chemical shifts in the case
of 1H and 13C NMR are consistent with the proposed
thiadiazolic structure. In the mass spectra all compounds
gave the molecular ion.


From the X-ray structures and spectral data, the me-
chanism reported in Scheme 3 is proposed. The formation
of the products can be explained by a monocondensation
of the dipole with the C——S dipolarophile site of tauto-
meric form 1a to give the cycloadduct intermediate IN1.
This unstable cycloadduct evolves in two ways: by open-
ing of the thiadiazole cycle leading to intermediate IN2,
which by a second cycloaddition of the nitrilimine dipole
on the C——S dipolarophile site of IN2 gives triazepine


Scheme 3


Figure 1. The molecular structure of compound 3b (ORTEP: XTAL 3.6) with the numbering scheme. Displacement ellipsoids
are drawn at 30% probability
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3a–3c (see way 1 in Scheme 3); and by a nucleophilic
attack of the nitrogen N2 lone pair on the carbon C3 of
the triazepine, followed by opening of the triazepine
cycle to form the thiazolic structure 4a–4c (see way 2
in Scheme 3). It is noteworthy that the same chemoslec-
tivity has been observed by one of us23 in the case of the
condensation of mesitonitrile oxide with triazepine 1.
Grubert et al.24 also have found, from different kinds of
potential reactive sites, that the C——S double bond is the
most reactive of the pyrimidinethione using a nitrilimine
as a dipole. This indicates the high reactivity of the C——S
dipolarophile site.


Global and local electrophilicity analysis


These 1,3-dipolar cycloadditions have been analysed
using the global and local indexes defined in the context
of density functional theory (DFT).25 Recent studies
devoted to 1,3-dipolar cycloadditions26 have shown that
these indexes27 are powerful tools to acquire mechanism
details of these reactions. In Table 1 the static global
properties of 1,2,4-triazepin-5-one 1 and of phenyl sub-
stituted nitrilimines 2a–2d are displayed. The electronic
chemical potential25 of 1,2,4-triazepin-5-one 1 (�¼�0.1319


au) is higher than those of the phenyl-substituted nitrili-
mines 2a–2d (in the range �0.1327 to �0.1657 au),
therefore it is expected that in a polar process the charge
transfer will take place from 1 to the nitrilimines 2a–2d.


1,2,4-Triazepin-5-one 1 has an electrophilicity28 value
of !¼ 1.36 eV. According to the absolute scale of elec-
trophilicity based on ! indices, this compound may be
classified as a moderate electrophile.26a The phenyl
nitrilimines 2a–2d have electrophilicity values in the
range 1.67–2.72 eV. According to this scale they may
be classified as strong electrophiles. The electrophilicity
of these nitrilimines increases with the electron-with-
drawing character of the substituent present at the phenyl
ring. Thus, nitrilimine 2c with the strong electron-with-
drawing NO2 group has the largest electrophilicity value
of this series (see Table 1). The large �! value of 1.36 eV
for the reaction with nitrilimine 2c26a,29 indicates that this
cycloaddition will have a large polar character. Thus, in
this cycloaddition, although nitrilinime 2c will act as a
good electrophile, 1,2,4-triazepin-5-one 1 will act as a
nucleophile.


Analysis of the reactants with Fukui functions30 allows
the regioselectivity of the polar processes to be explai-
ned.26c The values of the Fukui functions for 1,2,4-
triazepin-5-one 1 and phenylnitrilimine 2d (Scheme 4)
are summarized in Table 2. 1,2,4-Triazepin-5-one 1 has


Figure 2. The molecular structure of compound 4a (ORTEP: XTAL 3.6) with the numbering scheme. Displacement ellipsoids are
drawn at 30% probability


Table 1. Electronic chemical potential (�, in au), chemical
hardness (�, in au) and global electrophilicity (!, in eV) of the
1,2,4-triazepin-5-one 1 and the phenyl nitrilimines 2a, 2b,
2c and 2d


� � !


2c (NO2) �0.1657 0.1376 2.72
2b (Cl) �0.1425 0.1436 1.92
2d (H) �0.1369 0.1467 1.74
2a (CH3) �0.1327 0.1432 1.67
1 �0.1319 0.1746 1.36


Scheme 4
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the largest value of the nucleophilic Fukui function at the
S1 sulphur atom, f�k ¼ 0:85, and consequently this is the
most nucleophilic site of 1. Note that the O4 oxygen atom
presents a negligible value of f�k ¼ 0:00. The large
resolution of the nucleophilic Fukui function at the
sulphur atom also allows to explain the total experimen-
tally observed chemoselectivity to be explaired.


The asymmetric phenyl nitrilimine 2d has the largest
nucleophilic activation at the carbonyl C1 carbon atom
(fþk ¼ 0:21). Note that this carbon is not involved in the
[3þ 2] cycloaddition. An analysis of the electrophilic
Fukui function, fþk , at the molecular orbital LUMOþ 1 of
nitrilimine 2d reveals that the C2 carbon atom presents
the largest fþk value of the dipole framework (fþk ¼ 0:48;
see Table 2). Therefore, this carbon will be the preferred
position of the N—N—C framework for nucleophilic
attack in a polar cycloaddition. Analysis of the reactivity
indexes indicates that these cycloadditions will take place
with a large chemo- and regioselectivity via an asynchro-
nous transition state where S—C bond formation will be
more advanced than C—N bond formation. This analysis
is in agreement with the chemo- and regioselectivity
proposed for the 1,3-dipolar cycloaddition in Scheme 3.


CONCLUSION


In summary, in the present study we have studied the
synthesis of novel triazepine derivatives to improve
the library of therapeutic compounds. The selectivity of
the 1,3-dipolar cycloaddition reaction of nitrilimines and
1,2,4-triazepine 1 has been analysed using NMR, mass
spectroscopy, X-ray and DFT-based reactivity indexes.
We have identified successfully the various products of
the considered reaction and shown that the reaction is
fully regio- and chemoselective. In all the cases studied
here, the sulphur heteroatom of the dipolarophile inter-
acts with the carbon atom of the dipole. Only the C——S
dipolarophile site of triazepine 1 reacts with these nitri-
limines. No dipole addition to the other double bonds
(C——N, C——C or C——O) was observed. The results of
global and local electrophilicity analysis are in good
agreement with experimental predictions. It is of interest
to note that evaluation of the biological activity of all the
synthesized products on the central nervous system and
on the HIV virus is intended.


COMPUTATIONAL METHODS


The global electrophilicity28 ! is given by the expression
!¼ (�2/2�) in terms of the electronic chemical potential �
and the chemical hardness �.25 Both quantities may be
approached in terms of the one-electron energies of the
HOMO and LUMO molecular orbitals, "H and "L, as
��("Hþ "L)/2 and ��("Lþ "H), respectively.25 The HOMO
and LUMO energies have been calculated at the ground
state of the molecules al the B3LYP/6–31G* level.31


Electrophilic and nucleophilic Fukui functions30 con-
densed to atoms have been evaluated from single-point
calculations performed at the ground state of molecules at
the same level of theory using a method described else-
where.32 This method evaluates Fukui functions using
the coefficients of the frontier molecular orbitals involved
in the reaction and the overlap matrix.


EXPERIMENTAL


Uncorrected melting points were taken on a Buchi 510
apparatus. The 1H NMR spectra were recorded with a
Bruker WP 400 CW, with Me4Si as internal standard and
CDCl3 as solvent. The 13C NMR spectra were measured
on a Varian FT 80 (100 MHz). Mass spectra were re-
corded with a Jeol JMS DX 300. Column chromatogra-
phy was carried out using E-Merck silica gel 60F 254.
Reagents and solvents were purified in the usual way. The
X-ray structures were solved by direct methods using the
SHELX-97 and program refined by least-squares analysis
using the SHELXL program.33 Scattering factors, disper-
sion corrections and absorption coefficients were taken
from International Tables for Crystallography.34


Crystal data for compound 3b


Triclinic, space group P-1, T¼ 293(2) K, a¼ 10.116(1),
b¼ 10.473(4) and c¼ 14.676(3) Å, �¼ 105.04(3)�,
�¼ 95.60(2)�, �¼ 100.08(2)�, V¼ 1461.6(6) Å3, Z¼ 2;
observed reflections, 4525 with I> 2�(I), R¼ 0.050,
Rw¼ 0.141.


Crystal Data for compound 4a


Monoclinic, space group P21/c, T¼ 293(2) K,
a¼ 10.871(1), b¼ 10.375(2) and c¼ 11.218(2) Å,
�¼ 95.66(1)�, V¼ 1259.1(4) Å3, Z¼ 4; observed reflec-
tions, 1900 with I> 2�(I), R¼ 0.053, Rw¼ 0.143.


General procedure of 1,3-dipolar cycloaddition
reaction


Triethylamine (7.2 mmol) dissolved in dry benzene
(10 ml) was added dropwise to a solution of 1,2,4-
triazepin-5-one 1 (5 mmol) and ethylhydrazono-�-


Table 2. Values of the nucleophilic (f�k ) and electrophilic
(fþk ) Fukui functions for 1,2,4-triazepin-5-one 1 and nitrili-
mine 2d


1,2,4-Triazepin-5-one 1


MO S1 C2 C3 O4
45 f�k 0.85 0.06 0.00 0.00
Nitrilimine 2d
MO C1 C2 N3 N4
51 fþk 0.21 0.10 0.17 0.12
52 fþk 0.07 0.48 0.27 0.07
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bromoglyoxylate 2 (5.5 mmol) dissolved in dry benzene
(20 ml). After stirring for 3 days at room temperature, the
reaction mixture was washed several times with water
(25 ml) and the organic layers were dried over anhydrous
sodium sulphate, concentrated under reduced pressure
and purified by chromatography on a silica gel column
(hexane/ethyl acetate). The isolated product 3 was re-
crystallized in ethanol.


Diethyl 3-(p-tolyl)-2-[N0-(p-tolyl)-N0-(20,70-dimethyl-
50- oxo - 50,60- dihydro-2H-[1,2,4] triazepin -30- yl)-
hydrazino]-2,3-dihydro[1,3,4]thiadiazole-2,5-di-
carboxylate (3a). Yield: 580 mg (1 mmol, 20%), m.p.
146–147 �C (ethanol). 1H NMR (400 MHz), �(ppm): 0.95
(t, J¼ 7.08 Hz, 3H, OCH2CH3), 1.30 (t, J¼ 7.10, 3H,
OCH2CH3), 2.10, 2.15 (2s, 6H, 2ArCH3), 2.25 (s,
3H,¼C70—CH3), 2.80 (s, 3H, N20—CH3), 3.45 (m,
2H, —C6


0H2—), 3.95–4.30 (2m, 4H, 2 OCH2CH3),
6.65–7.25 (m, 9H, 8HAr, NH). 13C NMR (100 MHz),
�(ppm): 14.0, 14.7 (2 OCH2CH3), 21.2, 21.3 (2ArCH3),
23.2 (C70—CH3), 42.3 (N20—CH3), 49.2 (C60), 62.8,
64.0 (2 OCH2CH3), 100.4 (C2), 117.9, 124.6, 129.9,
130.6 (8CHAr), 131.2, 133.9, 136.9, 139.7, 143.0 (C70,
4CAr), 157.4, 160.5 (C5, C30), 163.1, 165.6, 166.5 (C50,
2CO2Et). Mass spectrum (FAB) m/z: 580 ([MþH]þ,
2.5%), 321(100).


Diethyl 3-(p-chlorophenyl)-2-[N0-(p-chlorophenyl)-
N0-(20,70-dimethyl-50-oxo-50,60-dihydro-2H-[1,2,4]
triazepin-30-yl)-hydrazino]-2,3-dihydro[1,3,4]thiadi-
azole-2,5-dicarboxylate (3b). Yield: 770 mg
(1.24 mmol, 25%); m.p. 151–152 �C (ethanol). 1H NMR
(400 MHz), �(ppm): 1.00 (t, J¼ 7.07 Hz, 3H, OCH2CH3),
1.30 (t, J¼ 7.10 Hz, 3H, OCH2 CH3), 2.15 (s,
3H,¼C70—CH3), 2.90 (s, 3H, N20—CH3), 3.45–3.60
(AB, J¼ 9.98 Hz, 2H, —CH2—), 4.05–4.30 (2m, 4H,
2O—CH2—CH3), 6.65–7.30 (m, 9H, 8HAr, NH). 13C
NMR (100 MHz), �(ppm): 14.0, 14.7 (2O—CH2CH3),
23.4 (C70—CH3), 42.2 (N20—CH3); 49.2 (C60), 63.2,
64.4 (2 OCH2CH3), 100.1 (C2); 118.7, 125.9, 129.5,
130.2 (8 CHAr), 131.3 132.8, 133.0, 140.6, 144.0 (C70,
4CAr) 156.7, 160.1 (C5, C30), 163.2, 165.2, 166.2 (C50,
2CO2Et). Mass spectrum (FAB) m/z: 620 ([MþH]þ,
2.8%), 341(100).


In order to check the 1:2 stoichiometry we have used
5 mmol of 1,2,4-triazepin-5-one 1 with 11 mmol of
the precursor N-p-chlorophenyl-C-ethoxycarbonylnitrili-
mine 2b, under the experimental conditions described
above; the reaction yields 1.53 g (2.47 mmol, 49%).


Diethyl 3-(p-nitrophenyl)-2-[N0-(p-nitrophenyl)-
N0-(20,70-dimethyl-50-oxo-50,60-dihydro �2H-[1,2,4]
triazepin-30-yl)-hydrazino]-2,3-dihydro[1, 3, 4]thi-
adiazole-2,5-dicarboxylate (3c). Yield: 639 mg
(0.997 mmol, 20%), m.p. 142–143 �C (ethanol). 1H NMR
(400 MHz), �(ppm): 1.05 (t, J¼ 7.12 Hz, 3H, OCH2CH3),
1.35 (t, J¼ 7.40 Hz, 3H, OCH2CH3), 2.25 (s, 3H,¼C70


—CH3), 2.95 (s, 3H, N20—CH3), 3.50–3.65 (AB,
J¼ 10.13 Hz, 2H, —C60H2—), 4.20–4.45 (2m, 4H,
2OCH2CH3), 6.80–8.20 (m, 9H, 8HAr, N0H). 13C NMR
(100 MHz), �(ppm): 14.1, 14.6 (2 O—CH2—CH3), 23.2
(C70—CH3), 42.2 (N20—CH3), 49.4 (C60), 63.7, 65.1
(2 O—CH2—), 99.6 (C2), 116.5, 123.3, 125.7, 125.8
(8 CHAr), 135.9 (C700), 143.7, 145.8, 146.8, 151.1, 155.5,
159 (4CAr, C5, C30), 163.5, 164.7, 165.7 (C50, 2CO2Et).
Mass spectrum (FAB) m/z: 642 ([MþH]þ, 1.5%),
352(100).


Ethyl 4-(p-tolyl)-5-imino-1,4-dihydro[1,3,4]thia-
diazole carboxylate (4a). Yield: 657 mg (2.50 mmol,
50%), m.p. 132–133 �C (ethanol). 1H NMR (400 MHz),
�(ppm): 1.25 (t, J¼ 7.10 Hz, 3H, OCH2CH3), 2.3 (s, 3H,
Ar—CH3), 4.25 (q, J¼ 7.10 Hz, 2H, O—CH2), 7.05–
7.40 (m, 5H, 4HAr, NH). 13C NMR (100 MHz), �(ppm):
14.6 (OCH2CH3), 21.5 (Ar—CH3), 63.3 (OCH2—),
124.6, 130.1 (4CHAr), 135.7, 138.2 (2CAr), 138.5,
158.6 (C2, C5), 162.6 (C——O). Mass spectrum (FAB)
m/z: 264 ([MþH]þ, 100%).


Ethyl 4-(p-chlorophenyl)-5-imino-1,4-dihydro[1,3,4]
thiadiazole carboxylate (4b). Yield: 710 mg
(2.51 mmol, 50%), m.p. 140–141 �C (ethanol). 1H NMR
(400 MHz), �(ppm): 1.30 (t, J¼ 7.17 Hz, 3H, OCH2CH3),
4.35 (q, J¼ 7.17 Hz, 2H, O—CH2—), 7.25–7.70 (m, 5H,
4HAr, NH). 13C NMR (100 MHz), �(ppm): 14.6 (O—
CH2—CH3), 63.5 (O—CH2—), 125.0, 129.5 (4CHAr),
133.2, 137.1 (2CAr), 139.1, 158.6 (C2, C5), 161.8 (C——
O). Mass spectrum (FAB) m/z: 284 ([MþH]þ, 100%);
154 (53).


As with product 3b, the 1:2 stoichiometry yielded
526 mg (1.85 mmol, 37%).


Ethyl 4-(p-nitrophenyl)-5-imino-1,4-dihydro[1,3,4]
thiadiazole carboxylate (4c). Yield: 660 mg
(2.24 mmol, 45%), m.p. 155–156 �C (ethanol). 1H NMR
(400 MHz), �(ppm): 1.33 (t, J¼ 7.12 Hz, 3H, O—CH2—
CH3), 4.36 (q, J¼ 7.08 Hz, 2H, O—CH2—), 7.63 (s, 1H,
NH), 8.2–8.74 (m, 4H, 4HAr). 13C NMR (100 MHz),
�(ppm): 14.5 (OCH2CH3), 63.8 (O—CH2—), 122.4,
124.8 (4 CHAr), 125.6, 145.0 (2CAr), 145.6, 158.2
(C2, C5), 161.1 (C¼O). Mass spectrum (FAB) m/z:
295 ([MþH]þ, 42%), 154 (90), 55 (100).
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18. (a) Breu J, Höcht P, Rohr U, Schatz J, Sauer J. Eur. J. Org. Chem.
1998: 2861–2873; (b) Rohr U, Schatz J, Sauer J. Eur. J. Org.
Chem. 1998: 2875–2883.


19. Huisgen R, Koch HJ. Ann. Chem. 1955; 591: 200–231.
20. Sharp B, Hamilton CS. J. Am. Chem. Soc. 1946; 68: 588–591.
21. Martı́nez-Alcazar MP, Cano FH, Martı́nez-Ruiz P. J. Mol. Struct.


2001; 562: 79–88.
22. Sain B, Prajapati D, Mahajan AR, Sandhu JS. Bull. Soc. Chim. Fr.


1994; 131: 313–316.
23. Hasnaoui A, El Messaoudi M, Lavergne J-P. Rec. Trav. Chim.


Pays-Bas 1985; 104: 129–131.
24. Grubert L, Pätzel M, Hugelt W, Riemer B, Liebscher J. Liebigs


Ann. Chem. 1994: 1005–1011.
25. (a) Parr RG, Pearson RG. J. Am. Chem. Soc. 1983; 105: 7512–


7516; (b) Parr RG, Yang W. Density Functional Theory of Atoms
and Molecules. Oxford University Press: New York, 1989.
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Lett. 1999; 304: 405–413; (b) Fuentealba P, Pérez P, Contreras R.
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ABSTRACT: The gas-phase electronic spectra of 2-(20-hydroxybenzoyl)pyrrole and 2-(20-methoxybenzoyl)pyrrole
have been determined using multiconfigurational perturbation theory (CASPT2). Solvatochromic spectral shifts for
these molecules have been measured in cyclohexane and methanol and the electrostatic components of these shifts
have been estimated using the vertical electrostatic model (VEM 4.2) developed for the configuration interaction with
single excitations model implemented with the intermediate neglect of differential overlap Hamiltonian (CIS/INDO/
S2). Comparison between theory and experiment and an interpretation of the main spectral differences between the
two substituted pyrroles and their solvation are presented. Copyright # 2005 John Wiley & Sons, Ltd.
Supplementary electronic material for this paper is available in Wiley Interscience at http://www.interscience.
wiley.com/jpages/0894-3230/suppmat/
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INTRODUCTION


2-(20-Hydroxybenzoyl)pyrrole (HBP, Fig. 1), a confor-
mationally flexible aromatic system, is present as a
substructure in a series of halogenated, naturally occur-
ring1 and synthetic2,3 pyrroles with remarkable bacter-
icidal activity, and in some recently synthesized cytotoxic
2-aroylindoles with promising antitumour activities.4,5


The O-methylation of the hydroxyl group, giving rise in
HBP to 2-(20-methoxybenzoyl)pyrrole (MBP, Fig. 2), and
the N-substitution of the pyrrole moiety in bioactive
compounds structurally similar to HBP and MBP were
shown to reduce the antibiotic activity while their cyto-
toxic action still operates.6 On the other hand, the pre-
sence of a free OH group has some noticeable effects on
the physical behaviour of these benzoylpyrroles. In fact,
although chemically pure HBP is a yellow crystalline
substance, its O-methyl derivative MBP is white; the
same contrast is observed for their solutions in both polar
and non-polar solvents. In a previous paper7 we investi-
gated the tautomeric and conformational equilibria of


HBP and MBP using quantum chemical methods. We
also determined their infrared spectra both experimen-
tally and theoretically. In this work, we focus on the
electronic spectra of HBP and MBP to evaluate the extent
to which chemical substitution and solvation effects
influence the positions of various absorption maxima
(the latter phenomenon typically is referred to as solva-
tochromism). The prediction of electronic excitation
spectra can be a challenging task from a methodological
standpoint and we assess the degree to which particular
computational models are effective in the HBP and MBP
systems. From a drug design standpoint, accurate predic-
tion of UV–Vis spectra could prove useful for the en-
gineering of improved photostability into effective
pharmacophores, which is an economically important
goal.


COMPUTATIONAL METHODS


The complete active space (CAS) SCF method8 was used
to generate molecular orbitals and reference wave func-
tions for subsequent multiconfigurational second-order
perturbation calculations of the dynamic correlation en-
ergy (CASPT2).9–11 The active space was composed of
12 active electrons in 12 active orbitals. These orbitals
include the five highest � and the five lowest �* orbitals
that are delocalized on the pyrrole (�Py) and phenyl (�Bz)
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moieties and on the carbonyl group (�CO). The lone-pair
orbital localized on the oxygen of the carbonyl group
(LPCO) and a second orbital (LPCO*), which reduced a
serious intruder state problem, were also considered. The
active molecular orbitals for HBP are shown in Fig. 3.
Some residual intruder states were still present but it was
not possible to extend the active space further due to the
size of the molecule and the absence of any symmetry
that would reduce the computational effort. In any case,
the agreement with experiment did not appear to be
compromised by the remaining intruder states.


The molecular orbitals were optimized for the first six
singlet states in a State-Average CASSCF calculation.
The excitation energies then were computed at the
CASPT2 level of theory. The CASSCF wavefunctions,
combined with the CASPT2 excitation energies, were
used to estimate the oscillator strengths of the excitations.
Generally contracted basis sets of atomic natural orbital
(ANO) type were used with the contraction scheme
3s2p1d on C, N and O and 2s1p on H.12 The CASSCF/
CASPT2 calculations were performed using the software
MOLCAS-6.0.13


Electrostatic components of solvation free energies
were computed from generalized Born (GB) quantum


Figure 1. The calculated structure of 2-(2’-hydroxyben-
zoyl)pyrrole (HBP). Bond distances are in angstroms and
angles are in degrees


3————————————————————
Figure 2. The calculated structure of the three conformers of
2-(2’-methoxybenzoyl)pyrrole (MBP-1, MBP-2 and MBP-3).
Bond distances are in angstroms and angles are in degrees


Figure 3. The active molecular orbitals of 2-(2’-hydroxy-
benzoyl)pyrrole (HBP)
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mechanical self-consistent-reaction-field (SCRF) calcu-
lations14 for both the ground and excited states. Ground-
state wave functions were determined from Hartree–Fock
calculations with the semi-empirical intermediate neglect
of differential overlap15 Hamiltonian INDO/S2.16 Ex-
cited-state wave functions were computed with the
same Hamiltonian from configuration interaction calcu-
lations including single excitations (CIS).15 The ground-
and excited-state charge distributions were expressed as a
monopole expansion of partial atomic charges (Charge
Model 2—CM 216,17) that were then used in the GB
calculations. For the ground states, SCRF calculations
using Solvation model 5.42 (SM 5.4218) were fully
equilibrated to the solute charge distribution, whereas
for the excited states the vertical electrostatic model 4.2
(VEM 4.219) was used. The two-response-time VEM 4.2
model separates the slow and fast components of the
solvent dielectric response to reflect properly the vertical
nature of the electronic excitation. The INDO/S2 calcula-
tions were performed using the software ZINDO-MN.20


All geometries were optimized at the hybrid Hartree–
Fock density functional level of theory21 with the ex-
change functional of Becke22 and the gradient-corrected
correlation functional of Lee, Yang and Parr23 (B3LYP).
The polarized 6–31G(d,p) basis set24 was used. The
optimizations were performed using Gaussian 98 soft-
ware.25


Figures 1–3 and 5 were obtained with the MOLDEN
program.26


RESULTS AND DISCUSSION


In our previous study7 three isomers of HBP were
investigated but a single structure was found to dominate
at equilibrium (Fig. 1) because the other two structures
were >80 kJ mol�1 higher in energy. We decided to
consider only this structure in the present study. Five
conformers of MBP were investigated but two were too
high in energy (>8 kJ mol�1) to be present in significant
concentration at 298 K. We thus considered only three
conformers of the O-methyl derivative in this study
(MBP-1, MBP-2 and MBP-3 in Fig. 2). At the CASPT2
level, MBP-2 and MBP-3 lie 4.1 and 5.2 kJ mol�1 above
MBP-1, respectively. From these relative energies, the
following relative concentrations at 298 K can be esti-
mated: 76% for MBP-1, 15% for MBP-2 and 9% for
MBP-3.


The most important geometrical parameters for the
various structures are reported in Figs 1 and 2. Two main
differences between HBP and MBP appear: the presence
of an intramolecular hydrogen bond in HBP, which is
absent in the MBP isomers, and reduced coplanarity
between the carbonyl group and the phenyl group in the
MBP isomers (the CCCO dihedral angle is 43–47�)
compared with HBP (the CCCO dihedral angle is 15�),
presumably due to the presence of the methyl group.


The experimental spectra (Fig. 4) of HBP and MBP
recorded in cyclohexane (C6H12) and methanol (CH3OH)
were reported in our previous work.7 The experimental
spectrum of HBP in C6H12 presents a broad band with
two maxima at ca. 3.58 eV (346 nm) and 3.99 eV
(311 nm) and a narrow band with a maximum at ca.
4.79 eV (259 nm). The spectrum of MBP in C6H12 pre-
sents a band with a maximum at ca. 4.27 eV (290 nm) and
a shoulder at ca. 5.00 eV (248 nm). Although the spec-
trum of HBP in CH3OH is similar to that in C6H12, the
spectrum of MBP shows a clear red shift in going from
C6H12 to CH3OH: the band with the maximum at 4.27 eV
(290 nm) occurs instead at 4.13 eV (300 nm) and the
shoulder at 5.00 eV (248 nm) is shifted by 6 nm (254 nm).


Results from CASPT2


In Tables 1–4 the vertical excitation energies and oscil-
lator strengths for the first five singlet excited states are
reported. The nature of the transitions was established
from analysis of the electron charge transfer from the
pyrrole and the hydroxybenzoyl (methoxybenzoyl) moi-
eties towards the carbonyl group and the changes of the
molecular orbital occupations in the excited states com-
pared with the ground state. For all species, vertical
CASPT2 excitation energies are in an energy range of
3.5–5 eV above their ground states.


Inspection of Tables 1–4 shows that the LPCO! �CO*
transition has a low intensity in every case. It occurs at
3.95 eV (314 nm) in HBP and at 3.82–3.87 eV (325–
321 nm) in the MBP conformers, and corresponds to
the typical n ! �CO* dipole-forbidden transition of
carbonyl systems, e.g. formaldehyde (3.91 eV at the
CASPT2 level)27 and acetone (4.18 eV).28 The vertical
transition in malonaldehyde, which is also an unsaturated
carbonyl system and presents the same type of intramo-
lecular hydrogen bond as HBP, is estimated at 3.89 eV at
the same level of theory.29 In the MBP conformers this
transition is 0.1 eV lower than in benzaldehyde (3.71 eV
at the CASPT2 level).30


The first intense transition (f¼ 0.3), of �Bz ! �CO*
type has been calculated at 3.53 eV (351 nm) in HBP and
corresponds to the maximum at 346 nm of the broad band
of the experimental spectrum in C6H12 (Fig. 4). The
structurally similar o-hydroxybenzaldehyde species has
an absorption band measured at 3.9 eV (330 nm) in 3-
methylpentane,31 which is the analogue of the band at
346 nm of HBP. The CASPT2 calculations on o-hydroxy-
benzaldehyde32 predict this band to occur at 3.74 eV
(332 nm). The presence of the pyrrole ring in HBP is
thus responsible for the smaller transition energy than
that found for o-hydroxybenzaldehyde.


In the three conformers of MBP, the �Bz ! �CO*
transition has been computed ca. 1 eV higher than in
HBP: 4.39 (282), 4.47 (277) and 4.55 eV (273 nm),
respectively, with a lower intensity ( f< 0.04). This
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difference between HBP and MBP is also present in the
experimental spectra (Fig. 4): the band at 346 nm for HBP
is absent in the MBP spectrum. This difference can be
explained by looking at the changes in the molecular
orbital (MO) occupations that occur upon transition in the
two species. All transitions are single-electron excitations


from some doubly occupied MOs mainly to the �CO*
orbital. However, in the excited states of the MBP
isomers there is considerable occupation of a �Bz* orbital
(0.35–0.44) compared with the same excited state of HBP
(<0.1), therefore the transition has some character of
‘internal’ benzene excitation, which is responsible for the


Figure 4. The measured spectra of HBP and MBP (absorbances are in arbitrary units) and the computed transitions
(CASPT2þVEM 4.2 solvatochromic shifts) for HBP and MBP-1 in C6H12 and MeOH


Table 1. Excitation energies, wavelengths and oscillator
strengths (f ) for HBP


Excitation E (eV) � (nm) f


�Bz!�CO* 3.53 351 0.271
LPCO!�CO* 3.95 314 0.007
�Py!�CO* 4.00 310 0.090
�Py!�CO* 4.45 278 0.165
�Bz!�CO* 4.75 261 0.124


Table 2. Excitation energies, wavelengths and oscillator
strengths (f ) for MBP-1


Excitation E (eV) � (nm) f


LPCO!�CO* 3.82 324 0.002
�Py!�CO* 4.31 287 0.163
�Bz!�CO* 4.39 282 0.038
�Py!�CO* 4.42 280 0.259
�Bz!�CO* 5.01 248 0.129
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significant blue shift and the reduced intensity. The
first singlet excited state of the benzene molecule
occurs at 4.90 eV and its oscillator strength is very low
(5� 10�4).33 This behaviour could be due to the
reduced coplanarity (and thus reduced conjugation) of
the phenyl ring with the pyrrole and the carbonyl
moieties, as noted above. A second �Bz ! �CO* transi-
tion has been found at higher energy: 4.75 eV (261 nm)
for HBP, which corresponds to the low band observed
in solution at 259 nm; and 4.9–5.1 eV (253–243 nm) for
the MBP isomers with similar intensities, which corre-
sponds to the 248 nm shoulder in solution. In the latter
case the blue shift is only 0.25 eV and the populations of
the �Bz* orbital in both the HBP and MBP isomers are
similar.


In addition, two �Py ! �CO* transitions have been
computed. In HBP, the first one occurs at 4.00 eV
(310 nm) and corresponds to the maximum at 311 nm
of the broad band in solution, whereas the second one is
at 4.45 eV (278 nm). In the MBP conformers these two
transition are computed at 4.31–4.52 eV, corresponding to
a weighted average of 284 nm, and 4.42–4.58 eV (aver-
age¼ 278 nm) respectively, and their intensities are about
twice the intensity in HBP. Together, they correspond to
the intense band at 290 nm in solution, which is consis-
tent with an observed absorption for 2-acetylpyrrole at
4.20 eV (287 nm).34


All transitions, with the exception of the first
�Bz ! �CO*, show a blue shift of ca. 0.1–0.4 eV in going
from HBP to the MBP isomers. This is rationalized again
in terms of the reduced coplanarity of the phenyl ring
with the carbonyl group. The reduced coplanarity miti-
gates conjugation of the phenyl � orbitals with the �CO*
orbital of the carbonyl group and thus the stabilization of
the latter antibonding orbital. As a result, the energy of
the �CO* orbital is 1.6 eV higher in the MBP isomers than


in HBP. All transitions to this orbital thus occur at higher
energy in the MBP isomers than in HBP.


Solvent effect


In order to estimate the solvent effects on the spectra,
CIS/INDO/S2 calculations have been performed. At the
DFT optimized geometries, the lowest six electronic
states of HBP and the most stable conformer of MBP,
MBP-1, have been calculated in the gas phase and in
cyclohexane solution. Analogous calculations have been
done for HBP and MBP-1, both with and without two
explicitly coordinated methanol molecules in methanol
solution. The structures of the supermolecular systems
HBPþ 2 MeOH and MBP-1þ 2MeOH (Fig. 5) were
optimized previously at the DFT/B3LYP level of theory.


Table 3. Excitation energies, wavelengths and oscillator
strengths (f ) for MBP-2


Excitation E (eV) � (nm) f


LPCO!�CO* 3.82 324 0.001
�Bz!�CO* 4.47 277 0.038
�Py!�CO* 4.52 275 0.145
�Py!�CO* 4.58 271 0.309
�Bz!�CO* 4.90 253 0.103


Table 4. Excitation energies, wavelengths and oscillator
strengths (f ) for MBP-3


Excitation E (eV) � (nm) f


LPCO!�CO* 3.87 321 0.001
�Py!�CO* 4.46 278 0.144
�Py!�CO* 4.54 273 0.318
�Bz!�CO* 4.55 273 0.011
�Bz!�CO* 5.11 243 0.140


Figure 5. The calculated structure of 2-(2’-hydroxyben-
zoyl)pyrrole (HBP) plus two MeOH molecules and of 2-(2’-
methoxybenzoyl)pyrrole (MBP-1) plus two MeOH molecules
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The results of these calculations have been summar-
ized in Tables 5–10. The excitation wavelengths of HBP
in the gas phase, cyclohexane and methanol are reported
in Table 5 together with the dipole moments of each state.
In going from gas to both solvents, the LPCO ! �CO*
transition undergoes a blue shift whereas the intense
�Bz ! �CO* and �Py ! �CO* transitions undergo a red
shift. These changes are consistent with the nature of the
polarities of the various excited states as measured by
their dipole moments. In particular, the LPCO ! �CO*
states have dipole moments smaller than the ground state,
but all of the �Bz ! �CO* states have dipole moments
larger than the ground state. For each set of states, the
solvatochromic effect is larger for methanol than for
cyclohexane because of the larger dielectric constant of
the alcohol (32.6) compared with the alkane (2.0).


The excitation wavelengths for the HBPþ 2MeOH
system in gas and in methanol are reported in Table 6.
In going from gas to methanol, the energy of the
LPCO ! �CO* transition does not change whereas the
�Bz ! �CO* and �Py ! �CO* transitions undergo a
small red shift. Similar data for MBP-1 are reported in
Tables 7 and 8.


The changes associated with computing solvatochro-
mic effects in methanol using either isolated or micro-
solvated solutes are small, suggesting that it is reasonable
to make a comparison between cyclohexane and metha-
nol from purely continuum calculations. As a best esti-


mate, then, to a prediction of the absorption maxima in
solution, we have added the VEM 4.2 solvatochromic
shifts to the CASPT2 gas-phase results; these data are
provided in Tables 9 and 10 and are shown as bars in
Fig. 4. The longest wavelength � ! �CO* transition in
HBP is predicted to occur 1 nm more to the blue
in methanol compared with cyclohexane, which is con-
sistent with the experimental spectrum that shows a very
slight red shift for cyclohexane compared with methanol.
The longest � ! �CO* wavelength transition in MBP-1,
on the other hand, is predicted to be shifted 3 nm more to
the red in methanol compared with cyclohexane, and this
again agrees with experiment, although the magnitude of
the predicted shift is smaller than the 10 nm observed
experimentally. The LPCO ! �CO* and �Bz ! �CO*
transitions basically remain unchanged for HBP
(Table 9) whereas the �Py ! �CO* transitions red-shift
by ca. 10 nm from gas to cyclohexane and by 3 nm from
gas to methanol. In going from cyclohexane to methanol
a blue shift of 7 nm occurs. In the MBP-1 case (Table 10),
in going from cyclohexane to methanol, a blue shift of
4 nm occurs for the lowest �Bz ! �CO* transition
whereas all the other transition have small red shifts.


It is noteworthy that for certain excitations the solva-
tochromic shift for methanol is slightly more than twice
what is predicted for cyclohexane, whereas in other cases
the two solvents are predicted to have essentially equiva-
lent solvatochromic shifts. This reflects the need to
separate the solvent response into two components. The
fast component, which involves the electronic response of
the solvent, is essentially equivalent for cyclohexane and
methanol and depends on the solvent index of refraction,
which is 1.43 for cyclohexane and 1.33 for methanol, i.e.
equivalent to within 7%. The slow component, on the
other hand, which is frozen on the time scale of a vertical
excitation, depends on the solvent dielectric constant. As
noted above, the two solvents are substantially different
with respect to this latter property. To a first approxima-
tion, then, if an excitation does not change the component
of the solute dipole moment that is aligned with the slow
component of the solvent reaction field, then one expects
cyclohexane and methanol to exhibit a similar solvato-
chromic influence acting exclusively through their fast


Table 5. The ZINDO excitation wavelengths, oscillator strengths (f) and dipole moment (�)a for HBP in the gas phase (gas), in
cyclohexane (C6H12) and in methanol (MeOH), respectively


Gas C6H12 MeOH


Excitation �(nm) f �(D) �(nm) �(D) �(nm) �(D)


LPCO!�CO* 355 0.002 1.4 353 1.6 347 2.1
�Bz!�CO* 312 0.349 2.5 314 3.1 313 3.8
�Py!�CO* 278 0.244 8.7 288 9.0 289 9.0
�Bz!�CO* 236 0.031 4.7 249 5.0 248 5.5
�Py!�CO* 224 0.058 5.1 238 6.2 239 7.5


a The dipole moment for the ground state is 2.8, 3.1 and 3.9 D, respectively, in the gas phase, in cyclohexane and in methanol.


Table 6. The ZINDO excitation wavelengths, oscillator
strengths (f ) and dipole moment (�)a for HBPþ 2 MeOH
molecules in the gas phase (gas) and in methanol (MeOH),
respectively


Gas MeOH


Excitation �(nm) f �(D) �(nm) �(D)


LPCO!�CO* 336 0.005 2.6 336 2.5
�Bz!�CO* 314 0.448 1.5 315 2.3
�Py!�CO* 288 0.152 4.7 291 4.8
�Py!�CO* 248 0.020 5.0 252 5.4
�Bz!�CO* 240 0.037 4.8 242 4.2


a The dipole moment for the ground state is 0.6 and 1.0 D, respectively, in
the gas phase and in methanol.
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response. Conversely, when a significant change in the
solute charge distribution relative to the frozen compo-
nent of the solvent reaction field occurs, one expects the
two solvatochromic effects to differ by approximately
("� 1)/" (the Born prefactor for the polarization free
energy), and this is roughly a factor of 2 for cyclohexane
versus methanol.19


CONCLUSIONS


The electronic spectra of HBP and three isomers of MBP
have been computed using multiconfigurational perturba-
tion theory and they are in good agreement with the
experimental spectra.


The differences in the spectra of HBP and MBP with
respect to the position and intensity of the various bands
have been interpreted in terms of different molecular
orbitals and energies involved in the excitations. In the
MBP conformers, reduced coplanarity of the phenyl
moiety with the carbonyl group increases the character
of the �Bz ! �Bz* component of the relevant transition,
resulting in a strong blue shift and a reduction of the
oscillator strength. In HBP, on the other hand, the
coplanarity of the two moieties lowers the energy of
the �CO* orbital and results in a red shift for all transitions
with respect to the MBP conformers. The hydrogen bond
in HBP is mainly responsible for the coplanarity of the
systems and strongly influences its spectroscopic beha-
viour. In MBP, on the other hand, the methyl group is an
obstacle to coplanarity. For these reasons, the tail of the
absorption band of HBP estimated at 3.53 eV is respon-
sible for the yellow colour, whereas none of the MBP
conformers show any absorption in the visible range of
the spectrum.


Solvatochromism is predicted to red-shift all of the
low-energy strong � ! �CO* transitions in HBP and
MBP because of the larger dipole moments of the excited
states than the ground state. Differential effects for
methanol compared with cyclohexane associated with
the larger dielectric constant of the former are relatively
small but are in qualitative agreement with the trends
observed in the experimental spectra.


Table 7. The ZINDO excitation wavelengths, oscillator strengths (f ) and dipole moment (�)a for MBP-1 in the gas phase (gas), in
cyclohexane (C6H12) and in methanol (MeOH), respectively


Gas C6H12 MeOH


Excitation �(nm) f �(D) �(nm) �(D) �(nm) �(D)


LPCO!�CO* 336 0.004 1.8 333 2.1 326 2.8
�Py!�CO* 292 0.123 4.9 296 5.6 299 6.6
�Bz!�CO* 272 0.322 6.6 279 6.6 280 6.8
�Bz!�CO* 242 0.052 6.7 249 7.7 252 8.8
�Py!�CO* 231 0.198 4.7 232 5.4 232 5.9


a The dipole moment for the ground state is 3.2, 3.7 and 4.3 D, respectively, in the gas phase, in cyclohexane and in methanol.


Table 8. The ZINDO excitation wavelengths, oscillator
strengths (f ) and dipole moment (�)a for MBP-1þ 2 MeOH
molecules in the gas phase (gas) and in methanol (MeOH),
respectively


Gas MeOH


Excitation �(nm) f �(D) �(nm) �(D)


LPCO!�CO* 327 0.015 4.4 326 4.8
�Py!�CO* 295 0.217 3.7 300 7.2
�Bz!�CO* 282 0.257 6.2 285 6.4
�Bz!�CO* 250 0.050 5.9 261 11.7
�Py!�CO* 233 0.124 10.7 235 7.0


a The dipole moment for the ground state is 4.4 and 5.3 D, respectively, in
the gas phase and in methanol.


Table 9. The CASPT2 excitation wavelengths in the
gas phase and the solvent effect shifts determined by
ZINDO calculations for HBP (experimental values are in
parentheses).


Gas C6H12 MeOH
Excitation (nm) (nm) (nm)


�Bz!�CO* 351 353(346) 352(339)
LPCO!�CO* 314 312 306
�Py!�CO* 310 320(311) 321(312)
�Py!�CO* 278 292 291
�Bz!�CO* 261 274(259) 275(258)


Table 10. The CASPT2 excitation wavelengths in the gas
phase and the solvent effect shifts determined by ZINDO
calculations for MBP-1 (experimental values are in parenth-
eses)


Gas C6H12 MeOH
Excitation (nm) (nm) (nm)


LPCO!�CO* 324 321 314
�Py!�CO* 287 291(290) 294(300)
�Bz!�CO* 282 289 290
�Py!�CO* 280 281 281
�Bz!�CO* 248 255(248) 258(254)
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Serrano-Andrés L, Pierloot K, Merchán M. In Advances in
Chemical Physics: New Methods in Computational Quantum
Mechanics, vol. XCIII, Prigogine I, Rice SA (eds). Wiley: New
York, 1996; 219–331.


12. Pierloot K, Dumez B, Widmark P-O, Roos BO. Theor. Chim.
Acta. 1995; 90: 87–114.


13. Karlström G, Lindh R, Malmqvist P-Å, Roos BO, Ryde
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ABSTRACT: Several biologically relevant glycine–Feþ/Fe2þ complexes with three different multiplicities were
studied for the first time by using the hybrid three-parameter B3LYP density functional method with different basis
sets. Single-point calculations were also carried out at the BHLYP level with a larger basis set to refine and calibrate
these energy values. The results show that the most stable glycine–Feþ isomer is the C1-symmetric sextet NO-16,
in which Feþ is interacted with both the amino nitrogen and carbonyl oxygen of the glycine ligand. The ground-state
structure of glycine–Fe2þ is the 5A00 state 2O-25, which generates from the interaction of Fe2þ with the two oxygen
terminus of the zwitterionic glycine. The calculations indicate that the binding energies mainly derive from the
contributions of electrostatic effects, for both the monovalent and divalent metal cation-chelated glycine complexes.
The differences in binding energies between these different multiple-state glycine–Feþ isomers with same
combination modes mainly derive from their different electrostatic and polarized effects, and those between the
isomers of different combination modes with the same multiple states mainly stem from their different deformation
effects. The differences in the relative stabilities of these glycine–Feþ isomers with different multiple states mainly
come from the fact that the more electrostatic contribution of the lower spin complex cannot compensate for the loss
of energy enhancement of its corresponding metal cation relative to that of the higher spin counterpart. The same is
true for the glycine–Fe2þ complexes. Copyright # 2004 John Wiley & Sons, Ltd.


KEYWORDS: DFT calculations; glycine–Feþ/Fe2þ complexes; structures; relative energies; binding energies; binding


energy analysis


INTRODUCTION


The study of the interaction between a transition metal
cation and a glycine is an area of intense interest owing
to the importance of such interactions in life processes.
The cations involved with similar interactions include
Agþ, Niþ, Cuþ/2þ and Znþ/2þ.1–8 However, prior to this
work, there have not been any reports of the application
of density functional theory (DFT) to or other calcula-
tions on the interactions of a glycine and iron cations
except those on the interactions between an iron cation
and some small ligands, such as H2O9 and NH3,10 maybe
owing to the computational complexity of glycine–iron
cation systems.


Iron cations are very important and indispensable
materials in biological systems; the Fe cations in biolo-
gical systems are usually divalent or trivalent and the


coordination sphere is saturated. For example, the co-
ordination number at the active centers of enzymes is six
in most cases. This indicates that, in a real biological
system, less than one charge distribution of, for example,
a trivalent Fe cation contributes to the interaction with an
active site of a biological molecule. Hence both mono-
valent and divalent Fe cations as models are employed to
investigate the interactions with biological molecules.
Nitrogen and oxygen atoms in amino acids, peptides or
proteins are the main active sites, and glycine is the
simplest of the 20 common amino acids and holds the
basic characteristics of the others. Considering its ease of
manipulation in computations relative to other amino
acids, glycine would be a suitable model for the investi-
gation of interactions with Feþ/Fe2þ by using accurate
computational methods of quantum chemistry. A glycine
molecule has three different active sites, i.e. the amino
nitrogen (N3), hydrogen oxygen (O4) and carbonyl oxy-
gen (O5) sites. One or even both neighboring active sites
can bind with an Feþ/Fe2þ cation. Various studies1–7 had
concluded that the most stable combination modes for a
transition metal cation and glycine should not go beyond
two ones, i.e. the cation bound to both the N3 and O5 sites
of the neutral glycine or to both oxygen ends of the
zwitterionic glycine [see Fig. 1(I) and (II)]. A special
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study on the combination modes by Hoyau et al.11 also
confirmed this.


Feþ has five unpaired electrons in its outer shell orbitals,
which corresponds to a multiplicity of 2, 4 or 6. There-
fore, the corresponding multiplicity is also 2, 4 or 6 for
the Feþ-bound glycine molecule. Similarly to Feþ, the
multiplicities for the Fe2þ-bound complexes may be 1, 3
or 5. Hence there should be six different coupling cases
when Feþ/Fe2þ interacts with a glycine molecule. In-
cluding the two most stable combination modes men-
tioned above, 12 complexes can be obtained. Owing
to the many unpaired electrons and multiplicities in an
Feþ/Fe2þ cation, too much computational time is neces-
sary to elucidate these complexes. Fortunately, we have
finally obtained the optimized complexes. The major aim
of this work was to probe the interaction of an Feþ/Fe2þ


cation with two selected glycine molecules and to pro-
vide some valuable information for the study in the fields
of catalysis, atmospheric chemistry and biochemistry.
The effects of different valence states and multiplicities
on the geometries, stabilities and binding energies of
these iron cation-chelated glycine complexes represent a
very interesting unknown field which motivated us to
make a detailed examination.


COMPUTATIONAL METHODS


The combination of Becke’s three-parameter hybrid ex-
change functional12 with the Lee, Yang and Parr (LYP)
correction13 (B3LYP) functional of the DFT method have
successfully dealt with many transition metal cation-
chelated glycine systems.1,3–8 Recent studies on the con-
formational behavior of glycine and other amino acids14–16


had also shown that the B3LYP method could provide
structural parameters that were very similar those ob-
tained by the MP2 method17 and the vibrational frequen-
cies and intensities were in excellent agreement with the
experimental data.1 Hence full geometry optimization,
natural orbital analysis and harmonic vibrational fre-
quency calculations were performed with the same method.


The geometry optimizations and the corresponding
frequency calculations for these complexes have em-
ployed the 6–31G* basis set (basis1).18 Larger basis
sets, 6–31þG* (basis2)19 and 6–311þG* (basis3),20


have also been used in single-point calculations so that


the effects of diffusion and larger basis set are taken into
account. Owing to the possibly greater reliability of
basis3, the calculations on the relative energies included
unscaled zero point vibrational energy (ZPVE) correction
of basis1-optimized frequencies, and the energies of the
metal iron cations were treated with this basis set.


It is known that DFT methods tend to overstabilize
dnþ 1 occupations versus dns1 occupations. For example,
Baerends et al.21 reported that DFT calculations would
lead to uncertainties of 3–5 kcal mol�1 (1 kcal¼4.184 kJ)
in the atomic ground state energy of the transition metal
elements. B3LYP/basis2/3 methods also showed the
quartet state to be the most stable in our present calcula-
tions. Such errors can carry over to the complex in such a
way that the calculations for glycine–Feþ complexes are
artificially biased toward the quartet state. Hence this is
particularly problematic for Feþ because its electronic
ground state is the 3d64s1 (6D) state, whereas the d7 (4F)
state lies 0.25 eV above. All these factors imply that it is
of importance to investigate the reliability of energies
obtained at the B3LYP level and to calibrate these values.
Therefore, the ab initio methods MP2(full)/basis1–3
and the CCSD(T)/6–311þþG(2d,2p)(CCSD(T)/basis4)22


method were also employed for calculations on the
different valent-state Feþ/Fe2þ cations. The admixture
of exact exchange reduces the error and the DFT ap-
proach that is better than post-Hartree–Fock calculations
is the BHLYP method,23 for which the mixing is 50%.1,24


Moreover, the BHLYP calculations can save considerable
time relative to post-Hartree–Fock calculations for the
treatment of a complex system, so the BHLYP was also
used in this work for greater accuracy and efficiency. The
calculations in the following sections showed that this
method can offer relatively ideal results for treating
glycine–Feþ/Fe2þ systems, so the binding energies, elec-
trostatic effects and deformation energy calculations of
these systems were investigated with this method and
basis4. Basis set superposition error (BSSE)25 corrections
were considered in the binding energy calculations.


In order to gain further insight into the binding cases
for each individual system, we will discuss it in detail in
several separate respect,2,26 as proposed by Kitaura and
Morokuma27 and Glendening and Streitwieser:28


�E ¼ �Ee þ�Ep þ�Ect þ�Er þ�Ed þ BSSE ð1Þ


where �Ee denotes the electrostatic energy contribution,
i.e. the energy lowering of the deformed glycine in the
presence of a single (or two) point charge(s) at the same
glycine distance. As the electrostatic relaxation of gly-
cine was allowed, the actual lowering (listed in Table 4)
also includes the polarization term (�Ep). �Ect is the
charge-transfer term, �Er is the short-range repulsion
energy, calculated as the sum of bond–bond, bond–lone
pair and lone pair–lone pair interactions and �Ed denotes
the deformation energy term obtained from the difference
between glycine at the geometry of the complex and


Figure 1. Two selected stable combination modes for
glycine and cation (Cat) (Feþ /Fe2þ)
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the free glycine in its ground-state structure. Among
these terms, the first three contributions favor the stability
of the complex and the last two destabilize the complex.


All these calculations were performed using the
Gaussian 98 package of programs, version A.9.29


RESULTS AND DISCUSSION


Relative stability and geometries of six
glycine–Feþ isomers


Figure 2 shows the geometries of six glycine–Feþ isomers,
denoted NO-1n and 2O-1n (n¼ 2, 4 or 6). NO denotes
the combination of monovalent iron (Feþ) chelated by
both the amino nitrogen (N3) and carbonyl oxygen (O5)
sites of the neutral glycine and 2O stands for the Feþ


bound by both carbonyl oxygen (O5) and hydrogen
oxygen (O4) of the zwitterionic glycine. The number 1
in 1n denotes the valence of Fe and n denotes the
corresponding spin multiplicity. Hence for Feþ with
many unpaired electrons in its 3d4s orbitals, three corre-
sponding occupied modes of electron are taken into
account, corresponding to multiplicities of 2, 4 and 6.


For these Feþ-chelated glycine complexes, the optimi-
zations are performed without any symmetry by rotating
the iron cation 5–10� out of the symmetric plane of the
five heavy atoms of the glycine. Additional trial struc-
tures are generated by rotation dihedral angles selected
by chemical intuition. The optimizations show that all
these glycine–Feþ isomers are C1-symmetric structures,
but with six heavy atoms in almost a plane. Frequency
calculations reveal that all of these isomers are genuine
minima (i.e. having no imaginary frequencies).


Table 1 lists the relative energies of the six isomers.
The results show that all the different calculation methods
give reasonable agreement for the relative stability of
these complexes except for the quartet and sextet state
complexes. In detail, the B3LYP method with basis1
shows that the ground-state glycine–Feþ should be the
NO-16, which is in agreement with the ordering of the
relative stability of their corresponding metal ion with
same spin states. However, single-point calculations with
larger basis sets (basis2 and basis3) show that NO-14 is
the ground-state complex. The conflicting results derived
from the basis set effects are also observed in the 2O
mode counterparts. Hence for these problematic results,
detailed investigations are of great importance. Maybe
the error cases stemming from the level or basis set
expected above really occur. Now we will probe the
problem with different levels and basis sets by employing
the iron cation with different spin states.


Table 2 gives the relative energies of the three different
spin-state iron cations (Feþ/Fe2þ) obtained at different
levels and with different basis sets. We can observe
that the MP2(full) method with three different basis
sets offers a very consistent ordering of the relative
stability of the three different spin-state monovalent
iron ion. Calculated hS2i values with the three different
basis sets for the most stable doublet and quartet state
Fe cations after removing the spin contamination are 3.75
and 8.75, respectively, also indicating good reliability.
The obtained ordering of their relative energies is also
in agreement with the experimental results although
these relative values are somewhat overestimated by the


Table 1. Relative energies (kcalmol�1) of glycine-Feþ isomers obtained at the different levelsa


Level NO-16 NO-14 2O-16 2O-14 NO-12 2O-12


B3LYP/basis1 0.0(52.0) 5.0(51.9) 4.4(52.2) 8.3(52.1) 30.4(52.2) 37.0(52.3)
B3LYP/basis2//B3LYP/basis1 0.0 �9.7 �10.1 �3.3 27.1 39.8
B3LYP/basis3//B3LYP/basis1 0.0 �4.1 3.1 �3.4 20.1 31.0
BHLYP/basis4//B3LYP/basis1 0.0 1.6 18.2 18.9 28.9 46.8


a Values in parentheses are the ZPVEs of the corresponding complexes. The results in rows 3 and 4 are corrected with the ZPVEs.


Figure 2. B3LYP/basis1-optimized glycine–Feþ isomers.
Distances in ångstroms and angles in degree
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method. This also occurs with B3LYP/basis1. Surpris-
ingly, B3LYP/basis2/3 markedly underestimates the en-
ergies of quartet state Feþ. Table 2 reveals that CCSD(T)/
basis4 offers an excellent 4F–6D (Feþ) separation
(5.9 kcal mol�1) and the result agree very well with the
experimental result [5.8 kcal mol�1 (Refs 9 and 10)].
However, the level underestimates the energy of doublet
state Feþ, which seriously conflicts with the fact of 6D
being the ground state of Feþ. Hence including the
expensive cost of CPU time, CCSD(T) is also not the ideal
candidate to treat the complex glycine–Feþ systems. Rosi
and Bauschlicher9 treatment of the separation with the
correction using the modified coupled pair functional
(MCPF) method followed by a larger basis set provided
a 9.4 kcal mol�1 energy, which also showed a larger error.
Only the BHLYP method with a suitable basis set is the
optimum, as verified by its giving results close to the
experimental values for the monovalent Fe cation with
three different spin states. Also the results obtained at that
level are in agreement with those of CCSD(T) for the
treatment of the energies of divalent Fe cation with three
different spin states. In contrast to Feþ, B3LYP with
basis1–3 all give a reasonable ordering for the relative
stability of three different spin Fe2þ cations. In summary,
B3LYP/basis2/3 would give reasonable results for the
energies of Feþ(Fe2þ) with three different spin states
except for the 4F–6D (Feþ) separation. BHLYP/basis4
would be an ideal method to calibrate these errors, which
others cannot. Hence the following discussions on these
glycine–Feþ/Fe2þ complexes are mainly focused on the
BHLYP-calibrated results.


As expected, Table 1 shows that the B3LYP method
with basis2/3 also provides a ground-state glycine–Feþ


with a quartet not with a sextet state, which is carried over
from the errors of the 4F–6D (Feþ) separation obtained at
the same level and with the same basis sets.


From Table 1 and Fig. 2, we can observe that the most
stable complex is NO-16, in which a 2.233 Å N3—Fe
bond and 2.071 Å O5—Fe bond are generated. The
N3—Fe11—O5 angle is 77.0�. These parameters are
very similar to those of the most stable glycine–Cuþ


complex reported by Bertran et al.1 The most stable


glycine–Znþ30 and glycine–Niþ6 complexes also show
similar bond distances.


The next most stable complex in energy is NO-14,
in which, just as in NO-16, Feþ is bound to both the
carboxyl oxygen and the amino nitrogen of the glycine,
with a relative short O5—Fe bond (2.037 Å) and N3—Fe
bond (2.072Å). The complex lies only 1.6 kcal mol�1 in
energy higher than NO-16. Single-point calculation at the
B3LYP/basis3 level, however, shows that this complex
(NO-14) is the ground state of its isomers, which in-
dicates the importance of the choice of basis set and
methods for calculations on this kind of sensitive system.
In comparison with NO-16, we can observe that NO-14
has a more compact structure, which favors its stability.
However, the 4F–6D (Feþ) separation (3.7 kcal mol�1)
makes its complex energy still higher than the former.


The third most stable complex is 2O-16, which shows
the combination mode II in Fig. 1, in which the Fe cation
is bound to both oxygen ends of the zwitterionic glycine.
The O4—Fe and O5—Fe bond distances in the complex
are 2.104 and 2.265 Å, respectively. Table 1 shows that
the complex has energy 18.2 kcal mol�1 higher than the
ground-state NO-16. The higher energy mainly stems
from its larger deformation. The phenomenon can also be
observed intuitively from Table 3, which gives the charge
distribution (Feþ/Fe2þ) and the dipole moment of differ-
ent glycine–Feþ/Fe2þ complexes obtained at the B3LYP/
basis1 level. Both of the two sextet state glycine–Feþ


complexes have similar charge populations on each Fe
cation [0.70 (2O) vs 0.65 (NO)]. However, the calculated
results for the binding energies and its two main con-
tributions listed in Table 4 show that the deformation
energy in the 2O mode is 27.4 kcal mol�1 higher than that
(7.6 kcal mol�1) in the NO mode. The larger electrostatic
effect of the former (�89.4 kcal mol�1) relative to the
latter (�79.8 kcal mol�1) cannot compensate for its de-
formation loss, which results in its poorer stability.


The fourth most stable complex is 2O-14 isomer,
which shows similar to the corresponding 2O-16 isomer
in structure. Table 1 shows that the 2O-14 isomer is
energetically higher by 18.9 kcal mol�1 than NO-16 and
by 0.7 kcal mol�1 than 2O-16. The O5—Fe and O4—Fe


Table 2. Relative energies (kcalmol�1) of the three different spin state Feþ /Fe2þ obtained at different levels and basis sets


Method Fe-16 Fe-14 Fe-12 Fe-25 Fe-23 Fe-21


B3LYP/basis1 0.0 15.0 52.4 0.0 58.3 123.4
B3LYP/basis2 0.0 �2.2 24.3
B3LYP/basis3 0.0 �4.7 21.8 0.0 57.4 120.4
MP2(full)/basis1 0.0 72.1 159.1
MP2(full)/basis2 0.0 26.8 158.1
MP2(full)/basis3 0.0 21.0 155.9
BHLYP/basis4 0.0 3.7 34.0 0.0 41.9 96.7
CCSD(T)/basis4 0.0 5.9 �14.7 0.0 68.2 98.8
MCPFa 0.0 9.4 —
Experimental resulta 0.0 5.8 44.8b


a Results are from Ref. 9.
b Energy is from a statistically average.31
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bond distances of 2O-14 are shortened by 0.055 and
0.053 Å, respectively, relative to those of 2O-16. As a
more compact structure, 2O-14 should be also more
stable than 2O-16; however, the result is the opposite.
The reason is similar to that for the NO-14–NO-16 pairs.


The least stable complexes are NO-12 and 2O-12.
Comparing their geometries with the corresponding
structures of NO-14(6) and 2O-14(6), we can observe
that both of the two doublet state complexes have the
shortest chelated bonds between Feþ and each corre-
sponding glycine. For NO-12, it has lower energy than
the corresponding 2O-12 isomer. In comparison with the
ground-state NO-16, we can observe that the NO-12
isomer has a smaller dipole moment (2.1 vs 3.4 D).
However, the energy calculations show that NO-12 is
28.9 kcal mol�1 in energy higher than NO-16 one. The
reason for this lies in the larger energy gap of their cor-
responding spin-state metal cations, which makes NO-12
higher in energy than NO-16.


In contrast to the electron configurations of the metal
cation in the 2O-12(4) and the 2O-16 complexes, we can
also observe a similar phenomenon to that analyzed
above for NO-12(4) and the NO-16. In addition, the 4s
occupation (0.63) of 2O-12 is higher than that (0.47) of
the NO-12 (see Table 5), which confirms reveals the
better stability of NO-12 than 2O-12 from another angle.
The larger deformation energy of 2O-12 would destabi-
lize its geometry.


Relative stability and geometries of
six glycine–Fe2þ isomers


As when dealing with the glycine–Feþ isomers, the same
optimization schemes were also applied to the Fe2þ-
chelated glycine complexes. Figure 3 shows the six
glycine–Fe2þ isomers with different multiplicities. Their
relative energies are given in Table 6. They are denoted as


2O-2m and NO-2m (m¼ 1, 3 or 5), in which the mean-
ings of 2O and NO are as defined above; the number 2
denotes the valence state of these complexes and m
stands for the multiplicity, as for n above. Table 6 implies
that the most stable mode corresponds to the metal ion
with a quintet state interacting with the two oxygen
ends of zwitterionic glycine, as obtained for the most
stable glycine–Cu2þ (Ref. 1) and glycine–Zn2þ (Refs 2
and 27).


The second most stable mode is NO-25 also with the
quintet state, in which Fe2þ is bound to both the amino
nitrogen and carbonyl oxygen of glycine, similarly to the
NO-16 in structure. The results show that the energy
ordering of these different glycine–Fe2þ isomers is very
different from that of the glycine–Feþ systems, in which
the ordering is NO-16<NO-14< 2O-16< 2O-14<
NO-12< 2O-12, whereas for glycine–Fe2þ the following
ordering is observed: 2O-25<NO-25<NO-23< 2O-
23< 2O-21<NO-21. That is, the ground state of gly-
cine–Fe2þ derives from ionization of the zwitterionic
glycine–Feþ, not from ionization of the neutral glycine–
Feþ(NO-1n).


In addition, the marked distinction between the geo-
metry features of 2O-1n and 2O-2m isomers is due to the
different NH3 orientations in their corresponding com-
plexes. Turning the tetrahedral NH3 geometry of 2O-1n
180� around the C2—N3 bond, we can obtain the cor-
responding 2O-2m complex structures. It is noted that
H6 in the 2O-1n isomers has an obvious hydrogen bond
effect, e.g. O5 � � �H6¼ 1.882 Å in 2O-12. However, the
effects in 2O-2m disappear owing to the longer contact
distance between H6 (in the NO-2m isomers) or H9 and
H10 (in the 2O-2m isomers) and the O5 sites of the
corresponding complexes, e.g. O5 � � �H10¼ 2.727 Å in
2O-25. They all have Cs-symmetric geometries except
for the triplet state ones for these glycine–Fe2þ isomers,
also different from those C1-symmetric glycine–Feþ


complexes.


Table 4. Binding energies (kcalmol�1) and main contributions of glycine–Feþ isomers obtained at the BHLYP/basis4//B3LYP/
basis1 levela


2O-12 2O-14 2O-16 NO-12 NO-14 NO-16


�E �50.1 �47.4 �44.5(�43.7) �67.7 �64.5 �62.4(�61.5)
�Ed 28.4 27.1 27.4 7.4 7.1 7.6
�Ee �97.9 �92.9 �89.4 �91.9 �89.3 �79.8


a The values in parentheses are corrected by BSSEs.


Table 3. Charge distribution (Feþ /Fe2þ) and the dipole moments of glycine–Feþ /Fe2þ complexes obtained at the B3LYP/basis1
level


2O-12 2O-14 2O-16 NO-12 NO-14 NO-16


Feþ 0.62 0.65 0.70 0.63 0.64 0.65
Dipole moment (D) 8.7 8.5 9.0 2.1 2.7 3.4


2O-21 2O-23 2O-25 NO-21 NO-23 NO-25
Fe2þ 1.26 1.28 1.41 1.26 1.39 1.42
Dipole moment (D) 5.9 5.6 4.4 3.5 3.7 4.0
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Binding energy and main contributions
of glycine–Feþ isomers


Table 4 reports the binding energy (�E) and its two main
contributions, deformation energy (�Ed) and electro-
static energy (�Ee), of the six different glycine–Feþ


isomers. Unexpected by, the largest binding energy of
�67.7 kcal mol�1 belongs to the NO-12 isomer. The
smallest binding energy (�44.5 kcal mol�1), however,
belongs to 2O-16, the third most stable isomer. The
BSSE corrected result shows that the value is
�43.7 kcal mol�1. In general, the binding strengths of


NO-1n isomers are stronger than those of the 2O-1n
counterparts with corresponding multiple states, such as
NO-14> 2O-14 and NO-16> 2O-16, which are in
agreement with the fact that the NO mode is preferred
to the 2O mode for these glycine–Feþ isomers. However,
the ordering of binding energies of these isomers is
almost the reverse of that of their relative energies,
and the following discussions focus on this interesting
difference.


The contributions of the binding energies listed in
Table 4 indicate that the binding energies are still elec-
trostatic in origin. For the 2O-1n isomers, the deforma-
tion energy also plays an important role, whereas that in
NO-1n is smaller.


For NO-16, Table 3 shows that the charge-transfer
contribution of Feþ is similar to that in NO-14 (0.35 vs
0.36). NO-14 readily promotes 4s-3d transition to reduce
the repulsion due to its relatively higher 3d population
(6.34) and lower 4s population (0.79< 1), whereas NO-
16 mainly reduces the repulsion by 4s4p hybridization.
Hence we can conclude that the Pauli repulsion in NO-16
would be larger than the latter, evidenced by its longer
bonding distances. Table 4 shows that the deformation
energy contributions for the two different multiple-state
complexes are almost in identical (7.1 vs 7.6 kcal mol�1).
In addition, the lower electrostatic contribution (�79.8 kcal
mol�1) of NO-16 [relative to that of NO-14 (�89.3 kcal
mol�1)] also makes NO-16 have a lower binding
strength. The 3.7 kcal mol�1 [5.8 kcal mol�1 (Refs 9 and
10)] 4F–6D atomic (Feþ) separation, however, makes it
more stable. In summary, the stronger electrostatic and
polarized effects and less Pauli repulsion and deformation
of NO-14 favor its binding strength. However, the more
stable metal cation (6D) in NO-16 makes it more stable
than NO-14.


In comparison with the five contributions of the bind-
ing energies of the lower spin NO-12 and NO-14, we can
observe that both complexes have almost the same
deformation energies (7.4 vs 7.1 kcal mol�1). The lower
spin complex shows a stronger electrostatic energy
(�91.9 kcal mol�1) and shorter bonding distances owing


Table 5. Electron populations of metal ions in the six glycine–Feþ isomers obtained at the B3LYP/basis1 level


2O-12 2O-14 2O-16


3d 4s 4p 3d 4s 4p 3d 4s 4p


Total 6.56 0.63 0.02 6.34 0.79 0.03 6.00 1.09 0.05
� 3.54 0.55 0.01 4.97 0.10 0.02 4.99 0.97 0.04
� 3.01 0.08 0.01 1.38 0.70 0.01 1.01 0.13 0.01


NO-12 NO-14 NO-16


3d 4s 4p 3d 4s 4p 3d 4s 4p


Total 6.65 0.47 0.02 6.34 0.77 0.03 6.00 1.07 0.05
� 3.64 0.41 0.01 4.95 0.10 0.02 4.98 0.95 0.04
� 3.01 0.06 0.01 1.39 0.67 0.01 1.02 0.12 0.01


Figure 3. B3LYP/basis1-optimized glycine–Fe2þ isomers.
Distances in ångstroms and angles in degree
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to less Pauli repulsion, evidenced by its greater 4s (0.47,
see Table 5) electron promotion to the 3d orbital10 (6.65)
relative to those (4s 0.77, 3d 6.34) in the NO-14 complex.
The slightly greater charge transfer (0.37 vs 0.36) of the
lower spin metal cation listed in Table 3 also favors the
binding of NO-12. Hence, its binding strength is stronger
than that of NO-14. However, NO-14 is also more stable
than NO-12 in energy. The origin of this can also be
attributed to the significantly greater atomic energy
separation (2G–4F¼ 34.0 kcal mol�1) between the two
different multiple-state metal cations, i.e. all the energy
lowering resulting from the metal–ligand coupling cannot
compensate for the loss of the energy enhancement of
the metal cation. Hence the compositive effects give
the lower spin NO-12 isomer hold a stronger binding
strength but poorer stability.


A similar comparison can be made between the NO-12
and NO-16 isomers, and similar comparisons between
these different multiple-state 2O-1n isomers can also be
made as above for the NO-1n isomers.


Now we discuss the difference between the NO-1n
complex and the corresponding multiple-state 2O-1n
complexes. Taking the comparison between the most
stable NO-16 and 2O-16 as an example, a comparison
with the several contributions in 2O-16 and in NO-16
reveals that higher electrostatic and polarized energies
(�89.4 vs �79.8 kcal mol�1), similar electron transfer
(0.30 vs 0.35) and similar electron populations [3d
(6.00 vs 6.00), 4s (1.09 vs 1.07), 4p (0.05 vs 0.05)] will
be favorable to the binding of 2O-16. However, the
larger deformation effect [27.4 kcal mol�1 (2O) vs
7.6 kcal mol�1 (NO)] of 2O-16 would greatly destabilize
the complex. Hence the electrostatic energy difference
(�9.6 kcal mol�1) canot compensate for the loss of defor-
mation difference (19.8 kcal mol�1) and thus results in a
lower binding energy and poorer stability of 2O-16.


Binding energy and main contributions
of glycine–Fe2þ isomers


Table 7 gives the binding energies of these divalent iron
cation-chelated glycine isomers. The binding energy
order is 2O-21>NO-21>NO-23> 2O-23> 2O-25>
NO-25, not consistent with their relative energy (absolute
value) ordering. In comparison with those of glycine–Feþ


isomers, we find that all the terms in Table 7 are larger


than their counterparts in Table 4 for the glycine–Feþ


systems.
In contrast with 2O-23 and the 5A00 state 2O-25, we can


observe that the former has a larger deformation energy
(46.1 vs 41.5 kcal mol�1), which disfavors the stability of
the complex. However, the former also has an electro-
static energy contribution 22.0 kcal mol�1 higher than
that of the latter and more electron transfer (0.72 vs
0.59, see Table 3), which is advantageous for its binding
strength and stability. Table 8 shows that both complexes
have similar electron populations in the 4s4p orbital, but
different 3d occupancies. Owing to the Fe2þ lying in an
excited state in 2O-23, there would be a stronger electro-
static attraction between the 3d holes of the metal ion and
the pairs of the two oxygens in the zwitterionic glycine
ligand, which favors the combination of 2O-23 relative to
the 2O-25. Natural bonding orbital analysis at the B3LYP/
basis1 level shows that 2O-25 belongs to a bidentate
complex, in which 89.4% 2p electron of O4 and 10.4%
3d4s electron of the metal cation in the � orbital form
the O4—Fe bond, while the hybridization of 90.8% 2p
electron of O5 and 9.2% 3d4s electron of Fe2þ in the
same orbital generates the O5—Fe bond. Owing to the
attraction effect of empty 3d orbitals, the 2O-23 complex
is also a bidentated one with O5—Fe and O4—Fe bonds
formed, respectively, by the hybridization of 87.4% 2p
electron of O5 and 12.6% 3d4s electron of Fe2þ and by
hybridization of 85.5% 2p electron of O4 and 14.5% 3d4s
electron in the � orbital. We can observe that there
are more components of Fe cation participating in the
bonding in the 2O-23 complex. Hence both the O5—Fe
and O4—Fe bonds in 2O-23 are shorter than those in
2O-25. All these factors indicate that 2O-23 should
have a binding energy similar to or even larger than
that of 2O-25. However, the considerable energy gap
(41.9 kcal mol�1) between the triplet and the quintet state
metal cations also cannot be compensated by all the


Table 7. BSSE-corrected binding energies (kcalmol�1) and
main contributions of glycine–Fe2þ isomers obtained at the
BHLYP/basis4//B3LYP/basis1 level


2O-21 2O-23 2O-25 NO-21 NO-23 NO-25


�E �228.1 �179.3 �178.4 �225.6 �195.1 �175.0
�Ed 46.8 46.1 41.5 17.2 16.0 13.9
�Ee �328.2 �324.2 �302.2 �320.3 �312.7 �292.1


Table 6. Relative energies (kcalmol�1) of glycine–Fe2þ isomers obtained at the different levelsa


Level 2O-25 NO-25 2O-23 NO-23 2O-21 NO-21


B3LYP/basis1 0.0(53.4) 4.3(52.4) 22.4(52.8) 29.5(52.3) 40.9(52.9) 62.2(52.6)
B3LYP/basis2//B3LYP/basis1 0.0 5.5 19.9 28.3 60.7 58.3
B3LYP/basis3//B3LYP/basis1 0.0 4.8 20.1 21.8 61.3 58.1
BHLYP/basis4//B3LYP/basis1 0.0 2.3 63.1 48.4 76.1 78.7


a The values in parentheses are the ZPVEs of the corresponding complexes. The results in the rows 3 and 4 are corrected with the unscaled ZPVEs.
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favorable factors mentioned above and results in a poorer
stability of 2O-23 relative to 2O-25.


The Cs-symmetric 2O-21 (1A0) has more 3d holes than
2O-23. These holes will have a stronger attraction to the
lone electron pairs of the two oxygens of the glycine
ligand. Hence it has shorter O4—Fe and O5—Fe bonds
than those in 2O-23. Compared with 2O-23, 2O-21 has
a higher electrostatic energy (�328.2 vs �324.2 kcal
mol�1), a slightly greater electron transfer (0.74 vs 0.72)
contribution and a similar deformation energy (46.8 vs
46.1 kcal mol�1), which favor its stability. Although the
less 3d4s mixing can increase the Pauli repulsion, 2O-21
should still have a stronger binding strength. Its poorer
stability relative to 2O-23 also stems from the larger
energy gap (54.8 kcal mol�1) between the singlet state
metal cation and the triplet state cation.


Similar comparisons can also be made for the different
multiple-state NO-2m isomers.


For the Cs-symmetric 2O-25 and Cs-symmetric NO-
25, analysis indicates that the former has more elec-
trostatic and polarized energy and equivalent 3d4s4p
electron population and electron transfer but a larger
deformation energy relative to the latter. Hence we can
also mainly ascribe the larger binding energy and stron-
ger stability of the former to its stronger electrostatic and
polarized effects.


CONCLUSIONS


Studies of several Feþ/Fe2þ-chelated glycine complexes
with different multiple states have been reported. Each
with three kinds of possible multiplicities, the two most
stable coordination modes of the metal–glycine ligand
were taken into account. The results indicate that the
most stable glycine–Feþ isomer is NO-16, in which sextet
state Feþ is bound to both amino nitrogen and carbonyl
oxygen, and it has a binding energy of �61.5 kcal mol�1.
The binding and relative energies indicate that those
complexes with less spin states would have larger binding
strength’ owing to the greater electrostatic and polarized
contributions but poorer stability relative to those with


higher spin state owing to the larger metal atomic energy
gap. Compared with the NO-1n isomers, the 2O-1n
isomers have poorer stability. For the glycine–Fe2þ


isomers, the ground-state structure is very different
from that of glycine–Feþ, derived from the interaction
of the quintet state metal cation with the ends of two
oxygens of the Cs-symmetric zwitterionic glycine with
the binding energy of �178.4 kcal mol�1. The relative
energies of these complexes increase with the reduction
of the corresponding multiplicity. In contrast to the order-
ing of the monovalent glycine–Feþ complexes, the diva-
lent metal ion-chelated glycine complexes prefer the 2O
combination mode to the corresponding multiple-state
NO mode.


The binding energy analysis implies that the electro-
static effect plays a dominant role in the glycine–Feþ


combination, and also affects the deformation of the
glycine moiety in these different complexes. The origin
of the binding energy differences among the different
multiple-state glycine–Feþ isomers but with the same
combination mode mainly lies in the different electro-
static and polarized effects. For the glycine–Feþ isomers
with two different combination modes but same multiple
states, the difference in binding strength mainly stems
from the different deformation effects. For the glycine–
Feþ complexes with same combination mode but differ-
ent multiple states, the higher the multiple state is, the
lower is the binding energy but the stronger the stability.
This phenomenon arises because the greater electrostatic
contribution of the lower spin complex cannot com-
pensate for the loss of energy enhancement of its corre-
sponding metal cation relative to that of the higher spin
counterpart. The same applies to the glycine–Fe2þ iso-
mers, but these have higher deformation energies result-
ing from their larger electrostatic and polarized effects
relative to those glycine–Feþ isomers.


A suitable method followed by larger and suitable basis
sets for the energy calculations of these more unpaired-
electron glycine–Feþ/Fe2þ systems are indispensable,
otherwise a larger error would occur and even a wrong
conclusion could be drawn. By comparisons and compo-
sitive considerations regarding both the accuracy and


Table 8. Electron populations of metal ions in the six glycine–Fe2þ isomers obtained at the B3LYP/basis1 level


2O-21 2O-23 2O-25


3d 4s 4p 3d 4s 4p 3d 4s 4p


Total 6.30 0.19 0.01 6.33 0.15 0.01 6.15 0.17 0.02
� 4.17 0.10 0.01 4.98 0.10 0.01
� 2.16 0.05 1.18 0.06


NO-21 NO-23 NO-25


3d 4s 4p 3d 4s 4p 3d 4s 4p


Total 6.36 0.10 0.01 6.28 0.15 0.01 6.15 0.17 0.02
� 4.14 0.10 0.01 4.98 0.10 0.01
� 2.14 0.06 0.01 1.18 0.06
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computation cost, the BHLYP/basis4 method is relatively
ideal, although it underestimates the energies of the
systems to some extent.
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ABSTRACT: The inductive/field effects on homolytic bond dissociation energies (BDEs) were studied for the first
time using substituted 4-X-bicyclo[2.2.2]octane-Y—Z systems. A variety of very different chemical bonds (i.e. Z—
Y: Z¼CH2, NH, O, SiH2, PH, S; Y¼H, F, Li) were considered, and popular substituents including H, CH3, F, OH,
NH2, SH, CN and NO2 were utilized. High-quality BDE values were obtained for the first time for many
bicyclo[2.2.2]octane systems from carefully calibrated G3B3/B3LYP calculations. Significant effects of the
substituents at the 4-position of bicyclooctane were found for the Z—Y BDEs of bicyclooctanyl-Z—Y systems.
Nice Hammett-type correlations were obtained for these substituent effects using the inductive/field F constants. It
was found that the reaction constants (i.e. � values) of the Hammett correlations varied dramatically from �1.96 to
þ23.01 kJ mol�1 for different Z—Y systems: The � values for the Z—H BDEs were about �1.0–5.0 kJ mol�1; the �
values for the Z—F BDEs were about �2.0 to �1.0 kJ mol�1; the � values for the Z—Li BDEs were �13.0–
23.0 kJ mol�1. The substituent effects on both the stability of the parent molecules before homolysis and the stability
of the radical products after homolysis were demonstrated to be important for the BDEs. It was shown that the
inductive/field substituent effects on BDEs could not be explained by the electronegativity or bond polarity theories.
Nevertheless, we developed a theoretical model on the basis of the classic electrostatic theories for the inductive/field
effects. This model successfully explained the intriguing inductive/field substituent effects on BDEs. Copyright #
2004 John Wiley & Sons, Ltd.
Supplementary electronic material for this paper is available in Wiley Interscience at http://www.interscience.
wiley.com/jpages/0894-3230/suppmat/


KEYWORDS: substituent effect; inductive/field effect; bond dissociation energy; bicyclooctane; ab initio


INTRODUCTION


The Hammett relationship shows that the effect of a
substituent on the property of an aromatic molecule is
proportional to the effect of the same substituent on the
acidity of benzoic acid.1 This elegant model has been
utilized extensively to understand or predict the reactiv-
ities of neutral, cationic and anionic organic species.2


Two substituent effects, i.e. the electronic effect and the
steric effect, have been demonstrated to be mechanisti-
cally important for the Hammett relationship (although
the steric effect is only important for ortho substituent
effects). The electronic substituent effects are considered
to be the product of two components: the inductive/field
effect and the resonance effect.3


Despite the tremendous success of the Hammett rela-
tionship for closed-shell organic species, there is much
less consensus about the application of the Hammett


relationship to radical systems.4 This is mainly caused
by the fact that radicals are highly unstable and usually
difficult to handle in experiments. Also, theoretical work
in the past could not provide much help to attain trust-
worthy energies for radical systems because the tradi-
tional HF and MP2 methods suffer severely from spin
contamination effects. Owing to the lack of reliable data
for radical systems, very few have been able to study the
quantitative structure–activity relationships (QASR) as-
sociated with radicals.4


Luckily the very recent advance in the composite ab
initio methods has made it possible to attain sufficiently
accurate energies for radical systems.5 Although there is
still a strong limitation in the size of the systems handled
by the composite ab initio methods, one can use a
composite ab initio method to obtain the energy of a
smaller model system and then employ a density func-
tional theory (DFT) method to calculate the energy
difference between the model system and the real system.
It has been demonstrated that by adding the composite ab
initio energy of the model system and the DFT energy
difference one can obtain a sufficiently accurate energy
for the real system.6
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Using the above approach, we and several other groups
recently have studied the QSARs of various radical
systems.7–11 It was found in a number of cases that the
Z—Y homolytic bond dissociation energies (BDEs) of
compounds X—C6H4—Z—Y could follow the Ham-
mett relationship. Both the substituent effects on the
stability of the parent compounds and the substituent
effects on the stability of the radicals were found to be
important for the overall homolysis process. For benzene
systems, it was demonstrated that the reaction constant
(i.e. the � value) for homolysis of the Z—Y bond in X—
C6H4—Z—Y could be predicted quantitatively using the
change in acidity from HOOC—C6H4—Z—Y to
HOOC—C6H4—Z�.11


In the present study we extend our research to the 4-
substituted bicyclo[2.2.2]octane system. This system is
very important in physical organic chemistry because it
fully eliminates the conjugation and steric interactions,
guaranteeing operation of the pure inductive/field
effect. Using the solution-phase acidities of 4-substituted
bicyclo[2.2.2]octane-1-carboxylic acids Roberts and
Moreland determined the substituent �I constants.12


The gas-phase acidities of a number of these acids have
been determined more recently by Koppell et al.13


Despite the importance of this system, there have been
relatively few computational studies of its substituent
effects, and even fewer that make use of flexible basis sets
and correction for electron correlation.


Very recently, Wiberg used the MP2/6–311þþG**
method to calculate the acidities of 4-substituted bicy-
clo[2.2.2]octane-1-carboxylic acids.14 He found that
these acidities were linearly dependent on the C—X
bond dipoles. He also found that the substituent effects
on acidities could be reproduced by the Kirkwood–
Westheimer model. At about the same time Exner and
Bohm studied the energies of various 4-substituted bicy-
clo[2.2.2]octane-1-carboxylic acids and their anions
using the B3LYP/6–311þG(d,p) method.14 These
authors found that the substituent effects were propor-
tional and opposing (that in the anion being eight times
greater) but for their effect on acidity they were summed.
These authors also stressed that the inductive effect
should receive more attention in fundamental textbooks.


Our own interest is the effect of substituents on the
homolytic BDEs of 4-substituted bicyclo[2.2.2]octanyl
compounds (see Scheme 1). We believe that this subject
warrants a careful investigation because it is generally
believed that the resonance effect is important for the
stability of radicals but very little is known about the
field/inductive effect on the stability of radicals. Can
the field/inductive effect significantly stabilize or desta-
bilize a radical? How is the direction of the stabilization
or destabilization effect predicted? What is the driving
force for the stabilization or destabilization? Unfortu-
nately, none of these questions has been answered before.


Herein we report our study concerning the above
questions. Appropriate isodesmic reactions are designed


to separate the overall effect on homolysis into the effect
on the stability of the parent compounds and the effect on
the stability of the radicals. Different radical centres,
including CH2


� , NH�, O�, SiH2
� , PH� and S�, and different


leaving moieties, including H�, F� and Li�, are considered
in order to embrace as many different types of electron
demand as possible. Furthermore, because the �-position
bonding strengths of the 4-substituted bicyclo[2.2.2]oc-
tanyl compounds are largely unknown, we combine the
composite ab initio and DFT methods to provide high-
quality estimates for these BDE values.


METHOD


All the calculations were done using Gaussian 03.16 The
geometry of a neutral molecule or radical was optimized
using the UB3LYP/6–31þG* method and each final
structure was checked by UB3LYP/6–31þG* frequency
calculation to be a real minimum without any imaginary
frequency. Single-point calculations were performed at
the UB3LYP/6–311þþG(2df,p) level. These results
were corrected by the zero point energies and thermal
corrections calculated at the UB3LYP/6–31þG* level to
get the enthalpies at 298 K and 1 atm in the gas phase.
The BDEs were then calculated as enthalpy changes
of the homolysis reaction A—B!A�þB� at 298 K and
1 atm in the gas phase. In addition to the UB3LYP/6–
311þþG(2df,p)//UB3LYP/6–31þG(d) method, we also
used the G3B3 method to calculate some BDEs.


RESULTS AND DISCUSSION


Bond dissociation energies


Table 1 shows the C—H BDE values of a number of
systems related to bicyclo[2.2.2]octanes. Comparing the
experimental BDEs with the G3B3 data (see Fig. 1(a)),
one can see that the G3B3 method predicts the BDEs very
accurately. The mean error of the G3B3 method is
0.8 kJ mol�1 for the compounds in Table 1, and the
root-mean-square (RMS) error is 3.8 kJ mol�1. On the
other hand, the UB3LYP/6–311þþG(2df,p)//UB3LYP/
6–31þG(d) method (abbreviated as B3LYP below) al-
ways underestimates the BDEs (see Fig. 1(b)). The mean
error of the B3LYP method is �14.4 kJ mol�1 and the
RMS error is 15.2 kJ mol�1.


Scheme 1
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Table 1. Comparison of experimental and theoretical BDEs (kJmol�1)


Compound Exp. G3B3a B3LYPb Compound Exp. G3B3a B3LYPb


420.5 (Ref. 17) 422.5 410.8 386.2 (Ref. 23) 387.3 379.2


423.0 (Ref. 18) 428.7 415.6 — 387.1 378.3


— — 414.0 — — 377.7


418.4 (Ref. 19) 415.9 400.3 — 337.2 329.4


418.4 (Ref. 20) 421.5 404.5 — 340.3 331.2


— — 403.3 — — 330.8


436.0 (Ref. 21) 438.3 414.5 364.0 (Ref. 24) 359.8 348.9


441.4 (Ref. 22) 446.5 421.4 370.7 (Ref. 25) 365.6 353.8


— — 415.8 — — 352.8


a G3B3 BDEs.
b UB3LYP/6–311þ þG(2df,p)//UB3LYP/6–31þG(d) BDEs.


Figure 1. Correlation of the experimental BDEs with the G3B3 (a) and B3LYP (b) results
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It is clear from the above analysis that the B3LYP
method cannot accurately predict the absolute BDEs.
Nevertheless, we find that the B3LYP BDEs correlate
nicely with the G3B3 data (see Fig. 2). This suggests that
the underestimation of BDE by the B3LYP method is
largely systematic and therefore we can combine the
G3B3 and B3LYP method to calculate the absolute
BDEs. For the bicyclo[2.2.2]octane systems, we choose
Me3C—Z—Y as the reference system. The Z—Y BDEs
of the bicyclo[2.2.2]octanyl-Z—Y molecules are then
estimated using the following equation


BDEcalc: ðbicyclo½2:2:2�octanyl-Z---YÞ
¼ BDEG3B3 ðMe3C---Z---YÞ
þ BDEB3LYP ðbicyclo½2:2:2�octanyl-Z---YÞ
� BDEB3LYP ðMe3C---Z---YÞ


ð1Þ


Using the above G3B3/B3LYP method, we calculate
the Z—Y BDEs for the Me3C—Z—Y and bicy-
clo[2.2.2]octanyl-Z—Y systems, where Z¼CH2, NH,
O, SiH2, PH and S and Y¼H, F and Li. The results are
listed in Table 2 and it is clear that all the Z—Y BDEs of
Me3C—Z—Y are very close to the corresponding Y—Z
BDEs of bicyclo[2.2.2]octanyl-Z—Y.


Substituent effects on bond dissociation energies


The substituent effects on the Z—Y BDEs of the bicy-
clo[2.2.2]octanyl-Z—Y systems are evaluated by the
relative BDEs of the substituted molecules compared
with the parent species (Eqn (2)) using the B3LYP method


�BDE ¼ BDEðX-bicyclo½2:2:2�octanyl---Z---YÞ
� BDEðbicyclo½2:2:2�octanyl---Z---YÞ


ð2Þ


The results are listed in Table 3. It is worth mentioning
that the �BDE values can be very accurately calcu-
lated by the B3LYP method directly, owing to the
cancellation of errors within a closely related family of
compounds.7–11


From Table 3 one can see that there are noticeable
substituent effects on the Z—Y BDEs of the bicy-
clo[2.2.2]octanyl-Z—Y systems. Although the magni-
tude of the substituent effects on the Z—H and Z—F
BDEs is usually small (about �1.0 to 3.0 kJ mol�1 for
many cases), all the data in Table 3 can be reproduced
easily and therefore are reliable. Compared with the Z—
H and Z—F cases, the magnitude of the substituent
effects on the Z—Li BDEs is fairly large (�0–
15 kJ mol�1). It is worth noting that in a very recent
study by Exner and Böhm the authors reported small (0–
4 kJ mol�1) but significant substituent effects on the
stability of neutral 4-substituted bicyclo[2.2.2]octane-1-
carboxylic acids.15


Because we are interested in the inductive/field effects
on the BDEs, we plot the �BDE values against the
substituent F constants for each combination of Z and
Y.26 It is found that all the Z—Y BDEs show nice
correlations with the substituent F constants (see Fig. 3
for the C, N and O cases). The correlation coefficients
are mostly higher than 0.90 and the slope of the correlation
(i.e. the reaction constant �) indicates the direction and
magnitude of the substituent effects on the Z—Y BDEs. It
is clear from Table 3 that the � values vary dramatically
from�1.96 to 23.01 kJ mol�1 for different Z—Y systems.


Figure 2. Correlating the B3LYP BDEs with the G3B3 results
reveals that the error of the B3LYP method is systematic


Table 2. Recommended Z—Y BDEs for Me3C—Z—Ya and bicyclo[2.2.2]octanyl-Z—Yb systems (kJmol�1)


BDE Y¼H Y¼ F Y¼Li Y¼H Y¼ F Y¼Li


Z¼CH2 428.7 479.5 186.6 427.1 476.4 187.0
Z¼NH 421.5 301.3 284.7 420.3 297.7 284.9
Z¼O 446.5 196.7 393.7 440.9 189.3 389.9
Z¼SiH2 387.1 646.1 211.6 386.5 645.4 211.4
Z¼PH 340.3 483.9 202.3 339.9 482.7 203.3
Z¼S 365.6 362.0 311.9 364.7 359.3 315.9


a Calculated using the G3B3 method.
b Calculated using Eqn (1).
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For the Z—H BDEs, the � values are 1.38, 4.10, 5.04,
0.64, 0.76 and 1.33 kJ mol�1 for Z¼C, N, O, Si, P and S.
Thus a stronger electron-withdrawing group such as
CN and NO2 will lead to a higher Z—H BDE compa-
red with a less electron-withdrawing substituent. On
the other hand, the � values for the Z—F BDEs are
�1.96, �1.10, �0.96, �1.25, �1.53 and �1.46 kJ mol�1


for Z¼C, N, O, Si, P and S. Thus a stronger electron-
withdrawing group will lead to a lower Z—F BDE
compared with a less electron-withdrawing case. Further-
more, the � values for the Z—Li BDEs are 13.00, 16.98,
23.01, 12.87, 11.97 and þ13.18 kJ mol�1 for Z¼C, N, O,
Si, P and S. These � values are all positive values, as with
the � values for the Z—H BDEs, but the former are much
higher in magnitude than the latter (see Fig. 3).


It appears from the above analysis that the sign and
magnitude of the � values may have some dependence on
the polarity of the Z—Y bonds. Thus we plot the � values
against the difference between the Pauling electronega-
tivity differences for the bonding atoms, i.e. �X ¼


XðZÞ � XðYÞ (see Fig. 4) (the electronegativity constants
are: C, 2.5; N, 3.0; O, 3.5; Si, 1.8; P, 2.1; S, 2.5; H, 2.1; F,
4.0; Li, 1.0). One can see from Fig. 4 that the plot does
not provide a straight line. Although there is a positive
dependence between the � values and the electronegativ-
ity difference when �X> 0, the � value surprisingly
remains almost the same for all the negative �X values,
therefore it is not adequate to use the bond polarity or
electronegativity difference to explain the substituent
effects on the Y—Z BDEs.


Substituent effects on the stability of the parent
molecules and radicals


Because the bond polarity theory cannot explain the
substituent effects on the Z—Y BDEs, we decide at
this point to partition the substituent effects on the Z—Y
BDEs into the effects of X on X-bicyclo[2.2.2]octanyl-
Z—Y and the effects of X on X-bicyclo[2.2.2]octanyl-Z�


Table 3. Substituent effects on the Z—Y BDEs of the bicyclo[2.2.2]octanyl-Z—Y systems (kJmol�1)


Z¼CH2 Z¼NH Z¼O


�BDEa Y¼H Y¼ F Y¼Li Y¼H Y¼ F Y¼Li Y¼H Y¼ F Y¼Li


X¼H 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
X¼Me 0.24 0.33 0.18 0.07 0.28 0.16 �0.03 0.21 0.28
X¼NH2 0.34 0.16 1.65 0.47 0.06 1.41 0.02 0.16 1.93
X¼ SH 0.63 0.04 3.89 1.30 �0.10 4.77 1.04 �0.18 6.31
X¼OH 0.49 0.24 2.83 1.24 �0.05 4.13 0.34 �0.15 4.41
X¼ F 0.61 �0.71 4.58 1.27 �0.53 6.00 1.60 �0.56 8.43
X¼CN 1.03 �0.92 7.94 2.39 �0.54 10.10 3.18 �0.19 13.82
X¼NO2 1.01 �1.05 8.68 2.85 �0.44 11.08 3.06 �0.46 14.99
�b 1.38 �1.96 13.00 4.10 �1.10 16.98 5.04 �0.96 23.01
rc 0.937 �0.850 0.960 0.966 �0.883 0.973 0.909 �0.859 0.963


Z¼SiH2 Z¼ PH Z¼ S


Y¼H Y¼ F Y¼Li Y¼H Y¼ F Y¼Li Y¼H Y¼ F Y¼Li


X¼H 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
X¼Me 0.35 0.29 0.36 �0.01 0.16 0.42 �0.13 0.14 0.09
X¼NH2 0.19 0.05 1.56 �0.08 0.12 1.06 0.05 0.13 1.45
X¼ SH 0.45 0.04 3.89 0.30 �0.3 3.43 0.22 �0.32 3.56
X¼OH 0.36 �0.14 2.78 0.27 0.04 1.82 0.18 0.17 2.75
X¼ F 0.42 �0.25 4.77 0.10 �0.67 4.32 0.48 �0.44 4.66
X¼CN 0.43 �0.55 8.10 0.46 �0.68 7.51 0.91 �0.68 8.10
X¼NO2 0.62 �0.72 8.53 0.46 �0.85 7.93 0.67 �0.89 8.67
�b 0.64 �1.25 12.87 0.76 �1.53 11.97 1.33 �1.46 13.18
rc 0.831 �0.906 0.959 0.864 �0.909 0.942 0.904 �0.866 0.960


a Calculated as the relative value between the substituted and unsubstituted cases.
b The slope of the correlation between �BDEs and the substituent F constants.
c The correlation coefficient of the correlation between �BDEs and the substituent F constants; the substituent F constants are: F(H)¼ 0.00; F(Me)¼ 0.01;
F(NH2)¼ 0.08; F(SH)¼ 0.30; F(OH)¼ 0.33; F(F)¼ 0.45; F(CN)¼ 0.51; F(NO2)¼ 0.65.
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(see Eqns (2) and (3)). We refer to the reaction enthalpy
of Eqn (2) (i.e. �HZ—Y) as the molecule effect (ME) and
the reaction enthalpy of Eqn (3) (i.e. �HZ�) as the radical
effect (RE). Both ME and RE depict the energy cost to
separate the Z—Y (or Z�) moiety from the X substituent.


It is clear that ME�RE¼�BDE. The detailed ME and
RE values are listed in Table 4.


ð2Þ


ð3Þ


For each Z—Y (or Z�) case, we plot the ME or RE
values against the substituent F constants. It is found that
all the ME and RE values, except for the ME of CH2—H,
show good correlations with the substituent F constants
(for a representative case, see Fig. 5). The slopes of the
correlations (i.e. � values) vary dramatically from �12.02
to þ11.94 kJ mol�1). It is found that the � values for Z—
H, Z—F, and Z� are always negative and increase in the
order � (Z—F)<� (Z�)<� (Z—H), whereas the �
values for Z—Li are always positive, therefore for an
electron-withdrawing group X it is energetically favour-
able to separate the Z—H, Z—F or Z� moiety from X but
it is energetically unfavourable to separate the Z—Li
moiety from X.


The above findings suggest that the inductively
electron-withdrawing groups destabilize the bicy-
clo[2.2.2]octanyl-Z� radicals. Meanwhile the electron-
withdrawing groups destabilize the bicyclo[2.2.2]octa-
nyl-Z—H and bicyclo[2.2.2]octanyl-Z—F molecules
but stabilize the bicyclo[2.2.2]octanyl-Z—Li systems.
At this point, it is obvious that from Z—Li to Z� the
reaction constant must be positive. Because the electron-
withdrawing groups destabilize the Z� moiety more
strongly than they do for the Z—H moiety, it is under-
standable that the reaction constant must be positive for
the transformation from Z—H to Z�. Finally, because the
electron-withdrawing groups destabilize the Z� moiety


Figure 3. Correlations between the C—Y, N—Y and O—Y
BDEs and the substituent F constants


Figure 4. Correlations between the � values and Pauling
electronegativity differences for the bonding atoms
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less strongly than they do for the Z—F moiety, the
reaction constant must be negative for the transformation
from Z—F to Z�. These findings explain the positive,
negative and positive � values for the Z—H, Z—F and
Z—Li BDEs, respectively.


A classical electrostatic model for predicting the q
values


At this point we wish to establish a predictive theoretical
model to explain the � values of the MEs and REs listed
in Table 4. Thus we employ the classical electrostatic
approach27 to quantify the inductive/field effects of the X
substituent on the stability of the Z—Y or Z� moieties.
Within the framework of this theory, the inductive/field
effect of X on Y—Z is expressed as a Coulombic
interaction of the charge distribution in the Y—Z moiety
with a dipolar substituent located at the position of X (see
Scheme 2).


Table 4. Substituent effects on the stability of the parent molecule before homolysis and the radical product after homolysis
(kJmol�1)


Z¼CH2 Z¼NH Z¼O


�BDEa Y¼H Y¼ F Y¼Li Y¼* Y¼H Y¼ F Y¼Li Y¼* Y¼H Y¼ F Y¼Li Y¼*


X¼H 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
X¼Me 0.08 0.17 0.02 �0.16 �0.25 �0.04 �0.16 �0.31 �0.45 �0.21 �0.14 �0.42
X¼NH2 �0.39 �0.56 0.92 �0.73 �0.82 �1.23 0.12 �1.29 �1.73 �1.60 0.18 �1.75
X¼ SH �0.14 �0.73 3.12 �0.77 �0.93 �1.63 2.54 �2.23 �2.02 �3.25 3.25 �3.06
X¼OH �0.62 �0.87 1.72 �1.11 �1.41 �2.70 1.48 �2.65 �2.83 �3.31 1.24 �3.17
X¼ F �0.44 �1.76 3.52 �1.05 �1.91 �3.71 2.81 �3.18 �3.38 �5.54 3.45 �4.98
X¼CN �0.45 �2.40 6.46 �1.48 �1.75 �4.68 5.96 �4.14 �3.46 �6.83 7.18 �6.64
X¼NO2 �0.40 �2.47 7.27 �1.41 �2.07 �5.37 6.16 �4.93 �4.34 �7.86 7.59 �7.40
qb �0.67 �4.03 10.86 �2.05 �3.03 �8.22 9.85 �7.14 �6.03 �12.02 11.94 �11.01
rc �0.664 �0.957 0.947 �0.925 �0.956 �0.978 0.939 �0.989 �0.966 �0.988 0.926 �0.982
�d �0.28 0.55 �3.45 0.30 1.42 2.68 �2.00 1.79 3.07 4.63 �3.29 3.71


Z¼SiH2 Z¼ PH Z¼ S


Y¼H Y¼ F Y¼Li Y¼* Y¼H Y¼ F Y¼Li Y¼* Y¼H Y¼ F Y¼Li Y¼*


X¼H 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
X¼Me 0.46 0.40 0.47 0.11 0.07 0.24 0.49 0.08 �0.18 0.08 0.03 �0.05
X¼NH2 0.18 0.04 1.54 �0.01 �0.63 �0.43 0.51 �0.55 �0.93 �0.85 0.47 �0.98
X¼ SH �0.39 �0.80 3.05 �0.84 �1.04 �1.64 2.08 �1.34 �2.00 �2.54 1.33 �2.23
X¼OH �0.13 �0.63 2.29 �0.49 �0.99 �1.23 0.55 �1.26 �2.10 �2.11 0.48 �2.28
X¼ F �0.49 �1.16 3.86 �0.91 �1.76 �2.52 2.47 �1.85 �3.08 �4.00 1.10 �3.56
X¼CN �2.01 �2.99 5.65 �2.44 �2.84 �3.98 4.21 �3.30 �4.35 �5.94 2.84 �5.26
X¼NO2 �1.35 �2.69 6.56 �1.97 �2.90 �4.20 4.58 �3.36 �4.83 �6.39 3.16 �5.50
qb �2.86 �4.75 9.37 �3.50 �4.55 �6.83 6.68 �5.31 �7.34 �10.13 4.50 �8.68
rc �0.840 �0.916 0.970 �0.897 �0.958 �0.967 0.909 �0.963 �0.985 �0.974 0.894 �0.978
�d �1.30 �0.76 �4.06 �1.26 �0.50 �0.01 �3.52 �0.53 1.20 1.92 �2.04 1.43


a Relative value between substituted and unsubstituted cases.
b The slope of the correlation between �BDE and the substituent F constants.
c The correlation coefficient of the correlation between �BDE and the substituent F constants; the substituent F constants are: F(H)¼ 0.00; F(Me)¼ 0.01;
F(NH2)¼ 0.08; F(SH)¼ 0.30; F(OH)¼ 0.33; F(F)¼ 0.45; F(CN)¼ 0.51; F(NO2)¼ 0.65.
d For the definition of �, see next section of text.


Figure 5. Correlations between the ME and RE values and
the substituent F constants


Scheme 2


INDUCTIVE/FIELD EFFECTS ON BOND DISSOCIATION ENERGIES 535


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2005; 18: 529–538







To apply mathematics to the above electrostatic model,
we replace the X substituent with a pure dipole composed
of a positive point charge (þQ) and a negative point
charge (�Q). The distance between the positive and
negative charges is 1.10 Å (equal to the C—H bond
length). The distance between the positive charge and CA


(see Scheme 2) is 0.55 Å. We completely remove the
carbon skeleton of bicyclooctane but we fix the positions
of Z and Y in the space. To cap the Z—Y moiety, we put
a hydrogen atom at the CB position. This capping method
should not significantly alter the electronic demand of the
Z—Y moiety because the electronegativity of H is close
to that of C.


Next we perform a single-point energy calculation for
the isolated H—Y—Z moiety using the UB3LYP/6–
311þþG(2df,p) method. This calculation does not in-
volve any geometry re-optimization because the positions
of H, Z and Y are fixed. We choose the CHelpG (charges
from electrostatic potentials using a grid-based method)
method developed by Breneman and Wiberg28 to get the
charge distribution of the isolated H—Y—Z moieties. In
this method, atomic charges are fitted to reproduce the
molecular electrostatic potential at a number of points
around the molecule. It is clear that this method is the
most ideal for calculating the classical electrostatic
interactions.


The electrostatic interaction between the dipole and the
H—Y—Z moiety is then calculated using the classical
Coulombic theory


E ¼ Q


4�"0


X


i


qi


diþ
� Q


4�"0


X


i


qi


di�
ð4Þ


where i runs through all the atoms in H—Z—Y, qi is the
CHelpG charge at atom i in H—Z—Y, diþ is the distance
between the positive point charge in the dipole and atom i
in H—Z—Y, and di� is the distance between the
negative point charge in the dipole and atom i in H—
Z—Y. To simplify the above equation, we define


�Z�Y ¼ 1


4�"0


X


i


qi


diþ
� 1


4�"0


X


i


qi


di�
ð5Þ


(Detailed � values are listed in Table 4). Thus we have


E ¼ Q�Z�Y ð6Þ
Now let us consider the reaction described in Eqn (2)


for the definition of ME. We are interested in how to get
the � value for ME when Z and Y are fixed. Thus we need
to obtain the dependence of �HZ–Y on X. It is clear that
the energies of non-substituted bicyclooctane and bicy-
clooctanyl-Z–Y do not make any contribution to the
dependence of �HZ–Y on X because these two energy
values are not affected by X. What do make contributions
are the energies of X-bicyclooctanyl-Z—Y and X-bicy-
clooctanyl-H. Using Eqn (6) we can derive


ME ¼ �HZ�Y ¼ QXð�H � �Z�YÞ þ constant ð7Þ


In Eqn (7) QX corresponds to the dipolar charge produced
by substituent X and �H corresponds to the electrostatic
field effect caused by H.


Let us assume that the ME follows the Hammett-type
relationship, i.e.


ME ¼ �HZ�Y ¼ �Z�YFX þ constant0 ð8Þ


Using the ME values of two different substituents (i.e. X1


and X2) we can derive


�Z�YðFX1
� FX2


Þ ¼ ðQX1
� QX2


Þð�H � �Z�YÞ ð9Þ


Because �Z�Y, �H and �Z�Y are fixed values, we have


�Z�Y


�H � �Z�Y


¼ QX1
� QX2


FX1
� FX2


¼ k ð10Þ


where k is a constant. It is clear that k should not depend
on Z—Y, because QX and FX are independent of Z—Y. It
is also clear that k should not depend on X, because �Z�Y,
�H and �Z�Y are independent of X.


Because k is independent of Z—Y, we have


�Z�Y ¼ kð�H � �Z�YÞ ð11Þ


With a similar treatment for RE, we can also derive


�Z � ¼ kð�H � �Z � Þ ð12Þ


Therefore, if we plot all the reaction constants (i.e. �
values) of the MEs and REs against the corresponding
�Z�Y or �Z � values, we should obtain a straight line
whose slope and intercept are equal to �k and k�H ,
respectively. Indeed, as shown in Fig. 6, all the � values
do approximately fit in a line (i.e. �Z�Y=Z � ¼
�3:14�Z�Y=Z � � 2:33). The correlation is not perfect
(correlation coefficient¼ 0.88) due to the following rea-
sons: some � values are not obtained from perfect
Hammett correlations (see Table 4); and use of H to cap
the Z—Y moiety may introduce inaccurate descriptions


Figure 6. Correlations between the electrostatic interaction
energies and the reaction constants (�) for the MEs and REs
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of the electrostatic effects. [We tried to use CH3 to cap the
Z—Y moiety, but this led to worse results. Using the
CHelpG charges in the real X-bicyclooctanyl-Z—Y
molecules also led to worse results because the local
electrostatic field of CB—Z—Y cannot be described by
the CHelpG charges optimized for the electrostatic field
of the whole molecule. Finally, we tried to use other
charge distribution methods such as natural population
analysis but this always led to worse results.]


Using the above results for �Z�Y and �Z � , we now can
predict the � values for the Z—Y BDEs. Because
�BDE¼ME—RE, the � value for �BDE can be de-
rived from the � values for ME and RE, i.e.


�ðBDEÞ ¼ �Z�Y � �Z � ¼ �kð�Z�Y � �Z � Þ
¼ 3:14ð�Z�Y � �Z � Þ


ð13Þ


We show in Fig. 7 the correlation between the original �
values listed in Table 3 and the values predicted by Eqn
(13). For 18 different types of Z—Y bonds, our correla-
tion coefficient is 0.982. It is clear that the prediction is
fairly successful, and therefore the theoretical model we
have developed correctly describes the inductive/field
substituent effects on the homolytic bond dissociation
energies.


CONCLUSIONS


In this study we investigated the inductive/field effects on
the homolytic BDEs for the first time using substituted
bicyclo[2.2.2]octane systems. A variety of very different
chemical bonds, including Z—Y (Z¼CH2, NH, O, SiH2,
PH, S; Y¼H, F, Li), were considered and several
important conclusions can be made:


(i) High-quality BDE values are obtained for the first
time for bicyclo[2.2.2]octane systems from calibrated
G3B3/B3LYP calculations.


(ii) Significant effects of substituents at the 4-position of
bicyclooctane are found for the Z—Y BDEs of
bicyclooctanyl-Z—Y systems. Nice Hammett-type
correlations can be obtained for these substituent
effects using the inductive/field F constants.


(iii) The reaction constants (i.e. � values) of the Ham-
mett correlations vary dramatically from �1.96 to
23.01 kJ mol�1 for different Z—Y systems: the �
values for the Z—H BDEs are �1.0–5.0 kJ mol�1;
the � values for the Z—F BDEs are about �2.0 to
�1.0 kJ mol�1; and the � values for the Z—Li BDEs
are �13.0–23.0 kJ mol�1.


(iv) The substituent effects on the stability of the parent
molecules before homolysis and the stability of the
radical products after homolysis are important for
the substituent effects on BDEs.


(v) The inductive/field substituent effects on BDEs can-
not be explained by the electronegativity or bond
polarity theories, but they can be explained success-
fully by a theoretical model on the basis of the classic
electrostatic theories for inductive/field effects.


Supplementary material


Detailed relative bond dissociation energies and de-
protonation enthalpies (PDF) are available in Wiley
Interscience.
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ABSTRACT: As potential receptors for a benzoic acid guest, new ditopic cyclophane host molecules, each with a �
electron-rich portion and a pyridine ring-containing portion, are synthesized. Complexation of benzoic acid guest by
the potential molecular receptors is probed by infrared spectroscopy, proton magnetic resonance titration experiments
and solid-state structure determination. Copyright # 2005 John Wiley & Sons, Ltd.
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INTRODUCTION


During the past four decades, a wide variety of macro-
cyclic receptor molecules, which exhibit selectivity in
binding of ionic1 and molecular2–4 species, has been
synthesized. Molecular receptors with at least one aro-
matic ring bridged by at least one aliphatic n-membered
bridge (n5 0) are designated as cyclophanes.


We have been using the relatively unexplored bisphe-
nol 15 (Fig. 1) as a � electron-rich hydrophobic unit for
the construction of new types of cyclophanes.6–10 By
connecting the oxygen atoms of two molecules of 1 with
multi-methylene spacers, the rigidity of the two �,�0-
di(4-oxyphenyl)-1,4-diisopropylbenzene units provides
open structures in which the dimensions of the central
cavity can be varied systematically by changing the
number of carbon atoms in the spacers. We have reported
solid-state structures of molecular receptors 2 and their
complexes with aromatic guest species.7–9 Thus cyclo-
phanes 2 with n¼ 3 and 5 form complexes in which p-
xylene7 and anthracene,8 respectively, are located within
the central cavities of the hosts. We have also prepared
ditopic receptors 3 and assessed their binding of alky-
lammonium picrates in solution by 1H NMR spectro-
scopy and solvent extraction.6 For cyclophane 3 with


n¼ 1, the strongest binding of n-propylammonium pi-
crate was observed.


We now report the synthesis of new, ditopic cyclo-
phanes 4 and 5 for which it was envisaged that a benzoic
acid guest would be encapsulated and oriented with the
phenyl ring of the guest towards the � electron-
rich hydrophobic portion of the receptor and the
carboxylic acid group would be hydrogen bonded to the
2,6-diaminopyridine portion. The structures of cyclo-
phanes 4 and 5 differ in that the additional methyl groups
in the latter should provide enhanced hydrophobicity.


RESULTS AND DISCUSSION


Synthesis of ditopic cyclophanes 4 and 5


For cyclophanes 4 and 5, the hydrophobic units were
formed by reaction of phenol and 2,6-dimethylphenol,
respectively, with commercially available �,�,�’,�’-tet-
ramethyl-1,4-benzenedimethanol and gaseous HCl. Re-
sultant bisphenols 1 and 6 were alkylated with ethyl 4-
bromobutanoate and K2CO3 in acetone to form diesters 7
and 8 in 85% and 88% yields, respectively (Fig. 2). Basic
hydrolysis followed by acidification gave dicarboxylic
acids 9 and 10 in 70% and 93% yields, respectively. The
diacids were converted quantitatively into corresponding
di(acid chlorides) 11 and 12 by reaction with thionyl
chloride and a catalytic amount of DMF in benzene.
Under high dilution conditions, equimolar THF solutions
of the di(acid chloride) and 2,6-diaminopyridine were
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added simultaneously to a vigorously stirred mixture of
K2CO3 in toluene to form macrocyclic diamides 13 and
14 in 35% and 29% yields, respectively. Reduction of the
diamides with BH3–THF gave 90% yields of ditopic
cyclophanes 4 and 5.


Complexation of benzoic acid by ditopic
cyclophanes 4 and 5 and their precursor
macrocyclic diamides 13 and 14


To determine if proton transfer took place when benzoic
acid was complexed by the ditopic cyclophanes, the
infrared absorptions of benzoic acid in carbon tetrachlor-
ide in the absence and presence of one equivalent of
cyclophane 4 were measured. For benzoic acid alone, the
carbonyl absorption was at 1690 cm�1. For an equimolar
solution of benzoic acid and cyclophane 4, the carbonyl
absorption shifted only slightly to 1696 cm�1, revealing
that proton transfer from the guest to the host was not
taking place.


Association constants for interactions of benzoic acid
with ditopic cyclophanes 4 and 5 and their precursor
macrocyclic diamides 13 and 14 in CDCl3 were measured
by NMR titration. Binding was determined from the
relationship of the benzoic acid (guest) concentration
relative to the change in signal (in Hz) of affected
nuclei in the host molecule, whose concentration was
held constant. Data were analyzed using the HOSTEST
II program developed by Professor Craig S. Wilcox to
calculate binding constants of binary complexes by spec-
troscopic methods.11,12 For this program, concentrations
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Figure 1. Structures of di-�,�,�’,�’-tetramethyl-1,4-
benzenedimethanol (1) and cyclophanes derived therefrom
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Figure 2. Synthetic scheme for the preparation of ditopic cyclophanes 4 and 5. Reagents/solvent: (a) ethyl 4-bromobutanoate,
K2CO3/acetone; (b) NaOH/aq. EtOH, or H3O
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of the components in solution are entered together with
the corresponding spectroscopic shifts. The program
output includes a binding constant and a statistical
measure of the value of the data, the Weber ‘p’ value.
The Weber ‘p’ value should be within the range of 0.2–
0.8. Values outside this range indicate that the concentra-
tions of host and/or guest chosen for the experiment are
inappropriate.


Results from the NMR titration experiments are pre-
sented in Table 1. The protons of the host for which


chemical shift changes were observed upon addition of
benzoic acid are shown in Fig. 3. As can be seen,
association constants for the interaction of benzoic acid
guest by macrocyclic diamide hosts 13 and 14 are nearly
an order of magnitude lower than those for the ditopic
cyclophane hosts 4 and 5. This can be attributed to greater
basicity in the polar portions of hosts 4 and 5 compared
with 13 and 14. Also, it appears that the association
constants become lower when two additional methyl
groups are incorporated into the host (i.e. 4 vs. 5 and 13


Table 1. Concentrations of host and guest, observed NMR signal changes, association constants and Weber p values for
complexation of benzoic acid guest by ditopic cyclophane hosts 4 and 5 and precursor macrocyclic diamide hosts 15 and 16 in
CDCl3 at 23


�C


[Host] [Guest] Proton Signal Association Weber
Host (mM) (mM) in hosta change (Hz) constant (M


�1) p value


4 0.30 0.10–0.70 Hd �12.2 5800 0.48–0.74
Hh þ17.5 5400 0.44–0.72
Hx þ16.4 6400 0.42–0.75


5 0.20 0.10–0.80 Hd �12.9 4900 0.42–0.75
Hh þ7.1 5200 0.34–0.67
Hx þ2.2 5100 0.42–0.76


13 2.4 7.4–95.4 Hc �5.5 700 0.60–0.75
He þ3.9 700 0.60–0.75
Hx þ4.5 1200 0.67–0.83


14 3.5 0.0–6.9 Hc �2.4 700 0.53–0.74
He þ9.0 400 0.43–0.63
Hx þ5.7 600 0.50–0.71


a See Fig. 3.
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Figure 3. Protons in cyclophane hosts 4, 5, 13 and 14 affected by addition of benzoic acid in NMR titration experiments
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vs. 14). This could arise from unfavorable steric interac-
tions between the guest and the hydrophobic portions of
host 13 compared with 4 and host 14 compared with 5.
Although the observed shifts in NMR signals for some of
the protons on the terminal phenylene groups and in the
polymethylene chains connecting the hydrophobic and
polar portions of the cyclophane are consistent with
complexation of the benzoic acid guest within the cav-
ities of the host molecules, the NMR signal shifts
observed for Hx, the meta protons on the pyridine ring,
are not.


Solid-state structure determinations


In an effort to obtain additional information about the
structures of the new cyclophane host molecules and their
complexes with benzoic acid guest, attempts were made
to grow crystals suitable for x-ray structure determina-


tion. These efforts were successful only for macrocyclic
diamide 13 and a complex of cyclophane triamine host 4
with benzoic acid. The asymmetric unit of 13 consisted of
two very similar molecules.


An ORTEP drawing for one of the two molecules of
13�acetone is shown in Fig. 4. (An ORTEP drawing
for the second molecule is shown in Fig. ES1 in the
electronic supplement.) For both molecules, there is
an associated molecule of acetone solvent located above
the plane of the molecule. The carbonyl oxygen of
the acetone is hydrogen bonded to the N—H of one
amide group. The hydrogen bond data are given in
Table 2. This host molecule is seen to be in an open
conformation with a well-formed cavity.


An ORTEP drawing for the 1:1 complex of benzoic
acid with ditopic cyclophane host 4 is presented in Fig. 5.
Instead of the expected inclusion complex with the guest
located within the central cavity of the host, the molecule
of 4 is folded with the pyridine ring nitrogen and the
hydrogens on the two amine groups pointed outward
towards an external benzoic acid molecule. The benzoic
acid guest is disordered in two sites to allow the carboxyl
oxygen to hydrogen bond (Table 2) with one or the other
amine hydrogens. It was not possible to locate the acid
hydrogen atom of the carboxylic acid group of either
partial benzoic acid. However, it appears that the car-
boxyl oxygens are hydrogen bonded to the two amine
groups of the host (see Fig. 5). The hydrogen bond data
are given in Table 2. This folding of the cyclophane host
to hydrogen bond with an external benzoic acid guest is
consistent with the unexpected shifts of meta pyridyl ring
hydrogens, Hx, upon addition of benzoic acid to cyclo-
phanes 4, 5, 13 and 14 in the NMR titration experiments
(vide infra).


Nuclear Overhauser effect studies of ditopic
cyclophane 4 and macrocyclic diamides 13 and 14
in solution


For further investigation of the cyclophane host struc-
tures, nuclear Overhauser effect (NOE) studies were
performed for macrocycles 4, 13 and 14 and for 4 in
the presence of equimolar benzoic acid in CDCl3
solution.


Absorptions for the different protons in the 300 MHz
NMR spectrum of macrocyclic diamide 13 (see Fig. 3 for


Figure 4. An ORTEP drawing with numbering system for
one structure of cyclophane diamide 13 with a solvating
molecule of acetone. Thermal ellipsoids are drawn at the
30% probability level. Hydrogen atoms of 13 (except for
H38) and the solvating acetone molecule are omitted for
clarity


Table 2. Hydrogen bonding in the two molecules 13�acetone and in 4�benzoic acid


Molecule D H A D—H (Å) H � � �A (Å) D � � �A (Å) D—H � � �O ( �)


13�Acetone N38 H38 O43 1.18 2.11 3.17 148
N88 H88 O93 0.86 2.39 3.18 154


4�Benzoic N3 H3 O510 1.18 1.89 2.99 153
acid N38 H38 O51 1.17 1.71 2.79 151
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proton designations) are identified as �: 1.63 (s) Hb; 2.20
(p) Hf; 2.58 (t) Hg; 3.93 (t) He; 6.69 (d) Hd; 7.98 (s) Ha;
7.12 (d) Hc; 7.61 (br s) Hi; 7.63 (t) Hy; 7.89 (d) Hx. Upon
irradiation of the signal for Hd, only the signals for
adjacent protons Hc and He exhibited the NOE. When
the signal for Hx was irradiated, the NOE was observed
only for the adjacent pyridyl ring proton Hy. In both
instances, only nuclei near the irradiated nuclei gave
signal enhancements. This is in agreement with an open
conformation of the type found in the solid-state structure
(Fig. 4).


For macrocyclic diamide 14 (see Fig. 3 for proton
designations), the proton absorptions in the 300 MHz
NMR spectrum are identified as �: 1.63 (s) Hb; 2.07 (s)
Hd; 2.20 (p) Hf; 2.68 (t) Hg; 3.76 (t) He; 6.59 (s) Hc; 7.17
(s) Ha; 7.63 (t) Hy; 7.72 (br s) Hi, 7.94 (d) Hx. Irradiation
of the singlet for Hd gave signal enhancements for
neighboring protons Hc and He. There was also a small,
but clearly discernable, enhancement for the amide pro-
ton Hi, suggesting some folding of the molecule. When
the signal for Hx was irradiated, the NOE was noted only
for the adjacent pyridyl ring proton Hy.


Absorptions for the different protons (see Fig. 3 for the
proton designations) in the macrocyclic triamine 4 are
identified as �: 1.58 (s) Hb; 1.69 (p) Hg; 1.73 (p) Hf; 3.14
(q) Hh; 3.92 (t) He; 4.24 (br t) Hi; 5.55 (d) Hy; 6.66 (d) Hd;
6.97 (s) Ha; 7.02 (t) Hx; 7.02 (d) Hc. Irradiation of the
signal for Hd gave the NOE only of signals for adjacent
protons Hc and He. When the signal for He was irradiated,
signal enhancements were observed only for neighboring
protons Hf and/or Hg (these protons are indiscernible in
the difference spectra) and Hd. Irradiation of the signal
for Hx produced the NOE for adjacent pyridyl ring proton


Hy and amine proton Hi, with possible enhancements for
more distant Hh and He. When the signal for Hh was
irradiated, the expected NOE of the signals for adjacent
protons Hf and/or Hg was observed. In addition, there was
an unanticipated NOE of the signal for Hx. This is only
possible if the pyridine ring in 4 is flipped so that the
pyridyl nitrogen points away from the macrocylic cavity.


Attention then was shifted to solutions that contained
equimolar amounts of cyclophane triamine 4 and benzoic
acid. Upon irradiation of the signal for Hd, the NOE was
observed for the signals of Hc and He with a small
enhancement of the signal for Hx. No signal enhancement
was noted for Hl, Hm, or Hn of the benzoic acid guest (see
Fig. 3 for proton designations). With irradiation of the
signal for Hx, signal enhancement for Hh was evident.
The intensity of this NOE was greater in the presence of
benzoic acid than in its absence. Also, weak signal
enhancement for Hf and/or Hg was evident. Irradiation
of the signal for He gave an NOE only of the signals for
neighboring Hd and indistinguishable Hf and/or Hg.
When the signal for Hh was irradiated there was an
intense NOE for the signal of Hx. This enhancement of
the Hx signal was much greater than when the signal for
Hh in cyclophane 4 was irradiated in the absence of
benzoic acid.


Finally, nuclei of the benzoic acid guest were probed to
see if any intermolecular NOEs could be detected. How-
ever, irradiation of signals for the aromatic ring protons
Hl, Hm and Hn gave an NOE only for signals of the other
aromatic ring protons. Thus, no intermolecular NOEs
between benzoic acid and host 4 were observed.


Results from the NOE experiments reveal some folding
of cyclophane triamine 4 into conformations in which the


Figure 5. An ORTEP drawing with numbering system for the 1:1 complex of cyclophane 4 and benzoic acid. Thermal ellipsoids
are drawn at the 30% probability level. Hydrogen atoms of 4 and benzoic acid are omitted for clarity
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pyridine ring nitrogen is oriented away from the macro-
cyclic cavity. This folding is accentuated by the presence
of an equimolar amount of benzoic acid guest. These
findings suggest that the host–guest geometrical relation-
ship for cyclophane 4 and benzoic acid in solution
resembles that found in the solid-state structure for the
complex (Fig. 5).


EXPERIMENTAL


General methods and materials


Unless specified otherwise, reagent-grade reactants and
solvents were used as received from chemical suppliers.
Acetone was distilled from and stored over anhydrous
K2CO3. Tetrahydrofuran was distilled from benzophe-
none-sodium ketyl and used immediately. Dimethyl
formamide was distilled from BaO and stored over 4 Å
molecular sieves. Reagent-grade benzene and toluene
were stored over sodium ribbon.


Infrared (IR) spectra were obtained with a Perkin-
Elmer 1600 FTIR spectrophotometer and are reported
in wavenumbers. The 1H and 13C nuclear magnetic
resonance (NMR) spectra were obtained with a Bruker
IBM AF-200 (200 MHz) or AF-300 (300 MHz) spectro-
meter. Chemical shifts (in ppm) are reported downfield
from TMS. Mass spectra (MS) were recorded with a
Hewlett-Packard GC/MS 5995 spectrometer. Combus-
tion analysis was performed by the Desert Analytics
Laboratory of Tucson, Arizona.


Synthesis of compounds


Bisphenol 15. A 500-ml, three-neck flask was charged with
�,�,�’,�’-tetramethyl-1,4-benzenedimethanol (50.00 g,
0.26 mol) and phenol (240.00 g, 2.60 mol) and the mixture
was heated to 80 �C. Upon melting of the reactants,
mechanical stirring was initiated and HCl gas was
introduced under the surface of the liquid through a glass
tube. The reaction mixture was saturated with gaseous
HCl for 30 min, after which the addition of HCl
was terminated. Stirring was continued for 3 h and the
mixture was poured into water (500 ml). Repeated
washing of the crude oil with water gave a light brown
solid. Recrystallization from EtOH produced 1 (54.20 g,
65%) as a white powder, m.p. 188–189 �C. �max (deposit on
a NaCl plate from CH2Cl2 solution) (cm�1): 3241 (OH)
and 1244 (C—O). �H (200 MHz, CDCl3): 1.55 (s, 12H),
6.68 (d, J¼ 6.5 Hz, 4H), 7.00 (d, unresolved, 4H), 7.02 (s,
4H), 7.10 (s, 2H). �C (50 MHz, CDCl3): 30.77, 41.62,
114.57, 126.00, 127.67, 142.08, 147.76, 154.03. MS (EI,
70 eV )[m/e, (%)]: 17.90 (100), 18.20 (99.19), 331.30
(62.94), 135.15, (29.01), Mþ 346.30 (16.74), Mþ1
(4.18), Mþ2 (0.69).


Bisphenol 6. The procedure was identical to that given for
the preparation of bisphenol 1, except for the replacement
of phenol with 2,6-dimethylphenol. Crude bisphenol 6
was recrystallized from EtOH to give very large prisms
(76.00 g, 73%), m.p. 156–157 �C. �max (deposit on a
NaCl plate from CH2Cl2 solution) (cm�1): 3478 (OH)
and 1183 (C—O). �H (200 MHz, CDCl3): 1.62 (s, 12H),
2.19 (s, 12H), 4.46 (s, 2H), 6.83 (s, 4H), 7.11 (s, 4H). �C


(50 MHz, CDCl3): 16.09, 30.85, 41.58, 122.19, 126.08,
126.93, 142.35, 147.80, 149.86. MS (EI, 70 eV)[m/e,
(%)]: 41.10 (38.55) 186.00 (31.38), 387.35 (100),
Mþ 402.35 (29.56), Mþ1 (8.10), Mþ2 (1.50). Found:
C, 83.79; H, 8.50. Calc. for C28H34O2: C, 83.54; H, 8.51.


Diester 7. To acetone (250 ml) in a 500-ml flask was
added bisphenol 1 (22.00 g, 63 mmol), anhydrous K2CO3


(34.00 g, 252 mmol) and ethyl 4-bromobutanoate
(37.00 g, 189 mmol). The mixture was refluxed for 24 h
and evaporated in vacuo. To the residue, CH2Cl2 was
added and the mixture was filtered. The filtrate was
evaporated in vacuo to provide a pale yellow oil. After
addition of warm EtOH (20 ml) and allowing the solution
to stand for 2 days at room temp, 31.00 g (85%) of diester
7 was obtained as large needles, m.p. 64–65 �C. �max


(deposit on NaCl plate from CDCl3 solution) (cm�1):
1734 (C——O) and 1249 (C—O). �H (200 MHz, CDCl3):
1.23 (t, J¼ 7.1 Hz, 6H), 1.61 (s, 12H), 2.07 (d of t, J¼ 7.9
and 6.3 Hz, 4H), 2.48 (t, J¼ 7.2 Hz, 4H), 3.95 (t,
J¼ 6.0 Hz, 4H), 4.12 (q, J¼ 7.0 Hz, 4H), 6.75 (d,
J¼ 6.7 Hz, 4H), 7.07 (s, 4H), 7.12 (d, J¼ 6.7 Hz, 4H).
�C (50 MHz, CDCl3): 14.20, 24.65, 30.81, 30.85, 41.79,
60.38, 66.52, 113.70, 126.16, 127.72, 142.96, 147.79,
156.57, 173.27. MS (EI, 70 eV)[m/e, (%)]: 42.95 (12.33),
87.00 (33.57), 115.10 (100), Mþ 574.45 (6.03), Mþ1
(2.19), Mþ2 (0.43). Found: C, 75.40; H, 8.03. Calc. for
C36H46O6: C, 75.23; H, 8.07.


Diester 8. The procedure was the same as that employed
in the synthesis of diester 7 except for the use of bi-
sphenol 6 (20.00 g, 50 mmol) instead of bisphenol 1.
Large transparent needles of diester 8 (27.20 g, 88%)
with m.p. 74–75 �C were crystallized after addition of
warm EtOH (20 ml) to the crude oil product. �max


(deposit on a NaCl plate from CDCl3 solution) (cm�1):
1731 (C——O) and 1224 (C—O). �H (200 MHz, CDCl3):
1.26 (t, J¼ 7.1 Hz, 6H), 1.61 (s, 12H), 2.08 (d of t,
unresolved, 4H), 2.19 (s, 12H), 2.58 (t, J¼ 6.2 Hz, 4H),
3.76 (t, J¼ 6.0 Hz, 4H), 4.15 (q, J¼ 7.1 Hz, 4H), 6.83 (s,
4H), 7.10 (s, 4H). �C (40 MHz, CDCl3): 14.24, 16.46,
25.70, 30.85, 30.92, 41.84, 60.37, 70.56, 126.15, 127.19,
129.76, 145.79, 147.71, 153.43, 173.40. MS (EI,
70 eV)[m/e, (%)]: 87.00 (35.55), 115.10 (100),
Mþ 630.70 (1.49), Mþ 1 (0.73). Found: C, 76.33; H,
8.79. Calc. for C40H54O6: C, 76.16; H, 8.63.


Diacid 9. To a solution of diester 7 (32.00 g, 56 mmol) in
EtOH (200 ml) was added a solution of KOH (15.00 g,
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268 mmol) in H2O (150 ml). The suspension was refluxed
for 1 h, cooled to 0 �C and acidified with 15% aqueous
HCl. After stirring the mixture gently overnight to
promote aggregation, the crude product was filtered.
The solid was dissolved in toluene and dried with a
Dean-Stark trap. The dried toluene solution was placed
in a freezer overnight to afford 9 (22.00 g, 70%) as a
white powder, m.p. 218–219 �C. �max (deposit on a NaCl
plate from THF solution) (cm�1): 3300–2500 (COOH)
and 1692 (C——O). �H (200 MHz, DMSO-d6): 1.55 (s,
12H), 1.88 (t of t, J¼ 7.2, 7.2, 6.6, 6.6 Hz, 4H), 2.35 (t,
J¼ 7.2 Hz, 4H), 3.91 (t, J¼ 6.4 Hz, 4H), 6.79 (d,
J¼ 8.6 Hz, 4H), 7.07 (s, 4H), 7.11 (d, J¼ 8.6 Hz, 4H),
12.16 (br s, 2H). �C (50 MHz, DMSO-d6): 24.30, 30.15,
30.55, 41.36, 66.42, 113.84, 125.97, 127.46, 142.26,
147.51, 156.29, 174.15. MS (EI, 70 eV)[m/e, (%)]:
40.95 (30.3), 331.20 (100), 417.30 (30.1), Mþ 518.40
(2.97), Mþ 1 (1.02). Found: C, 74.35; H, 7.38. Calc. for
C32H38O6: C, 74.11; H, 7.38.


Diacid 10. The procedure described for the synthesis of
diacid 9 was utilized with the exception that diester 8
(27.00 g, 43 mmol) was a reactant. Recrystallization of
the crude product from toluene gave diacid 10 (26.00 g,
93%) as a white powder, m.p. 243–246 �C. �max (deposit
on a NaCl plate from THF solution) (cm�1): 3424–2519
(COOH) and 1716 (C——O). �H (200 MHz, DMSO-d6):
1.61 (s, 12H), 2.05 (p, unresolved, 4H), 2.19 (s, 12H),
2.51 (t, J¼ 7.3 Hz, 4H), 3.78 (t, J¼ 6.3 Hz, 4H), 6.89 (s,
4H), 7.12 (s, 4H). �C (50 MHz, DMSO-d6):16.23, 25.36,
30.18, 30.44, 41.35, 70.46, 125.95, 126.77, 129.37,
145.19, 147.30, 153.19, 174.20. MS (EI, 70 eV)[m/e,
(%)]: 163.15 (21.0), 387.25 (100), 388.35 (32.6),
Mþ 574.45 (7.3). Found: C, 75.03; H, 7.77. Calc. for
C36H46O6: C, 75.23; H, 8.07.


Di(acid chloride) 11. To a solution of diacid 9 (1.00 g,
1.8 mmol) in benzene (10 ml) was added thionyl chloride
(0.47 g, 4.0 mmol) and two drops of DMF. The solution
was refluxed for 3 h and evaporated in vacuo. To the
residue, benzene was added and the mixture was filtered
through an oven-dried, sintered glass funnel. The filtrate
was evaporated in vacuo leaving a pale yellow solid
(1.00 g) with m.p. 91–92 �C, which was utilized without
purification in the next step. �max (deposit on a NaCl plate
from CDCl3 solution) (cm�1): 1797 (C——O). �H


(200 MHz, CDCl3): 1.63 (s, 12H), 2.16 (t of t, J¼ 7.0,
5.9, 5.8, 7.0 Hz, 4H), 3.13 (t, J¼ 5.8 Hz, 4H), 3.77 (t,
J¼ 5.8 Hz, 4H), 7.07 (s, 4H), 7.13 (d, J¼ 8.8 Hz, 4H). �C


(50 MHz, CDCl3): 24.92, 30.84, 41.85, 43.81, 65.46,
113.70, 126.18, 127.82, 143.38, 147.79, 156.25, 173.68.


Di(acid chloride) 12. To a solution of diacid 10 (2.00 g,
3.5 mmol) in benzene (15 ml) were added thionyl chlor-
ide (0.86 g, 7.2 mmol) and two drops of DMF. The
remaining procedure and work-up were the same as
employed in the synthesis of di(acid chloride) 11 provid-


ing di(acid chloride) 12 (2.10 g) as a yellow solid with
m.p. 101–102 �C. This solid was used directly in the next
step. �max (deposit on a NaCl plate from CDCl3 solution)
(cm�1): 1798 (C——O). �H (200 MHz, CDCl3): 1.62 (s,
12H), 2.16 (t of t, unresolved, 4H), 2.19 (s, 12H) 3.21 (t,
J¼ 7.2 Hz, 4H), 3.77 (t, J¼ 5.9 Hz, 4H), 6.84 (s, 4H),
7.09 (s, 4H). �C (50 MHz, CDCl3): 16.47, 25.91, 30.83,
41.86, 43.86, 69.27, 126.17, 127.31, 129.64, 146.11,
147.66, 153.10, 173.73.


Cyclophane diamide 13. A solution of di(acid chloride)
11 (1.10 g, 1.90 mmol) in THF (40 ml) was drawn into an
oven-dried, 50-ml glass syringe. A solution of 2,6-dia-
minopyridine (0.21 g, 1.90 mmol) in THF (40 ml) was
drawn into a second oven-dried, 50-ml glass syringe.
With two Sage Instruments syringe pumps, the two
solutions were added simultaneously over an 8-h period
at room temperature to a vigorously stirred suspension of
anhydrous K2CO3 (1.30 g, 9.5 mmol) in toluene (300 ml)
in a flame-dried, 1-l Morton flask. The mixture was
stirred for an additional 48 h after the addition was
completed. The mixture was filtered and evaporated in
vacuo. The resultant light brown oil was dissolved in
CH2Cl2 and the solution was passed through a short
column of flash silica gel (2.4� 10 cm) with EtOAc–
hexane (1:3) as eluent. The eluent was evaporated in
vacuo and the resultant pale yellow oil was chromato-
graphed on a flash silica gel column (2.4� 40 cm) with
EtOAc–hexane (1:19) as eluent to provide a cream-
colored solid. Recrystallization by slow evaporation of
its CHCl3–hexane (9:1) solution gave cyclophane dia-
mide 13 (0.40 g, 35%) as a white solid, m.p. 244–246 �C.
�max (deposit on a NaCl plate from CDCl3 solution)
(cm�1): 3436, 3272 (N—H) and 1684 (C——O). �H


(200 MHz, CDCl3): 1.61 (s, 12H), 2.19 (t of t, unresolved,
4H), 2.59 (t, J¼ 5.8 Hz, 4H), 3.93 (t, J¼ 6.0 Hz, 4H),
6.69 (d, J¼ 6.8 Hz, 4H), 6.69 (s, 4H) 7.12 (d, J¼ 6.8,
4H), 7.63, br s, 2H), 7.69 (t, J¼ 8.0 Hz, 1H), 7.90 (d,
J¼ 8.0 Hz, 2H). �C (50 MHz, CDCl3): 24.43, 30.53,
33.51, 41.62, 65.50, 109.41, 113.57, 125.89, 127.70,
140.86, 142.42, 148.11, 149.26, 156.43, 170.77. MS
(EI, 70 eV)[m/e, (%)]: 18.00 (70.33), 178.10 (49.59),
246.15 (100), Mþ591.40 (2.73). Found: C, 74.82; H,
6.84; N, 6.83. Calc. for C37H41N3O4: C, 75.10; H, 6.98;
N, 7.10.


Cyclophane diamide 14. Using the procedure described
for the preparation of cyclophane diamide 13, solutions
of di(acid chloride) 12 (5.00 g, 8.2 mmol) in THF (50 ml)
and 2.6-diaminopyridine (0.89 g, 8.2 mmol) in THF
(50 ml) were added simultaneously over a 12-h period
at room temperature to a vigorously stirred suspension of
K2CO3 (11.3 g, 82 mmol) in 2.5 l of toluene. Following
the addition, the suspension was stirred for another 18 h
and then filtered. The filtrate was evaporated in vacuo to
give a brown oil that was dissolved in CH2Cl2 and passed
through a short column of flash silica gel (4.3� 8.0 cm)
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with EtOAc-hexane (3:17) as eluent. After evaporation of
the eluent in vacuo, the resultant yellow oil was chroma-
tographed on flash silica gel (2.4� 40 cm) with EtOAc-
hexane (1:19) as eluent to give a white powder (1.53 g,
29%), m.p. 272–273 �C. �max (deposit on a NaCl plate
from CDCl3 solution) (cm�1): 3429, 3300 (N—H) and
1682 (C——O). �H (200 MHz, CDCl3): 1.63 (s, 12H), 2.06
(s, 12H), 2.18 (p, unresolved, 4H), 2.65 (d of t, J¼ 2.6,
5.8 Hz, 4H), 3.73 (t, J¼ 5.9 Hz, 4H), 6.58 (s, 4H), 7.16 (s,
4H), 7.65 (t, J¼ 8.1 Hz, 1H), 7.68, br s, 2H), 7.93 (d,
J¼ 8.0 Hz, 2H). �C (50 MHz, CDCl3): 16.40, 25.52,
30.33, 33.64, 41.83, 69.07, 109.19, 126.53, 127.15,
129.57, 140.83, 147.14, 147.34, 149.32, 152.97, 170.98.
MS (EI, 70 eV)[m/e, (%)]: 178.10 (25.07), 219.15
(26.46), 246.15 (100), Mþ 647.55 (0.60), Mþ 1 (0.28).
Found: C, 76.02; H, 7.60; N, 6.59. Calc. for C41H49N4O3:
C, 76.01; H, 7.62; N, 6.49.


Cyclophane triamine 4. To a solution of diamide 13
(100 mg, 0.17 mmol) in THF (10 ml) at 0 �C was added
1.0 M BH3–THF in THF (0.51 ml, 0.51 mmol). The solu-
tion was refluxed for 4 h and allowed to cool to room
temperature. A few drops of 10% aqueous HCl were
added and the THF was removed in vacuo. To the residue,
EtOAc (50 ml) was added. The suspension was washed
with 10% aqueous NaHCO3 (3� 25 ml), distilled water
(2� 25 ml) and brine (25 ml). The organic layer was
dried over anhydrous NaHCO3 and evaporated in vacuo
to produce a white solid that was dissolved in a minimal
amount of THF. Chromatography of this solution on an
alumina column (2.4� 17 cm) with EtOAc–hexanes (1:1)
as eluent gave cyclophane triamine 4 (86 mg, 90%) as a
white solid, m.p. 226–227 �C. �max (CDCl3 solution)
(cm�1): 3426 (N—H) and 1249 (C—O). �H (200 MHz,
CDCl3): 1.63 (s, 12H), 1.79 (t of t, unresolved, 4H), 1.82
(t of t, unresolved, 4H), 3.21 (d of t, J¼ 5.9, 6.7, 4H), 3.99
(t, J¼ 5.9 Hz, 4H), 4.20 (t, J¼ 5.9 Hz, 2H), 5.64 (d,
J¼ 7.9 Hz, 2H), 6.73 (d, J¼ 8.8 Hz, 4H), 7.04 (s, 4H),
7.09 (d, J¼ 8.8 Hz, 4H), 7.09 (t, unresolved), 1H) �C


(50 MHz, CDCl3): 26.02, 26.53, 30.45, 41.70, 41.88,
67.28, 94.55, 113.88, 126.06, 127.72, 139.12, 142.82,
148.08, 156.65, 157.98. MS (EI, 70 eV) [m/e, (%)]:
134.15 (82.28), 135.15 (75.06), 176.20 (100),
Mþ 563.40 (50.67), Mþ 1 (19.63), Mþ 2 (4.45). Found:
C, 78.66; H, 8.16; N, 4.80. Calc. for C37H45N2O3: C,
78.55; H, 8.02; N, 4.95.


Cyclophane diamine 5. To a solution of diamide 14 (0.50 g,
0.80 mmol) in THF (15 ml) at O �C was added 1.0 M BH3–
THF (3.2 ml, 3.2 mmol). The solution was allowed to warm
to room temperature and then refluxed for 6 h. After cool-
ing the reaction solution in an ice bath, a few drops of
aqueous 1.0 M HCl were added. The solution was evapo-
rated in vacuo. The residue was made basic with aqueous
1.0 M Na2CO3 and then EtOAc (50 ml) was added. The
suspension was washed with 1.0 M Na2CO3 (2� 20 ml),
distilled water (2� 20 ml) and brine (20 ml). The organic


layer was dried over anhydrous NaHCO3 and evaporated in
vacuo to provide a tan, light-sensitive oil, which was
dissolved in a minimum amount of CH2Cl2. The solution
was loaded onto an alumina column (2.4� 15 cm). The
column was eluted with EtOAc–hexanes (1:49) under
pressure until the more mobile components were evident
upon TLC analysis of the eluent. When the desired product
was predicted by TLC to be the next off the column, the
eluent was changed to EtOAc–hexanes (3:2). The product
appeared as the brightest of several fluorescing purple spots
on TLC (silica gel) when visualized with an UV lamp.
(When in solution, this compound was very sensitive to UV
light.) The desired fractions were evaporated in vacuo to
yield diamine 5 (430 mg, 90%) as a white solid, m.p. 182–
183 �C. �max (deposit on a NaCl plate from CDCl3 solu-
tion) (cm�1): 3394 (N—H). �H (200 MHz, CDCl3): 1.53 (s,
12H), 1.64 (t of t, unresolved, 4H), 1.70 (t of t, unresolved,
4H), 2.04 (s, 12H), 3.12 (d of t, J¼ 6.0, 6.0, 4H), 3.67 (t,
J¼ 6.6 Hz, 4H), 4.06 (t, J¼ 6.0 Hz, 2H), 5.55 (d,
J¼ 7.9 Hz, 2H), 6.58 (s, 4H), 7.00 (s, 4H), 7.06 (d,
J¼ 7.9 Hz, 1H). �C (50 MHz, CDCl3): 16.81, 26.06,
27.89, 30.24, 41.75, 41.90, 72.18, 94.68, 126.27, 127.11,
129.53, 138.73, 146.21, 147.73, 153.79, 158.29. MS (EI,
70 eV) [m/e, (%)]: 176.20 (25.82), 218.25 (100), 302.35
(14.39), Mþ 619.55 (38.76), Mþ 1 620.54 (17.11),
621.55 (4.23) 622.45 (0.56). Found: C, 79.28; H, 8.63; N,
6.60. Calc. for C41H52N3O2: C, 79.44; H, 8.62; N, 6.78.


Solid-state structure determination for
13-acetone and 4-benzoic acid


Crystals of macrocyclic diamide 13�acetone were grown
from acetone. Slow partial evaporation of an equimolar
solution of cyclophane triamine 4 and benzoic acid in
CH2Cl2–hexane (3:2) gave the 1:1 complex.


The crystal and intensity data were obtained with a
Siemens R3m/V automated diffractometer with graphite
monochromated Mo K� radiation. The crystal data and a
summary of the experimental details are listed in Table
ES1 (see electronic supplement). The structures were
solved using the SHELXTL-PLUS13 program package
and the final refinements and display of the structures
were performed with the SHELXTL-PC program pack-
age.14 Both structures were solved using direct methods
and refined using a full matrix least-squares procedure
based on F2. Positions for hydrogen atoms bonded to
carbon atoms were calculated, whereas positions for
hydrogens bonded to nitrogen atoms were obtained
from difference maps. The two partial benzoic acid
molecules were refined as rigid bodies with bond lengths
of the hexagon carbons fixed at 1.39 Å and bond angles
fixed at 120�. It was not possible to locate the acid
hydrogen for either site of the partial benzoic acid
molecules.


Solutions of the structures revealed that the benzoic
acid guest of the 4�benzoic acid complex was disordered
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and that the asymmetric unit of 13 contained two mole-
cules, each linked to an acetone solvent molecule. The
disorder of the benzoic acid in 4�benzoic acid was
resolved using difference maps. The occupancy factor
for the unprimed benzoic acid was 0.70 whereas that of
the primed molecule was 0.30.


Tables of atomic coordinates, equivalent isotropic dis-
placement parameters, bond lengths and angles for the
two molecules of 13�acetone and for 4�benzoic acid are
provided in the electronic supplement.


Crytallographic data have been deposited with the
Cambridge Crystallographic Data Center (CCDC, 12
Union Road, Cambridge, CB2 1E2, UK). The deposited
structure numbers are CCDC 271325 for 13�acetone;
and CCDC 271326 for 4�benzoic acid.


REFERENCES


1. Bradshaw JS, Izatt RM, Bordunov AV, Zhu CY, Hathaway GW.
Comprehensive Supramolecular Chemistry, vol. 1, Gokel GW
(ed.). Pergamon Press: New York, 1996; 35–96 .


2. Diederich F. Cyclophanes. Royal Society of Chemistry:
Cambridge, 1991.
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ABSTRACT: Ionic liquids are a fascinating class of novel solvents, which are attracting attention as possible ‘green’
alternative to volatile molecular organic solvents to be applied in catalytic and organic reactions and electrochemical
and separation processes. Over 200 room temperature ionic liquids are known but for most of them physico-chemical
data are incomplete or lacking. Furthermore, despite the incredible number of potential ionic liquids (evaluated as
>1014), generally only a few imidazolium-based salts are used in synthesis. Moreover, most of the data reported to
date were focused on the effect that these new solvents have on chemical reaction products; only a few reports
evidence the effect on reaction mechanisms or rate or equilibrium constants. In this review, the physico-chemical
properties of the most used ionic liquids, that are relevant to synthesis, are discussed and a decided emphasis is placed
on those properties that most clearly illuminate the ability of ionic liquids to affect the mechanistic aspects of some
organic reactions. Copyright # 2004 John Wiley & Sons, Ltd.
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INTRODUCTION


Ionic liquids (ILs) are a class of novel solvents with very
interesting properties, which are attracting the attention
of a growing number of scientists and engineers, as
shown by the increasing number of papers published in
recent years.1 As a consequence of some of their peculiar
properties, such as negligible vapour pressure, ability to
dissolve organic, inorganic and polymeric materials and
high thermal stability, ILs have also gained popularity as
‘green’ alternatives to volatile organic solvents (VOCs) to
be applied in electrochemical, synthetic and separation
processes.


‘Ionic liquid’ is now the commonly accepted term for
low-melting salts (melting-point typically <100 �C) ob-
tained by the combination of large organic cations with a
variety of anions. Although estimates vary, there is no
doubt that the number of combinations of anions and
cations that can give rise to potential ILs is vast. The high
possibility for synthetic variations has led to ILs being
described as ‘designer solvents’.2 Since it is not possible
to make every combination of ions and measure their
properties (the number is >1014), in order to be able to
exploit their potential it is necessary to establish the
physico-chemical properties of the already synthesized


ILs and the correlation between these and molecular
structure. Furthermore, it is also necessary to understand
how the physico-chemical properties of ILs are able to
affect organic reactivity. ILs can replace molecular sol-
vents only if the chemist is able to compare ILs with
generally used reaction media.


At present, most of the data available are focused on
bulk physical properties, such as phase transitions, visc-
osity and density, and on the correlation between these
properties and the molecular structure of the ILs. Rela-
tively little is known about the microscopic physical
properties of these new materials and how to predict
the influence of these solvents on chemical reaction rates.
Such understanding would give the information neces-
sary to synthesize new ILs with precisely tailored proper-
ties for every chemical reaction.


Several excellent reviews on their synthesis and use are
available.1,3,4 Therefore, this paper, rather than attempt-
ing to give a comprehensive overview of IL chemistry, is
focused on physico-chemical properties of ILs and on the
microscopic solvent properties of these media, with a
decided emphasis on those features that most clearly
illuminate the ability of ILs to affect the mechanistic
aspects of some organic reactions. The first part of the
review is centred on the physico-chemical properties of
ILs. In the second part, the stereochemical and kinetic
behaviour of some organic reactions in ILs will be
examined and compared with that characterizing the
same reactions in molecular solvents.
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STRUCTURE AND PHYSICO-CHEMICAL
PROPERTIES OF ILs


Structural features


The simplest definition of an IL is a liquid composed
exclusively of ions, with the forces overwhelmingly
coulombic. The cation is generally a bulk organic struc-
ture with low symmetry. Those described so far are based
on ammonium, sulfonium, phosphonium, imidazolium,
pyridinium, picolinium, pyrrolidinium, thiazolium, oxa-
zolium and pyrazolium cations, differently substituted,
although the more recent research has mainly focused on
room temperature ionic liquids composed of asymmetric
N,N0-dialkylimidazolium cations associated with a vari-
ety of anions (Scheme 1).1,3,4


Nomeclature of ILs


Anions. On the basis of the anion, ILs may be divided
into four groups: (a) systems based on AlCl3 and organic
salts such as 1-butyl-3-methylimidazolium chloride,
[bmim][Cl]; (b) systems based on anions like [PF6]�,
[BF4]� and [SbF6]�; (c) systems based on anions such as
[CF3SO3]�, [(CF3SO2)2N]�� [Tf2N]� and similar; (d)
systems based on anions such as alkylsulfates5 and
alkylsulfonates.6


The first group represents the ILs of ‘first generation’,
whose Lewis acidity can be varied by the relative
amounts of organic salt/AlCl3; with a molar excess of
AlCl3 these ILs are Lewis acidic, with an excess of
organic salt they are Lewis basic, and Lewis neutral
liquids contain equimolar amounts of organic salt and
AlCl3. These ILs are, however, extremely hygroscopic
and handling is possible only under a dry atmosphere.
The systems mentioned in (b) are nearly neutral and air
stable, although they have the disadvantage of reacting
exothermically with strong Lewis acids, such as AlCl3,
and with water. Moreover, slow hydrolysis of [PF6]� in
the presence of water, leading to detectable amounts of
HF, has often been observed.4 ILs based on anions
mentioned in (c) are much more stable towards such


reactions and are generally characterized by low melting-
points, low viscosities and high conductivities. Further-
more, [Tf2N]�-based ILs are expected to behave as
moderately coordinating solvents. Structural studies of
organic [Tf2N]� salts have shown only weak coulombic
interactions between [Tf2N]� and weak Lewis acids,
attributable to delocalization of the negative charge
within the S—N—S core. However, the possibility of
this anion giving a stronger bonding interaction with
Lewis acidic metal ions has been also evidenced.7 Prob-
ably, the metal enhances the contribution of the resonance
structure bearing the negative charge on the nitrogen
atom.


Recently, the synthesis of several ILs based on the
bis(methanesulfonyl)amide ([Ms2N]�) anion, has pro-
vided8 new insights into the effect of anion fluorination
on the properties of ILs. The substitution of the [Tf2N]�


anion with [Ms2N]� produces a significant increase in
hydrogen bonding, which determines a significant rise in
the glass transition temperature and a concurrent increase
in viscosity, which in turn produces a drop in conductiv-
ity. The lack of anion fluorination also results in de-
creased thermal and electrochemical stability of the
corresponding salts.8


ILs bearing perfluorinated anions have, however, some
disadvantages: (1) a high price, in particular those having
[Tf2N]� as counter anion; and (2) the presence of fluorine
makes the disposal of spent ILs more complicated.4 In
addition, they may contain traces of halides (chlorides
and bromides) arising from the preparation procedure.
Generally, these salts are synthesized by exhaustive
alkylation of the corresponding bases with an alkyl
halide (chloride or bromide) followed by a metathesis
reaction.


For these reasons, research on new ILs bearing inert
low coordinating and none-fluorinated anions represents
a field of intense investigation in the chemistry of ILs.
Among the possible alternatives recently proposed are the
ILs having as counter anions carboranes ([CB11H12]�,
[CB11H6Cl6]�, [CB11H6Br6]�)9 and orthoborates
(Scheme 2).10


However, also these latter none-fluorinated ILs have
relatively high transition temperatures and room


Scheme 1
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temperature viscosities, two features that have been
attributed to strong van der Waals interactions associated
with their multi-atom unfluorinated character.


ILs based on anions mentioned in (d) may overcome at
least some of the above-mentioned problems. These
anions are relatively cheap, do not contain fluorine atoms
and often the corresponding ILs can be easily prepared
under ambient conditions by reaction of organic bases
with dialkyl sulfates or alkyl sulfonate esters; they are
therefore not contaminated by traces of halides.4


Moreover, these new ILs are characterized by a wide
electrochemical window and air stability.


Cations. Concerning the cation structure, it is generally
assumed that non-symmetrical N,N-dialkylimidazolium
cations give salts having low melting-points, even though
dibutyl, dioctyl, dinonyl and didecylimidazolium hexa-
fluorophosphates are liquid at room temperature.11


1-Butyl-3-methyl and 1-ethyl-3-methylimidazolium ca-
tions ([bmim]þ and [emim]þ) are probably the most
investigated structures of this class.


ILs having specific functional groups on the cation
have also been prepared. For example, ILs bearing a
fluorous tail have been synthesized to facilitate the
emulsification of perfluorocarbons in ILs. These ILs act
as surfactants and appear to self-aggregate within imida-
zolium ILs.12 A free amine group or a urea or thiourea
have been inserted to capture H2S or CO2 or heavy
metals, respectively.13 Moreover, ether and alcohol func-
tional groups have been attached to imidazolium cations
to promote the solubility of inorganic salts.14 The pre-
sence of these extra potential complexing groups makes
these latter ILs suitable for specific applications.


ILs able to act as catalysts


Finally, properly functionalized ILs, able to act as cata-
lysts, have been synthesized. In particular, imidazolium
salts containing anionic selenium species [SeO2


(OCH3)]� have been prepared15 and these salts have
been used as selenium catalysts for the oxidative carbo-
nylation of anilines. Analogously, ILs bearing acidic
counter anions ([HSO4]�, [H2PO4]�) have been used in


catalyzed esterifications as recyclable reaction media.16


Similar results have also been obtained using zwitterionic
ILs bearing a pendant sulfonate group, which can be
converted, by reaction with an equimolar amount of an
acid having a sufficiently low pKa (TsOH, TfOH), into
the corresponding Brønsted acidic ionic liquids.17 SO3H-
functionalized ionic liquids have recently been employed
for the oligomerization of various alkenes, to produce
branched alkene derivatives with high conversions and
excellent selectivity.18 Finally, protonated ionic liquids
have been synthesized by direct neutralization of alkyli-
midazoles, imidazole and other amines with acids and
their physical properties (thermal stability, conductance,
viscosity) are currently under investigation.19–22


However, NMR studies seem to indicate, at least in the
case of 1-methylimidazolium bromide (Scheme 3), that
the nitrogenic proton is not labile and, therefore, this
latter salt cannot be viewed as a conventional Brønsted
acid.20


Although asymmetric synthesis of ILs is still at a
preliminary stage, chiral ILs have been synthesized and
their use in asymmetric synthesis is under investigation.23


Bulk physical and chemical properties


Before discussing the physical and chemical properties of
ILs, it must be remembered that they can be dramatically
altered by the presence of impurities. Purification of the
ILs is essential not only to avoid possible interactions
between reactants and impurities, but also because they
can change the nature of these solvents. The main con-
taminants are halide anions and organic bases, arising
from unreacted starting material, and water. The influ-
ence of water, organic solvents and other impurities,
especially leftover chloride, on the viscosity and density
of ILs has already been extensively discussed.24


In this section, we will examine some macroscopic
properties of ILs, such as melting-point, viscosity and
density.


Melting-point and crystal structure. The melting-
point of ILs represents the lower limit of the liquid gap
and together with thermal stability defines the interval of
temperatures within which it is possible to use the ILs as
solvents. Since this physical property can be adjusted
through variations on the cation and/or anion, attempts
have been made to correlate the structure of the already
known ILs with their melting-points.


Scheme 2


Scheme 3
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Unfortunately, the melting-points of many ILs are very
uncertain because they undergo considerable supercool-
ing; the temperature of the phase change can differ
considerably depending on whether the sample is heated
or cooled. Anyway, by examining the properties of a series
of imidazolium cation-based ILs, it has been established25


that the melting-point decreases when the size and asym-
metry of the cation increase. Further, an increase in the
branching on the alkyl chain increases the melting-point.


The anion effect is more difficult to rationalize. For
imidazolium ILs containing structurally similar anions,
such as triflate ([TfO]�) and bis(triflyl)imide ([Tf2N]�),
the lower melting-points of the latter have been attributed
to the electron delocalization and the relative inability of
this anion to undergo hydrogen bonding with the pro-
ton(s) of the cation, in particular with that at C-2. A
similar explanation has been given also comparing ILs
having the same cation and [CF3COO]�/[CH3COO]� or
[Ms2N]�/[Tf2N]� as the anions.8


The presence of hydrogen bonding between counter
anions has often been invoked to explain the physico-
chemical properties of imidazolium ILs, even if the
existence of such a type of interaction between anions
and cations is still controversial. Actually, the presence of
hydrogen bonding has been unambiguously established
between the protons of the imidazolium ring and basic
counter anions, such as halides and polyhalogenated
metals (MCl4, where M¼Co or Ni).26 Hydrogen bonding
has been identified27 in the crystal structure of
[emim][NO3] and evidence has been obtained28 by IR
and NMR studies for [bmim][BF4] in the liquid state,
whereas the results for ILs bearing anions such as [PF6]�


are inconclusive.
Recent data related to ILs having 1-butyl-2,3-dimethy-


limidazolium or 1-allyl-2,3-dimethylimidazolium
([bm2im]þ, [am2im]þ) as cation and hydrogensulfate,
chloride, bromide or chloroferrate(II, III) as anion have
given new insights in this field.29 Although these cations
are characterized by the absence of hydrogen at C-2,
evidence for hydrogen bonding in the crystal lattice and
in neat liquid has been obtained.29 Moreover, it has been
shown29 that the contribution of the hydrogen bonds to
lattice energies, and therefore to melting-points, can be
correlated with the acceptor strength of the anion. How-
ever, a simple correlation between melting-points, the
charge density of the anion, and the number of C—
H � � �X contacts cannot be derived. For example,
[bmim]Cl has three C—H � � �Cl contacts per formula
unit, whereas [bm2im]Cl has only two contacts, but the
melting-point of the latter is higher.


Consequently, it has been proposed29 that the thermo-
dynamic properties of ILs are strongly dependent on the
mutual fit of the cation and anion, in term of size,
geometry and charge distribution although, within a
similar class of salts, small changes in the shape of
uncharged, covalent regions of the ions may have an
important influence.


It must be also remarked that the energy associated
with melting is dominated by the entropy change from the
order lattice to the liquid state. Accordingly, room tem-
perature ILs showing low melting-points often contain
‘soft’ unsymmetrical ions which, ideally, possess internal
degrees of rotational freedom which can become active in
the liquid status. For example, in the case of 1-butyl-3-
methylimidazolium ILs, having as counter anions sub-
stituted tetraphenylborates, the increasing bulk and or-
ientational flexibility of the substituents on the aromatic
rings of the anion depresses the melting-point of these
salts.30


In view of the difficulty of rationalizing the dependence
of the melting-point on chemical structure and the in-
creasing need to predict the properties of yet unsynthe-
sized ILs, calculations have been performed to predict
melting-points. Only modest success was achieved31


using computer-generated molecular descriptors in the
case of imidazolium halides, whereas some promise has
been gained32 using ab initio calculations to evaluate the
interaction energy of 1-alkyl-3-methylimidazolium ha-
lides. The calculated interaction energy was found to
increase with decreasing alkyl chain length but no trend
was found for the anion radius.


Strictly related to the melting-points are the crystal
structures of the ILs. Although the structural organization
is much lower in a liquid than in a crystal, the structural
organization of the crystal lattice may provide a reason-
able starting point for understanding structural features in
the liquid phase. The crystal structures of several imida-
zolium ILs have been reported, including the widely used
[PF6]� salts.29,30,33 In [emim][PF6], each [PF6]� anion is
surrounded by six imidazolium cations and each imida-
zolium by six anions. The close points of contact between
the imidazolium cation and anion are the aromatic pro-
tons and the nitrogen atoms. The methyl and ethyl groups
are oriented in alternating directions to give the most
efficient packing while beginning to separate the charged
and the neutral portions of the cation. In 1-dodecyl-3-
methylimidazolium hexafluorophosphate, [C12mim]
[PF6], this separation is more dramatic and a lamellar
bi-layer type of organization can be evidenced. The bulk
structural organization therefore consists of two alternat-
ing non-polar regions, the salt-like packing of anions and
cation heads and the hydrocarbon-like regions of the
alkyl tails. It is noteworthy that this salt-type packing of
ions will result in a non-polar but polarizable medium.


The presence of polar (or polarizable) and non-polar
domains has been recognized34 also in the double-layer
crystal structures of 1-butyl-2,3-dimethylimidazolium
tetrafluoroborate and hexafluorophosphate ([bm2im]
[BF4] and [bm2im][PF6]), whereas no such domains
have been evidenced in the structure of [bm2im][SbF6].
In these latter three non-hydrogen-bonded ILs (no evi-
dence of hydrogen bonding between counter anions has
been obtained for [bm2im][BF4], [bm2im][PF6] and
[bm2im][SbF6]) packing is determined by anion size.
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It has therefore been hypothesized34 that, when a
strong anion–cation hydrogen bonding is possible (for
example, in imidazolium chlorides), this becomes the
dominant force determining the packing of the ions in the
crystal lattice and far exceeds the contribution of cation–
cation repulsive interactions. The latter become impor-
tant instead in the case of ILs containing the [bm2im]þ


cation and small anions ([BF4]� and [PF6]�), which are
not hydrogen bonded. Finally, in [bm2im][SbF6] also the
cation–cation repulsive interactions are no longer
influential owing to the lattice expansion.


It is evident from this brief summary that the reasons
determining the low melting-points of ILs, and the nature
and entity of the interactions present at the liquid state,
are far from being completely understood and much more
work, both experiment and theoretical, is necessary to
obtain a more complete picture.


Thermal stability. Most ILs exhibit high thermal
stability; the decomposition temperatures reported in
the literature are generally >400 �C, with minimal vapour
pressure below their decomposition temperatures. The
onset of thermal decomposition is furthermore similar for
the different cations but appears to decrease as the anion
hydrophilicity increases. It has been suggested that the
stability dependence on the anion is [PF6]�> [Tf2N]��
[BF4]�> halides.35 An increase in cation size, at least
from 1-butyl to 1-octyl, [bmim]þ to [omim]þ, does not
appear to have a large effect.


The thermal stability of ILs has, however, been revised
recently,36 showing that high decomposition tempera-
tures, calculated from fast thermogravimetric analysis
(TGA) scans under a protective atmosphere, do not imply
long-term thermal stability below these temperatures.
After 10 h, even at temperatures as low as 200 �C, 1-
alkyl-3-methylimidazolium hexafluorophosphates and 1-
decyl-3-methylimidazolium triflate show an appreciable
mass loss. On the other hand, 1-butyl-3-methylimidazo-
lium triflate is stable under the same conditions, in the
absence of silica. Carbonization generally occurs irre-
spective of the nature of the anion (hexafluorophosphate,
triflate) but not for the salts with a shorter side-chain; the
colour of these ILs does not change after conditioning for
10 h at 200 �C in air.


Viscosity25,37. One of the largest barriers to the appli-
cation of ILs arises from their high viscosity. A high
viscosity may produce a reduction in the rate of many
organic reactions and a reduction in the diffusion rate of
the redox species. Current research for new and more
versatile ILs is driven, in part, by the need for materials
with low viscosity.


The viscosity of ILs is normally higher than that of
water, similar to those of oils, and decreases with in-
creasing temperature. Generally, viscosity follows a non-
Arrhenius behaviour but, sometimes, it can be fitted with


the Vogel–Tammann–Fulcher (VFT) equation. Further-
more, viscosity remains constant with increasing shear
rate and ILs can be classified in terms of Newtonian
fluids, although non-Newtonian behaviours have been
observed.


Examining various anion–cation combinations, the
increase in viscosity observed on changing selectively
the anion or cation has been primarily attributed10 to an
increase in the van der Waals forces. In agreement with
this statement, in the 3-alkyl-1-methylimidazolium hexa-
fluorophosphate and bis(triflyl)imide series ([Rmim]
[PF6] and [Rmim][Tf2N]), viscosity increases as n, the
number of carbon atoms in the linear alkyl group, is
increased.25b The trends are, however, different; a linear
dependence has been found for the [Tf2N]� salts whereas
a more complex behaviour characterized the [PF6]�


salts. Branching of the alkyl chain in 1-alkyl-3-methyli-
midazolium salts always reduces viscosity. Finally, also
the low viscosity of ILs bearing polyfluorinated anions
has been attributed to a reduction in van der Waals
interactions.


Hydrogen bonding between counter anions is, how-
ever, another factor considered to affect viscosity. The
large increase in viscosity recently found8 on changing
the anion of several ILs (imidazolium, pyrrolidinium and
ammonium salts) from [Tf2N]� to [Ms2N]� has been
attributed to the combination of the decreased anion
size, less diffuse charge and large increase in hydrogen
bonding.


Finally, the symmetry of the inorganic anion has
sometimes been considered25 as an additional parameter;
viscosity decreases in the order Cl�> [PF6]�> [BF4]�


> [NTf2]�.


Density25. Density is one of the most often measured
properties of ILs, probably because nearly every applica-
tion requires knowledge of the density. In general, ionic
liquids are denser than water. The molar mass of the
anion significantly affects the overall density of ILs. The
[Ms2N]� species have lower densities than the [Tf2N]�


salts,8 in agreement with the fact that the molecular
volume of the anion is similar but the mass of the fluorine
is greater. In the case of orthoborates, with the exception
of bis(salicylato)borate, the densities of the examined ILs
having the [bmim]þ cation decrease with increase in
anion volume and this order is followed also when the
densities of other salts, such as those having [Tf2N]�,
[TfO]� or [BF4]� as anion, have been included.10 This
behaviour has been attributed to the fact that packing may
become more compact as the alternating positive and
negative species become more even in size.


Ionic diffusion coefficients and conductivity. The
transport properties are crucial when we consider the
reaction kinetics in a synthetic process or ion transport in
an electrochemical device. Despite this, the correlation
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between IL chemical structure and transport properties is
still not completely understood. Probably, since ILs are
concentrated electrolyte solutions, the interpretation of
their transport properties is very complicated. Through
pulse-gradient spin-echo NMR measurements, carried
out on two 1-ethyl-3-methylimidazolium and two 1-
butylpyridium ILs, in particular [emim][BF4], [emim]
[Tf2N], [bpy][BF4] and [bpy][Tf2N], it has been shown38


that the two cations diffuse at almost the same rate as
[BF4]� but faster than [Tf2N]�. The sum of cationic
and anionic diffusion coefficients for each IL follows
the order [emim][Tf2N]> [emim][BF4]> [bpy][Tf2N]>
[bpy][BF4].


The order of the magnitude of the diffusion coefficients
contrasts well with that of the viscosity of each ionic
liquid. The relationship between the self-diffusion coeffi-
cient, viscosity and molar conductivity was analyzed in
terms of Stokes–Einstein and Nernst–Einstein equations,
showing that, although the applicability of Stokes–Ein-
stein equation [Eqn (1)] to ionic liquids has been ques-
tioned, the ionic diffusivity (D) of the above-mentioned
ILs basically obeys the equation


D ¼ kT=c��r ð1Þ


where k is Boltzmann’s constant, T is the absolute tem-
perature, c is a constant (4–6) and r is the effective
hydrodynamic or Stokes radius.


Furthermore, it has also been evidenced that the slopes
of the relationships T=� versus D do not reflect the size of
each species, suggesting that in these media the diffusion
of an ion may depend on its counter-ion. In agreement
with this hypothesis, the ratios between the molar con-
ductivity, determined by impedance measurements, and
the conductivity calculated from the NMR diffusion
coefficients, applying the Nernst–Einstein equation with-
out considering ion association, are smaller than unity. In
particular, they range from 0.6 to 0.8 for [emim][BF4]
and [bpy][BF4] and from 0.3 to 0.5 for [emim][Tf2N] and
[bpy][Tf2N]. This behaviour has been considered as
evidence that in [BF4]� salts most of the individual
ions contribute to the ionic conduction, whereas in the
case of [emim][Tf2N] and [bpy][Tf2N] the presence of
ion pairs and neutral ion aggregates has been proposed.38


It is furthermore worth noting that these ratios do not vary
much with temperature, showing that the structure of
each IL does not change greatly with this parameter.


Partially in disagreement with the hypothesis of the
presence of ion pairs in [emim][Tf2N] is the comparative
NMR study of [emim][TfO] and [emim][Tf2N], which
seemed to indicate the presence of relatively weak ionic
interactions in the imide salt, whereas stronger interac-
tions, resulting in ionic aggregation, occur in the case of
[emim][TfO].39


The formation of ion pairs in ILs has often been
invoked to explain the inconsistency between conductiv-
ity and diffusion coefficients. However, not all data


support this hypothesis. When the relation of fluidity
(��1) to conductance has been considered in terms of the
Walden plot, it has been evidenced40 that all the [bmim]þ


salts (the anions early examined were [BF4]�, [Tf2N]�,
[PF6]�, [TfO]� and [FeCl4]�, but recently also chelated
orthoborates have been included10) show a quasi-ideal
behaviour, at variance with ILs based on the substituted
ammonium cations. This behaviour has been considered
as evidence of an ideal ‘quasi’ lattice structure, in which
no ion pairs exist, at least for any statistically significant
period of time.


Recently, the transport properties in a family of dia-
lkylimidazolium ILs ([emim][Br], [emim][I], [emim]
[TfO], [emim][Tf2N], [mmim][I], [pmim][I], [bmim][I],
[hmim][I], [hpmim][I]) have been examined.41 The four
[emim]þ salts bearing different anions presented very
similar conductivities, despite the different melting-
points. The diffusion coefficients, however, fell into two
groups, with the halide salts showing considerably lower
coefficients than the triflyl salts. In this case, the differ-
ence has been ascribed to differences in viscosity; halide
salts have much higher viscosities. Although there is a
correlation between viscosity and conductivity, the visc-
osity alone does not always account for the conductivity
behaviour; ionic size and ion pairs can affect conductiv-
ity. For example, [emim][Tf2N] and 1-butyl-3-ethylimi-
dazolium bis(triflyl)amide [beim][Tf2N] have similar
viscosity but the former salt shows double the conduc-
tivity of the latter.


Surface tension. Surface tension may be an important
property in multiphase processes. ILs are widely used in
catalysed reactions, carried out under multiphase homo-
geneous conditions, that are believed to occur at the
interface between the IL and the overlying organic phase.
These reactions should therefore be dependent on the
access of the catalyst to the surface and on the transfer of
the material across the interface, i.e. the rate of these
processes depends on surface tension.


In general, liquid/air surface tension values for ILs are
somewhat higher than those for conventional solvents
[(3.3–5.7)� 10�4 N cm�1], although not as high as for
water, and span an unusually wide range. Surface tension
values vary with temperature and both the surface excess
entropy and energy are affected by the alkyl chain length,
decreasing with increasing length. For a fixed cation, in
general, the compound with the larger anion has the
higher surface tension.42 However, alkylimidazolium
[PF6]� salts have higher surface tensions than the corre-
sponding [Tf2N]� salts.


Refractive index. This parameter is related to polariz-
ability/dipolarity of the medium and the excess molar
refraction is used in the least-squares energy relationship
of Abraham as a predictor of solute distribution. The
values found for [bmim][X] salts are comparable to those
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for organic solvents.25a These data will be discussed later
in more detail.


The above properties for various ILs are summarized in
Table 1.


Solubility in water. The hydrophilic/hydrophobic be-
haviour is important for the solvation properties of ILs as
it is necessary to dissolve reactants, but it is also relevant
for the recovery of products by solvent extraction.
Furthermore, the water content of ILs can affect the rates
and selectivity of reactions. The solubility of water in ILs
is, moreover, an important factor for the industrial appli-
cation of these solvents. One potential problem with ILs
is the possible pathway into the environment through
wastewater.


Extensive data are available on the miscibility of
alkylimidazolium ILs with water. The solubility of these
ILs in water depends on the nature of the anion, tem-
perature and the length of the alkyl chain on the imida-
zolium cation. For the [bmim]þ cation the [BF4]�,
[CF3CO2]�, [NO3]�, [NMs2]� and halide salts display
complete miscibility with water at 25 �C. However, upon
cooling the [bmim][BF4]–water solution to 4 �C, a water
rich-phase separates. In a similar way, 1-hexyl-3-methy-
limidazolium hexafluorophosphate, [hmim][PF6], shows
a low solubility in water even at 25 �C. [PF6]�, [SbF6]�,
[NTf2]�, [BR4]� salts are characterized by very low
solubilities in water, but 1,3-dimethylimidazolium hexa-
fluorophosphate is water soluble.25


Also, the ILs which are not water soluble tend to adsorb
water from the atmosphere. On the basis of IR studies it
has been established43 that water molecules absorbed from
the air are mostly present in the ‘free’ state, bonded via H-


bonding with [PF6]�, [BF4]�, [SbF6]�, [ClO4]�,
[CF3SO3]� and [Tf2N]� with a concentration of the
dissolved water in the range 0.2–1.0 mol dm�3. Most of
the water molecules should exist in symmetrical 1:2 type
H-bonded complexes: anion � � �HOH � � �anion. The
strength of H-bonding between anion and water increases
in the order [PF6]�< [SbF6]�< [BF4]�< [Tf2N]�<
[ClO4]�< [NO3]�< [CF3CO2]�.


Voltammetric studies have furthermore suggested3g


that nano-inhomogenity can be generated by the addition
of controlled amounts of water to water-immiscible ILs.
The presence of ‘nano-structures’ in the wet liquids could
allow neutral molecules to reside in less polar regions and
the ionic species in the more polar regions. Wet ionic
liquids should not be considered as homogeneous struc-
tures (solvents) but have to be regarded as nano-structures
with polar and non-polar regions.3g


A study of structure of [bmim][BF4] and its interaction
with water has recently been performed also through
intermolecular nuclear Overhauser enhacement (NOEs)
experiments.28b On the basis of the integration of ROESY
cross peaks relating to water–imidazolium protons, it has
been suggested that at low water content the interaction
with water is specific and localized at H-2, H-4, and H-5.
At higher water contents the interaction of water with all
the other protons increases and the system seems to pass
from a selective to a less defined, non-selective solvation.
A small positive NOE was also detected on the water
signal, suggesting that water can act as a hydrogen-
bonding donor towards the [BF4]� anion. These data
are in agreement with a progressive change in the IL
structure. The presence of water probably replaces pro-
gressively the cation–anion interaction with hydrogen


Table 1. Density, viscosity, conductivity and refractive index for various ILs


Density Viscosity Conductivity Refractive index,
(25 � C) (g ml�1) (cP) (T �C) (mS cm�1) n


[emim][PF6] Solid
[bmim][PF6] 1.36825a 450 (25 �C)25a


[hmim][PF6] 1.29225b 585 (25 �C)25a


[omim][PF6] 1.23725b 682 (25 �C)25a 1.42325


[emim][Tf2N] 1.51925b 28 (25 �C)25a 8.88 1.423
[bmim][Tf2N] 1.43625b 52 (25 �C)25a 1.42725


[hmim][Tf2N] 1.37225b


[omim][Tf2N] 1.32025b


[emim][NMs2] 1.3438 7878 1.78


[bmim] [BF4] 1.1225a 233 (25 �C)25a 1.725c 1.429
[bmim] Cl 1.0825a Solid Solid Solid
[hmim] Cl 1.0325a 716 (25 �C)25a 1.51525a


[omim] Cl 1.0025a 337 (25 �C)25a 1.50525a


[bmim] I 1.4425a 1110 (25 �C)25a 1.57225a


[bmim] [TfO] 1.2925a 90 (25 �C)25a 3.725c 1.43825c


[bmim] [CF3CO2H] 1.2125a 73 (25 �C)25a 3.225c 1.44925c


[em2im][Tf2N]a 1.5125c 88 (20 �C)25c 3.225c 1.43025c


[bmpyrr][Tf2N]a 1.418 85 (25 �C)8 2.28


[bmpyrr][NMs2] 1.288 1680 (20 �C)8 0.078


a [em2im]¼ 1-ethyl-2,3-dimethylimidazolium; [bmpyrr]¼ 1-butyl-1-methylpyrrolidinium.
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bonds involving water as acceptor towards the cation and
as a donor towards the anion. In the presence of water, the
IL has a different organization characterized by a looser
imidazolium–imidazolium association.


The interaction between water and ILs has been
investigated also through theoretical calculations. Mole-
cular dynamics simulations of mixtures of 1,3-dimethy-
limidazolium ILs ([mmim]Cl and [mmim][PF6]) and
water have been performed44 as a function of the com-
position. In both liquids, calculations indicate that water
molecules tend to be isolated from each other in mixtures
with more ions than water molecules. Only when the
molar proportion of water reaches 75% is a percolating
network of water found as well as some isolated mole-
cules and small clusters. Considering that similar results
were obtained both for [mmim]Cl and [mmim][PF6], the
authors conclude44 that calculations suggest that in ILs
the difference between hydrophilic and hydrophobic
behaviour is not reflected in microscopic properties.


Microscopic physical properties


Polarity. The key features of a liquid that is to be used
as solvent are those which determine how it will interact
with potential solutes. For molecular solvents, this is
commonly recorded as the ‘polarity’ of the pure liquid,
and is generally expressed by its dielectric constant. ILs
can be classified, as all the other solvents, on the basis of
their bulk physical constants, reported above. At variance
with molecular solvents, however, dielectric constants
cannot be used in the quantitative characterization of
solvent polarity. Actually, this scale is unable to provide
adequate correlations with many experimental data also
in the case of molecular solvents, and the quantitative
characterization of the ‘solvent polarity’ is a problem not
completely solved even for molecular solvents.


The exact meaning of ‘solvent polarity’ is complex,
since this term takes into account all the possible micro-
scopic properties responsible for all the interactions
between solvent and solute molecules (e.g. Coulumbic,
directional, inductive, dispersion, hydrogen bonding,
electron pair donor and electron pair acceptor forces),
excluding such interactions leading to definite chemical
alterations on the solute.


For decades, in the case of molecular solvents, attempts
have been made to develop empirical solvent polarity
scales, which should help to to explain differences in
solvent-mediated reaction pathways, reaction yields,
synthesis product ratios, chromatographic retention and
extraction coefficients. Empirical polarity parameter
scales were described by observing the effect of the
solvent on solvent-dependent processes, such as the rate
of chemical reactions, the absorption of light by solvato-
chromic dyes and partition methods.45 These approaches
have been applied also to ILs and both solvatochromic
and fluorescent dyes, and also partition coefficients, have


been utilized to determine the polarity of these new
solvents.


It is evident, from the data reported below, that
the determination of the polarity of ILs is not easy, and
the correlation between ‘polarity’ and IL structure and the
comparison between ILs polarity and molecular solvents
polarity are extremely difficult. At variance, these corre-
lations may be extremely important considering the
number of potential ILs. Generally, the chemist chooses
a solvent on the basis of its polarity; ILs are often used in
a completely casual fashion.


ILs–solvatochromic probe interactions. Studies of
solute–solvent interactions by means of solvatochromic
probes are generally easy to perform, and they may be
convenient if the interpretation is carefully considered.
Generally, each probe is sensitive to a particular kind of
interaction (hydrogen bonding, dipolarity/polarizability,
etc.) but solvent polarity arises from the sum of all
possible intermolecular interactions, and therefore differ-
ent probes can give different polarity scales.


Neutral probes: Nile red and aminophthalimides. The first
experiment using a solvatochromic dye, in particular Nile
red (Scheme 4), was carried out46 by Carmichael and
Seddon on a series of 1-alkyl-3-methylimidazolium ILs.
The visible absorption band for Nile red displays one of
the largest solvatochromic shifts known. This probe is
most likely sensitive to changes in solvent dipolarity/
polarizability, although exactly which factors dominate
the shift in its absorption maximum is unclear. The values
found for a number of 1-alkyl-3-methylimidazolium ILs
show30,46,47 that the polarity of these salts is comparable
to that of short-chain alcohols. The range of values is
narrow and the small variations in polarity seems to be
determined by the anion in the case of ILs containing
short 1-alkyl groups, and by the cation for those contain-
ing long 1-alkyl groups. For the [bmim]þ ILs, the polarity
decreases through the series [NO2]�> [NO3]�>
[BF4]�> [NTf2]�> [PF6]�. The decrease in polarity
correlates with anion size, i.e. with the effective charge
density. The anomalous behaviour of [Tf2N]� has been
attributed to the partial charge delocalization within this
anion. The presence of some functional groups (OH or
OR) on the alkyl chain of the imidazolium cation47 is able


Scheme 4
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to vary the polarity of the corresponding salts over a
wide range.


It is noteworthy, however, that the data on polarity
obtained using other neutral solvatochromic dyes show
some variability. For example, a different polarity trend
has been found when two fluorescent neutral probes, 4-
aminophthalimide (AP) and N,N0-dimethyl-4-ami-
nophthalimide (DAP)(Scheme 4), have been used with
a series of ILs.48


According to these latter probes, [bmim][PF6] is more
polar than acetonitrile and less polar than methanol. The
imidazolium salts are more polar than pyridinium and the
polarity of N-butylpyridinium tetrafluoroborate is near
that of acetonitrile; furthermore, with these probes the
replacement of the counter anion, [PF6]� by [NO3]� does
not change the apparent polarity of the medium, in
contrast to results with Nile red.


ET(30) values. Probably the most widely used empirical
scale of polarity is the ET(30) scale, where ET(30) (in
kcal mol�1; 1 kcal¼ 4.184 kJ)¼ 28 592/�max (in nm)
and �max is the wavelength maximum of the lowest
energy �–�� absorption band of the zwitterionic Reich-
ardt’s dye. Often a normalized scale of ET(30) polarity,
EN


T , obtained by assigning water the value of 1.0 and
tetramethylsilane zero, is used.


Because of its structure (Scheme 5), the solvatochro-
mic shift of this probe is strongly affected by the hydro-
gen-bond donor ability of the solvent, which stabilizes
the ground more than the excited state. The ET(30) scale is
therefore largely, but not exclusively, a measure of
hydrogen-bonding acidity of the solvent system.


The EN
T values of several ILs are reported in Table 2.


The alkyl chain length for the 1-alkyl-3-methylimidazo-
lium ILs hardly affects the EN


T values, which are similar to
that for ethanol (EN


T ¼ 0:65), but the introduction of a
methyl at C-2 reduces the solvent polarity.49 These data
are in agreement with the often proposed ability of the
proton at C-2 to give hydrogen bonding and with the
presumption that changes in EN


T values are dominated by
the hydrogen-bonding acidity of the solvent. The values
for 1,2,3-trialkylimidazolium ILs are similar to those


characterizing the pyrrolidinium salts and not very far
from the value reported for acetonitrile (EN


T ¼ 0:47).
Alteration of the anion ([PF6]�, [BF4]�, [TfO]�) has
very little effect on the EN


T values, with the exception of
[bmim][Tf2N], which seems to be less polar than
[bmim][PF6].


Acetylacetonatotetramethylethyldiaminecopper(II) tetra-
phenylborate or perchlorate. Hydrogen bonding between
the cation of IL and the solute is not however, the sole
interaction of importance in these ionic media. The
acetylacetonatotetramethylethyldiaminecopper(II) salts,
[Cu(acac)(tmen)][X] (Scheme 6), are known to provide
a good correlation between the donor number (DN) of a
solvent and the value of �max for the lowest energy d–d
band, arising from changes in the splitting of the d-
orbitals as the solvent coordinates at the axial sites on
the metal centre. It therefore gives a quantitative measure
of the nucleophilic properties of electron pairs donor
solvents.


Although only few ILs have been tested using this
probe, the data show49 that, for a given anion, there is no
dependence of �max on the cation present. This suggests
that the position of �max is in this case completely anion
dependent and the cation plays no part in the nucleophi-
licity order, which is [PF6]�< [Tf2N]�< [TfO]�. The
nucleophilicity of these salts is, furthermore, much lower
than that of alcohols.


Therefore, considering also the indications arising
from Reichardt’ dye, 1,3-dialkylimidazolium salts seem


Scheme 5


Table 2. Kamlet–Taft solvent parameters for several ILs


EN
T �� � � Ref.


[bmim][BF4] 0.67 1.047 0.627 0.376 52
[bmim][PF6] 0.669 1.032 0.634 0.207 52
[bmim][TfO] 0.656 1.006 0.625 0.464 52
[bmim][Tf2N] 0.644 0.984 0.617 0.243 52
[bm2im][BF4]a 0.576 1.083 0.402 0.363 52
[bmpyrr] [Tf2N] 0.544 0.954 0.427 0.252 52
[bm2im] [Tf2N] 0.541 1.010 0.381 0.239 52
[omim][PF6] 0.633 49
[omim] [Tf2N] 0.629 49
[om2im] [Tf2N]a 0.525 49
[om2im] [BF4] 0.543 49


a [bm2im]¼ 1-butyl-2,3-dimethylimidazolium; [om2im]¼ 1-octyl-2,3-
dimethylimidazolium.


Scheme 6
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to have a hydrogen-bonding donor ability similar to that
of short-chain alcohols but a much lower nucleophilic
character.


Abboud–Kamlet–Taft parameters. It is evident from the
data reported above that the determination of the polarity
of ILs using a single solvatochromic probe is difficult.
Evidence for the complexity in the interpretation of the
values arising from solvatochromic measurements can be
obtained by a recent investigation in which the behaviour
of several well-established solvent polarity probes dis-
solved in an IL was evaluated.50 In particular, the
dipolarity of a representative IL, [bmim][PF6], was mea-
sured using both absorbance (Reichardt’s betaine dye)
and fluorescence (pyrene, dansylamide, Nile red, 1-pyr-
enecarbaldehyde) solvatochromic probes. The results
indicate that, in the case of pyrene and 1-pyrenecarbal-
dehyde, the [bmim][PF6] microenvironment immediately
surrounding the probe is similar to that of acetonitrile and
DMSO. Dansylamide in the same IL senses a microen-
vironment similar to that of acetonitrile. However, calcu-
lated ET(30) values indicate a polarity similar to that of
ethanol, while Nile red (in this experiment it was used as
a fluorescence probe) shows that the polarity of the
solvent in the immediate vicinity of the probe is similar
to that of neat water and 90% glycerol in water.


More than 20 years ago, Abboud, Kamlet and Taft
proposed an interesting system to separate non-specific
effects of the local electrical fields from hydrogen-bond-
ing effects. Based on the comparison of the effects on the
UV–visible spectra of sets of closely related dyes, they
evaluated some solvent properties, in particular, dipolar-
ity/polarizability (��), H-bond basicity (�) and H-bond
acidity (�).51 Recently, Crowhurst et al. applied52 the
Abboud–Kamlet–Taft method, using three solvatochro-
mic dyes (Reichardt’s dye, N,N-diethyl-4-nitroaniline
and 4-nitroaniline), to determine the solvent parameters
��, � and � of several imidazolium and pyrrolidinium
ILs. In Table 2 are reported the normalized values;
dimethyl sulfoxide for ��, hexamethylphosphoramide
for � and methanol for � have values of 1.


The �� values found by Crowhurst et al. for the
investigated ILs indicate that the dipolarity or polariz-
ability of these salts is higher than that of alkyl chain
alcohols. Although differences between the ILs are small,
both the cation and anion affect this parameter. At
variance, the H-bond basicity of the examined ILs covers
a large range, from acetonitrile to lower � values. The
anion nature dominates this parameter. Finally, the H-
bond acidity is determined by the cation, even if a smaller
anion effect is present. In particular, it has been suggested
that the � values are controlled by the ability of the cation
to act as an H-bond donor, moderated by the ability of the
anion to act as an H-bond acceptor; a strong anion–cation
interaction reduces the ability of the cation to hydrogen
bond with the substrate. The H-bond acidity of the
investigated ILs is generally less than those of water


and of most short-chain alcohols but greater than those of
many organic solvents, such as aniline.


Partition methods
Retention times in reverse GC. Starting from the con-
sideration that a single ‘polarity’/‘solvent strength’/‘in-
teraction’ parameter is not sufficient to explain the
variation in experimental results in many IL-mediated
processes, Anderson et al. recently applied53 another
‘multi-parameter–polarity approach’ to quantify the po-
larity of ILs. In particular, 17 ILs (imidazolium and
alkylammonium salts) where characterized on the basis
of their distinct multiple solvation interactions with probe
solute molecules using ILs as a GC stationary phase
(inverse GC). The characterization of ILs, at relatively
high temperatures (40, 70 and 100 �C), was performed
applying the free energy relationship of Abraham [Eqn
(2)]. This equation describes the solvation of a solute as a
process occurring in three stages: (1) a cavity of suitable
size is created in the solvent, (2) the solvent molecules
reorganize around the cavity and (3) the solute is intro-
duced in the cavity and various solute–solvent interac-
tions are allowed to take place.


logk ¼ cþ rR2 þ s�H
2 þ a�H


2 þ b�H
2 þ llogL16 ð2Þ


where R2 is an excess molar refraction calculated from
the solute’s refractive index; �H


2 is the solute dipolarity/
polarizability; �H


2 and �H
2 are the solute hydrogen bond


acidity and basicity; L16 is the solute gas–hexadecane
partition coefficient; and k is the relative retention time,
determined chromatographically. By multiple linear re-
gression analysis the interaction parameter coefficients (r,
s, a, b, l) were determined.


The experimental results showed that the dominant
interactions are strong dipolarity (s), hydrogen-bond
basicity (a) and dispersion forces (l). Whereas the dis-
persion forces are nearly constant for all ILs examined,
the hydrogen-bond basicity (a) and dipolarity (s) seem to
vary for each IL. Generally, when the hydrogen-bond
basicity (a) is very high ([bmim][Cl], [bmim][SbF6]) the
hydrogen bond acidity (b) is negative. The anion controls
the hydrogen bond basicity (a); ILs with the same cation
[bmim]þ and different anions show different basicity and
dipolarity, while ILs bearing different cations with the
same anion [Tf2N]� are characterized by small differ-
ences in hydrogen-bond basicity and dipolarity. It is
worth noting that this investigation seems also to indicate
that only three ILs exhibit a significant hydrogen bond
acidity (b), with [bmim][Tf2N] having the higher value,
and this parameter being affected by the nature of both
the anion and cation. Furthermore, only three ILs
{[bmim]Cl, 1-hexyl-2,3,4,5-tetramethylimidazolium
bis(triflyl)imide [hm4im][Tf2N] and 1-octyl-2,3,4,5-tet-
ramethylimidazolium bis(triflyl)imide, [om4im][Tf2N]}
were able to interact with the probe via non-bonding or
�-electrons, affecting the parameter r.
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In conclusion, with the present state of the art, the
comparison between the polarities of ILs and molecular
solvents is not easy. Although it is possible to state that
the EN


T values of the [bmim]þ ILs are similar to those of
short-chain alkyl alcohols, the values of ��, � and � are
different. Therefore, ILs are not solvents similar to
alcohols. They are surely polar solvents, characterized
by a high dipolarity/polarizability, that can act as hydro-
gen-bond donors and acceptors. All the methods used to
investigate the polarity of ILs agree that the basicity of
the investigated ILs depends on the anion. At variance,
more controversial is the hydrogen-bond acidity of these
salts. Surely it is a property of cation, but it is modulated
by the anion. Furthermore, it is significantly affected by
the presence of water and this aspect will be discussed
later in more detail.


IL polarity in the presence of other ‘solvents’
Effect of added water and ethanol. The use of ILs as
solvents implies also the knowledge of their behaviour in
the presence of other compounds, in particular water,
other organic solvents and supercritical CO2, the last
often being used for product extraction. Furthermore, to
increase the efficiency of the processes (syntheses, ex-
tractions, separations) carried out in ILs, sometimes
cosolvents are added and these affect the physical proper-
ties of ILs.


Water is often present in ILs as an unwanted impurity,
as a consequence of their hygroscopic nature, and the
presence of even small amounts of water can modify not
only the physical properties of ILs (viscosity, density,
etc.) but also the polarity. The recently reported determi-
nation of the polarity of [bmim][PF6] and [hmim][PF6]
(1-hexyl-3-methylimidazolium hexafluorophosphate)
through the partition coefficients between water and the
investigated ILs may be considered a determination of the
polarity of these ILs in the presence of water. It should be
noted that, under these conditions, the solvent parameters
found for [bmim][PF6] and [hmim][PF6] were similar to,
but not identical with, those obtained using GC retention
times.54 Both ILs are characterized by a small s coeffi-
cient, indicating that these salts have practically the same
dipolarity/polarizability as that of water. However, they
are less basic than water (about the same as a typical
ester), while the b coefficient lies between those of
ethylene glycol and trifluoroethanol, showing a strong
hydrogen-bond acidity. In particular, these latter data are
in disagreement with the results reported above, obtained
using ILs as a GC phase, which showed that the H-bond
acidity of [bmim][PF6] was almost zero.


The same authors, however, found evidence54 that the
physico-chemical properties of pure ILs, as determined
by GC analysis, may not be the same as those of ionic
liquids in water systems because, in the latter case, the
ionic liquids are saturated with water and water is able to
change markedly the properties of these media. In agree-
ment with this latter hypothesis are also the ‘energy of


transition’ ET(30) values and the Abboud–Kamlet–Taft
solvent parameters recently determined for [bmim][PF6]
as a function of temperature (10–70 �C) and water con-
tent [from 50 ppm or less, ‘dry’, to 2% (v/v), ‘wet’].55


This study showed that dry [bmim][PF6] exhibits a
hydrogen-bond donor strength in the range of short-chain
alcohols, with a linear temperature dependence. Addition
of water (2%) significantly alters the solvent’s hydrogen-
bond donor capacity and the temperature dependence is
nearly double. At variance, for both dry and wet
[bmim][PF6], the parameter � is not significantly affected
by the addition of water, and in both cases the H-bond
acceptor ability (intermediate between water and aceto-
nitrile) is slightly dependent on temperature. Finally, the
�� parameters for wet and dry [bmim][PF6] are higher
than those of short-chain alcohols but lower than that of
water, and they show a strong temperature dependence.


The study of the physico-chemical properties that
depend on solute–solvent and solvent–solvent interac-
tions is, however, much more complex in mixed solvent
systems than in pure solvents. On the one hand, the solute
can be preferentially solvated by any of the solvents
present in the mixture; on the other, solvent–solvent
interactions can affect the solute–solvent interactions.
Preferential solvation may arise whenever the bulk
mole fraction solvent composition is different from the
solvation microsphere solvent composition. The response
of spectroscopic probes is dependent on the composition
in the solvation microsphere and therefore they are able
to measure eventual preferential solvation phenomena
occurring in the solvent mixtures. Despite the difficulties
arising from the use of spectrophotometric probes to
determine IL polarity, these probes offer a versatile
mean to investigate the local microenvironments, dy-
namics and organization within ILs.


When the behaviour of four solvatochromic probes
[pyrene, Reichardt’s dye, 1-pyrenecarboxaldehyde and
1,3-bis(1-pyrenyl)propane] was investigated56 in
[bmim][PF6] containing increasing small amounts of
water, it was found that, although the presence of water
has a profound effect on the last three probes, the
spectrum of pyrene was not affected. Pyrene lacks any
functional group other than the fused benzene rings and
the polarity scale based on this probe is related to the
static dielectric constant and the refractive index of the
solvent. It is therefore possible that the presence of water
within [bmim][PF6] cannot be evidenced using this
probe; the pyrene cybotactic region is probably rich in
[bmim][PF6] compared with the bulk. The aldehyde
functional moiety on 1-pyrenecarbaldehyde and the zwit-
terionic nature of Reichardt’s dye may instead favour a
water-rich cybotactic region and significant shifts on
addition of water may be observed using these probes.
At variance, the non-polar 1,3-bis(1-pyrenyl)propane
should be preferentially solvated by [bmim][PF6] but in
this case the reduction in the bulk viscosity of
[bmim][PF6], due to the presence of the cosolvent may
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result in an increased intramolecular excimer formation
efficiency of this probe.


A preferential solvation by IL, or by the other compo-
nent of the mixture, was observed also when the same
four solvatochromic probes were used to study the
behaviour within binary [bmim][PF6] and ethanol sys-
tems.57 Also in this case, while pyrene is probably
surrounded by more [bmim][PF6] than that being present
in the bulk solution, 1-pyrenecarboxyaldehyde and 1,3-
bis(1-pyrenyl)propane are preferentially solvated by the
other component, ethanol.


Effect of supercritical CO2. On the basis of the previously
discussed data, it is evident that the addition of appro-
priate amounts of water, or other cosolvents, can mod-
ulate the properties of ILs. In this context, it is worth
noting the recent spectrophotometric study of Lu et al. on
the solvent properties of mixtures of [bmim][PF6] and
supercritical CO2.58 The solvatochromic behaviour of
N,N-dimethyl-4-nitroaniline has been used to measure
the �� parameter and the extent of volume expansion in
mixtures of [bmim][PF6] and supercritical CO2 as func-
tion of temperature and CO2 pressure. The effects of
added CO2 on the microviscosity of [bmim][PF6] were
evaluated using 9-(dicyanovinyl)julonilide (DCVJ),
(Scheme 7).


The insignificant effect that substantial amounts of
CO2 have on the apparent polarity of [bmim][PF6], given
by the �� parameter, suggests a preferential solvation of
the probe solute, N,N-dimethyl-4-nitroaniline, by the IL.
The molecular interaction between the IL and the polar
solute appears to be dominant over the weak solute–CO2


interaction, suggesting that the competitive IL–solute
interaction might result in selective aggregation of
[bmim][PF6] around the indicator molecules. On the
other hand, spectrophotometric measurements carried
out using 9-(dicyanovinyl)julolidine as the fluorescent
probe show that the microviscosity in the vicinity of the
solute is dramatically reduced on increasing the CO2


pressure. The addition of CO2 seems, therefore, to have
little impact on the polarity of [bmim][PF6] when polar
solutes are dissolved, owing to the preferential solvation
of the solutes by [bmim][PF6], yet it results in a strong
reduction in microviscosity. This latter effect may be
significant for promoting mass transport and facilitating
separation for normal viscous ILs.


Different, however, is the situation in the presence of
no polar solutes. Mixtures of [bmim][PF6] and CO2 show
a moderate decline in the value of I1/I3, determined using
the fluorescent non-polar pyrene, as the pressure of CO2


is increased,59 which suggests a decrease in the local
dipolarity surrounding pyrene on increasing the CO2


pressure. The discrepancy between these two studies
may be easily explained considering the existence of a
solute-specific solvent effect; a polar solute is character-
ized by a cybotactic region rich in [bmim][PF6], and a
non-polar solute by a region rich in CO2.


Solvent interactions within binary ILs mixtures. Several
attempts have been made to improve the properties of
ILs, including the search for new and unusual ILs in
addition to the addition of ‘green’ cosolvents, such as
water, ethanol and supercritical CO2. However, the use of
binary IL mixtures has hardly been investigated, although
it has been shown that mixing two or more different ILs
may confer on the mixture improved and unexpected
properties.60 Using several solvatochromic probes [pyr-
ene, 1-pyrenecarboxaldehyde, Reichardt’s dye, 4-nitroa-
niline, N,N-dimethyl-4-nitroaniline and 1,3-bis(1-
pyrenyl)propane], it has been found that IL mixtures
present some features, such as prevalence of H-bond
donor and anion coordinating effects, which are not
readily apparent from those of the individual compo-
nents. Unfortunately, no data have been reported on the
ability of these mixtures to affect organic reactivity.


Solvation dynamics and liquid structure. All the
data mentioned above are focused on static aspects of
solute solvation; however, a complete understanding of
the effect of ILs on chemical reactions requires also an
understanding of the microscopic dynamics of these
materials. Recently, several papers on time-dependent
solvation in ILs have appeared.61,62 In particular, the
time-resolved fluorescence behaviour of electron do-
nor–acceptor (EDA) probe molecules, such as coumarin
153 (C153), 6-propionyl-2-dimethylaminonaphtalene
(prodan) and 4-aminophtalimide (AP) (Scheme 8), has
been studied in several ILs.


Scheme 7 Scheme 8
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Since the time-dependent changes in the fluorescence
spectra of these systems are the result of solvent-induced
relaxation of the fluorescent state of the molecules, these
experiments are able to provide useful information on
how molecules reorganize after an instantaneous change
in the dipole moment of the solute upon absorption of
photons. The studies carried out on ILs have indicated
that, first, the measured rotation times of the investigated
probes in ILs are considerably slower than those in polar
molecular solvents, and the difference may be completely
accounted for by the higher viscosity of these solvents.
Furthermore, all examined ILs ([bmim][BF4], [bmim]
[Tf2N], [emim][Tf2N], [emim][BF4], [bmim][PF6])
show biphasic dynamics occurring on picosecond and
nanosecond time-scales. It has therefore been proposed
that the process of solvation of a dipolar species in ILs is
fundamentally different from that in conventional mole-
cular solvents. In polar solvents, solvation arises owing to
the rearrangement of the solvent molecules around an
instantaneously created dipole upon absorption of
photon. In ILs the solvation is possible owing to the
motions of the ions. The ionic solvation is very slow and
depends on the viscosity of the media. Related to the
biphasic dynamics, two different explanations have been
given contemporaneously by two different groups work-
ing in this field. An initial motion of anions and a
collective motion of anions and cations were proposed
by Karmar and Samanta,61 whereas Maroncelli’s group62


considers that both the fast and slow components of
solvation dynamics involve primarily translational mo-
tions of both cations and anions. The fast component
should entail motions that do not require significant
structural rearrangements of the neighbouring molecules,
whereas the slow component does. Molecular dynamics
studies have further confirmed that the solvation dy-
namics in ILs are multimodal and they occur over a
remarkably wide time window (femtoseconds to nanose-
conds).63


Recently, Maroncelli’s group extended64 the study of
solvation dynamics by measuring the steady-state and the
time-resolved fluorescence spectra of coumarin 153 in
four ILs differing in cation structure, [bmim][Tf2N], 1,2-
dimethyl-3-propylimidazolium bis(trifyl)imide, [pm2im]
[Tf2N], methyltributylammonium bis(trifyl)imide,
[N4441][Tf2N], and trihexyl(tetradecyl)phosphonium
chloride, [P666(14)]Cl. This investigation showed that
‘the ultrafast component, which appeared to be ubiqui-
tous in previous work, was absent in the two ILs that are
not based on the imidazolium cation’. Considering these
new results, the authors conjecture that the ultrafast
component in imidazolium ILs is due to small-amplitude
motions of one or more cations in close contact with the
solute, facilitated by coplanar arrangements of the solute
with the imidazolium moiety. At variance, the slower
component is correlated with solvent viscosity. This
interpretation has found further experimental support in
a recent study of the solvation dynamics of coumarin 153


in several alkylphosphonium ILs. This investigation,
moreover, suggested that the solvation time may be set
by the slowest moving species present, which just hap-
pens to be the cation in all of the systems studied so far.65


A key to the comprehension of the molecular dynamics
of these materials is generally considered66 to be their
liquid structure. NMR measurements indicate that the
chemical shifts of imidazolium cations are anion and
concentration dependent, suggesting the formation of ion
pairs and the presence of a high degree of order. Kinetic
data, related to some photoelectronic reactions (these
data will be discussed in more detail later), show large
values of the entropy of activation, suggesting that
solvent ions are freed up on formation of the encounter
complex and, in turn, that ILs are highly ordered.


Consistent with a high degree of order, which increases
on increasing the length of the alkyl chain on the
imidazolium cation, are also the data arising from a
recent investigation carried out on several 1-alkyl-3-
methylimidazolium bis(trifyl)imides at room temperature
and ambient pressure, using heterodyne-detected Raman-
induced Kerr effect spectroscopy (OHD-RIKES). OHD-
RIKES is a non-linear optical technique that is widely
used to study liquid-state dynamics. The OHD-RIKES
response of a liquid can be used to calculate a dipolar
solvation–time correlation function that can be compared
with the solvent response obtained from in time-depen-
dent fluorescence spectra, reported above. Alternatively,
the OHD-RIKES response can be converted to a spectral
density, that gives the polarizability-weighted distribu-
tion of low-frequency modes in the liquid. The spectral
densities obtained from OHD-RIKES experiments in ILs
are in general higher in frequency, broader and slightly
more structured than in simple molecular liquids, sug-
gesting a high degree of association or local order in these
liquids. Furthermore, they appear to be composed of
overlapping bands. The presence of two bands has been
proposed66a by Hyun et al. on the basis of a fitting
procedure for the reduced spectral densities of five
[Rmim][Tf2N] salts (R¼ ethyl, butyl, pentyl, hexyl and
octyl). On the other hand, more recently, three bands
have been identified in the reduced spectral densities
of [bmim][TfO], [bmim][Tf2N], [bmim][PF6], [bm2im]
[Tf2N], [omim][Tf2N].66b The relative contributions of
these bands depend in the series of 1-alkyl-3-methylimi-
dazolium salts on the alkyl chain and counter anion.
Based on a theoretical analysis, the three bands have
been attributed66b to librational motions of the imidazo-
lium ring in three structures differing from each other in
the location of the anion. The most representative struc-
ture should be that having the anion lying on the C—H
bond between the two nitrogen atoms of imidazolium
ring. Furthermore, considering that the three peaks are
completely separated, the authors suggest66b that any
eventual change in the position of the anion with respect
cation must occur on time-scales longer that 2 ps.
Therefore, if a typical chemical reaction takes place on
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a time-scale of �1 ps, the position of the anion with
respect to the cation can be considered stable during this
interval of time.


IONIC LIQUIDS AND REACTION RATES


Although one of the classical methods to determine the
microscopic physical properties of a solvent is to measure
quantitatively the ability of the medium to affect the
organic reactivity, few kinetic data have been reported for
reactions carried out in ILs, at least in comparison with
the large number of papers published on ILs overall.
Below are discussed a few examples in which quantita-
tive data (kinetic or equilibrium constants) have been
reported.


Effect of cation–anion association and of
the presence of cavities in the ILs on organic
reactivity


Electron-transfer reactions. At variance with other
organic reactions, electron transfer processes in ILs have
been widely investigated and several quantitative studies
have been published in recent years.67 The high yield of
electrons and holes generated by radiolysis of pure ILs
and further trapping by cations and anions has shown that
these solvents may be excellent media for the generation
of radical ions. Moreover, as the ILs show a tendency for
supercooling, resulting in the formation of more viscous
liquids and finally transparent glasses without crystal-
lization, they have been used for the generation and
spectroscopic characterization of unstable solute radical
ions and then, after thermal annealing of the solvent up to
ambient temperature, to study the reactivity of these
transient species.67a


Nevertheless, the reaction kinetics in several ILs, as
studied by pulse radiolysis, have provided67 important
information about the properties of these new reaction
media. First, the rate constants for the investigated
electron transfer reactions in ILs are generally lower
than those in water and in common organic solvents
and this behaviour was attributed, in the case of diffu-
sion-controlled reactions, to their high viscosity. On the
other hand, also when the examined processes are slower
than the diffusion constants,67b,68 the experimental rate
constants in ILs are lower than rate constants for the same
reactions in acetonitrile and aqueous solutions. This
seems to suggest that ILs do not behave as highly polar
solvents. However, the activation parameters are closer to
those measured in aqueous solution than in alcohols. On
this basis, the authors suggest that polarity is not the sole
parameter that determines the solvent effect on the rate
constant; because reaction requires separation and reas-
sembly of solvent molecules, the rate constants are better
correlated with the solvent cohesive energy densities. ILs


are highly ordered reaction media, and the activation
energies for reactions carried out in ILs can be high
because it is necessary to break the order of the medium
to bring all the components to the reaction site.


The electron transfer reactions may, however, be
affected by the solvent also through the change in the
energy of solvation of the charged species. In this respect,
on the basis of an extensive study on the formation and
reaction of Br2


�� radicals, the same authors found67e that
ILs behave like aprotic organic solvents, with the energy
of solvation of small ions being lower than in water and
alcohols. The stability of Br2


�� is indeed much higher in
the examined IL ([N4441][Tf2N]) than in water and the
rate constant for oxidation of chlorpromazine by Br2


��


decreases on changing the solvent from water to IL.67e


Furthermore, the rate constants show a poor correlation
with typical solvent polarity parameters, but a reasonable
correlation with hydrogen-bond donor acidity and with
anion-solvation tendency parameters, suggesting that the
change of energy of solvation of Br� is the main factor
that affects the rate constant of the reaction through its
effect on the reduction potential of Br2


��.
Another important feature, evidenced by these studies,


is that the rate constants measured for the electron
transfer processes in ILs are often higher than the diffu-
sion-controlled rate constants, estimated from the visc-
osity of the employed IL (kdiff¼ 8000RT/3�). Different
explanations have been given for this experimental result.
For example, the rate constants for electron transfer from
N-butylpyridinyl radical (BuPy�) to methylviologen, 4-
nitrobenzoic acid and duroquinone (DQ) were consider-
ably higher than the estimated limits. In this case, since
the BuPy� radical was derived from the solvent cation by
one-electron reduction, it was speculated67b that the
increased rate of reaction was due to electron hopping
through solvent cations.


However, rate constants that are higher than the diffu-
sion limits have also been found for reactions that cannot
involve such a mechanism, e.g. quenching of benzophe-
none triplet by naphthalene,69 the reaction of solvated
electrons with aromatic compounds70 and the reaction of
pyridinyl radicals (bpy�) with duroquinone (DQ) in
[N4441][Tf2N] (Scheme 9).71


bpy� þ DQ ! bpyþ þ DQ��


Scheme 9


On the basis of these latter data, it has therefore been
proposed71 that the viscosity of ionic liquids, which
determine the diffusion of whole molecules or ions,
does not adequately represent the diffusion of reactants
within ILs. It has therefore been suggested that the highly
ordered structure of these salts may contain voids, and
these voids can accommodate small solute molecules.
Furthermore, since the chains present on the cations are
flexible, they can move more rapidly than the whole
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cation, permitting rapid diffusion of solutes from one
void to another.71 Practically, ILs behave as polymer
matrices.72


The formation of cavities (voids) in ILs has recently
been studied via Monte Carlo simulations.73 Analysis of
cavity size distribution functions shows that ionic liquids
exhibit a high tendency to form cavities, a property which
seems to be correlated with the attractive interactions
between ions and, in particular, with the tendency of ions
to associate in ion aggregates. The tendency to form
cavities that can accommodate solute molecules may also
find experimental support in the formation of liquid
clathrate phases. These latter have been observed in
mixtures of aromatic hydrocarbons (benzene, toluene
and xylenes) and common 1-alkyl-3-methylimidazolium
salts.74


The presence of voids and the ability of small mole-
cules to move within them have also been proposed
recently to explain the reactivity of H� atoms with aro-
matic solutes in ILs. Indeed, it has been shown75 that the
rate constants for reactions of pyrene and phenanthrene
with H� atoms are 10 times higher than for the corre-
sponding solvated electron reactions, implying that the
diffusion-limited rate constant for the H� atom reaction is
higher by one order of magnitude. Furthermore, for both
substrates the trend in the examined IL, [N4441][Tf2N], is
opposite to that observed in water, suggesting that a small
neutral species, such as the H� atom, can move easily
between voids within the IL, whereas the diffusion of
solvated electron, being a charged species, is limited by
its interaction with the ionic charges of the medium.


The high degree of order characterizing ILs has been
invoked69 also to explain the kinetic behaviour and the
activation parameters characterizing the exothermic tri-
plet energy transfer from benzophenone triplet (3Bp*) to
naphthalene (N). According to Scheme 10, at least three
steps can be evidenced for this process. Initially, an
encounter complex is formed with a bimolecular rate
constant corresponding to diffusion control, kd. This
complex can then undergo an irreversible energy transfer,
k1, or can regenerate the reagents with a unimolecular
rate constant, k�d. Finally, 3N* and Bp can diffuse apart
with a rate constant k�d. The overall bimolecular rate
constant for 3Bp* quenching by N is given by kq¼ kdk1/
(k�dþ k1). Provided k1>> k�d, this expression becomes
kq¼ kd and the reaction is diffusion controlled. In all the


examined ILs the kq values determined at several tem-
peratures give activation energies within 10% of the
activation energies for viscous flow, indicating that kq


values and activation parameters are those of a diffusion-
controlled process. The reactions are, however, charac-
terized by kinetic constants (kd) which are an order of
magnitude higher than those estimated from viscosity.
Determination of Arrhenius parameters in the examined
ILs and two conventional solvents, along with Andrade
parameters for the same solvents (E� and ln�), has
suggested that the differences between measured and
estimated kd are mostly due to the very large, solvent-
dependent pre-exponential factors, A, which compensate
for the large Ea values found in ILs.


The correlation between pre-exponential factors and
activation energies for both kinetic constants, kd, and
viscosity values (�) gives rise to isokinetic behaviour,
which has been interpreted as evidence that the prob-
ability of a diffusional jump is correlated with the amount
of energy required to create a hole. This energy depends
on the IL structure. Both Ea and A values show a
significant dependence on the cation and anion; for any
cation the Ea values are 12–15 kJ mol�1 higher for the
[PF6]� salts than the [Tf2N]� salts and this behaviour has
been considered to reflect the higher extent of ionic cross-
linking characterizing the ILs bearing the smaller and
more symmetrical [PF6]� anion. On the other hand, this
enhanced ionic cross-linking would result in a greater
diffusing mass, and therefore a greater A, whilst creating
large cavities for solutes to jump into. Finally, the
increase in Ea associated with [omim]þ vs [bmim]þ


substitution seems to indicate an important role of van
der Waals interactions in the diffusion processes in these
liquids, despite of the presence of strong electrostatic
interactions between ions.


A large and positive entropy of activation, showing that
the solvent ions are freed up on formation of an encounter
complex, has also been found for the photoelectronic
transfer from ruthenium tris(4,40-bipyridyl),
[Ru(bpy)3]2þ, to methylviolagen, MV2þ (Scheme 11).76


Once again, this behaviour has been considered as
evidence that ionic liquids are highly ordered systems.


In conclusion, in agreement with other experimental
measurements (see the first part), the kinetic and thermo-
dynamic data arising from the electron-transfer reactions
suggest highly ordered structures for ILs, also above their


Scheme 10
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melting-points. Furthermore, the presence of voids, able
to contain substrates, makes these reaction media more
similar to polymeric matrices than molecular solvents.


Effect of viscosity, H-bonding ability
and ion-pairing on organic reactivity


MTO-catalyzed alkene oxidation. Kinetic investi-
gations have been carried out also in the case of the
reaction of methyltrioxorhenium (MTO) with hydrogen
peroxide. MTO reacts with excess hydrogen peroxide to
form two �2-peroxo complexes, which are able to transfer
an oxygen atom to suitable substrates.77


Solvent purity is of utmost importance for this type of
kinetic measurement since the starting material, 1-alky-
limidazole or pyridine, reacts with MTO to form yellow
complexes, while bromide is oxidized by both peroxy
complexes to hypobromite and then to Br2.


The rate constants for the formation of the second
complex (dpRe) from the first one (mpRe) (Scheme 12)
have been determined in several ILs ([emim][BF4],
[bmim][BF4], [bmim][NO3], [bmim][OTf], [bpy][BF4])
having different properties. The values found are, how-
ever, very similar and this behaviour has been attributed
to the combination of several factors, including viscosity,
coordination ability of the anion and hydrogen-bonding
ability of the anion and cation. Furthermore, these sol-
vents behave like acetonitrile at low water concentration.
As [H2O] increases, the reaction rate increases and the
liquids behave more like aqueous solutions with high salt
concentrations.


When dpRe was prepared in THF using urea hydrogen
peroxide (UHP) as the oxidant, it was possible to deter-
mine the kinetic constants, k4 and k3, related to the
reactions of two complexes with a serie of alkenes
(Scheme 13).


dpRe þ alkene ! mpRe þ epoxide k4


mpRe þ alkene ! MTO þ epoxide k3


dpRe ! mpRe þ H2O2 k�2


Scheme 13


The values of k4, measured in several ionic liquids,
exceeded those observed in acetonitrile by one order of


magnitude and were similar to those obtained in
acetonitrile-water mixtures. The reactivity of styrenes
in [bmim][BF4] followed the expected trends for electro-
philic oxygen transfer from rhenium complexes: styre-
ne< trans-�-methylstyrene<�-methylstyrene. It is
worth noting that the values of k3 were only slightly
higher than those in acetonitrile; therefore, in all exam-
ined ILs, at variance with aqueous acetonitrile, k4 was
higher (4.5 times) than k3. The relative reactivity of mpRe
and dpRe was, however, apparently dependent on the
water content of the solvent; water contributes to the
hydrogen bonding more with dpRe than with mpRe,
because of the two peroxy groups, rendering dpRe less
reactive.


Nucleophilic substitution reactions. The effect of
solvent on nucleophilic substitution reactions has been
widely investigated in molecular solvents starting from
the fundamental studies of Hughes and Ingold.78 A
simple qualitative solvation model, considering only
pure electrostatic interactions between ions or dipolar
molecules in initial and transition states, was proposed by
the authors to rationalize the solvent effect. Based on this
model, the effect of the solvent on reactions of different
charge types may be summarized as follows:


1. An increase in solvent polarity results in an increase in
the rates of those reactions in which the charge density
is greater in the transition states than in the initial
reaction molecule(s).


2. An increase in solvent polarity results in a decrease in
the rates of those reactions in which the charge density
is lower in the transition state than in the initial
reactants molecule(s).


3. A change in solvent polarity will have a negligible
effects on the rates of those reactions that involve little
or no change in the charge density on going from
reactants to transition state.


SN2 reactions between anions and neutral molecules
are characterize by dispersal of charge on going from
reactants to transition state and, in agreement with the
above-mentioned model, generally the reaction rate de-
creases with increasing solvent polarity. Furthermore, the
reaction rate is affected by the properties of the attacking
anion, by its polarizability and its nucleophilicity (or
basicity). The latter property is strongly dependent by
the solvent. In the course of the activation process, the
solvent shell of the nucleophile must be removed at the
place of the attack, while a new solvent shell around
the activated complex is formed. Hence, the activation
energy will be higher, and the rate lower, the more
strongly the molecules of the solvent shell are bound to
the nucleophile. When considering the solvation of an-
ions, molecular solvents are distinguished in two classes;
protic and dipolar aprotic solvents. The main difference
between these two classes lies in their ability to solvate
ions. The traditional order of halide nucleophilicities,


Scheme 12
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I�>Br�>Cl�, applies only when the nucleophile is
deactivated through solvation by protic solvents, whereas
the order Cl�>Br�> I� is observed in dipolar non-
protic solvents.


The relative nucleophilicities of chloride, bromide and
iodide in ILs, and in particular in [bmim][Tf2N],
[bm2im][Tf2N] and [bmpyrr][Tf2N] ([bmpyrr]¼ butyl-
methylpyrrolidinium), have been determined recently
through the reaction of methyl p-nitrobenzenesulfonate
with halides (Scheme 14).79


In molecular solvents this reaction can proceed either
through discrete anions or through ion pairs. In ILs the
reaction of discrete anions can be excluded; only anions
coordinated by one or cations are present. The reactions
in ILs are, however, greatly decelerated in comparison
with dichloromethane, whether this is by the free ion or
ion pairs, but they are much faster than in 2-hexafluor-
opropanol.


The experimental data show also that the reaction rates
are not dependent on the viscosity of ILs alone. Further-
more, in [bmpyrr][Tf2N] the nucleophilicity scale is
Cl�>Br�> I�, in agreement with the known gas-phase
nucleophilicity trend. This behaviour suggests that the
three halides interact similarly with IL. In [bmim][Tf2N]
the scale is I�>Br�>Cl�, indicating that some influ-
ence of the IL is acting differentially on the three halides.
[bm2im][Tf2N] is in some way intermediate, with nu-
cleophilicity changing as Cl�> I�>Br�.


It is also noteworthy that the second-order rate con-
stants for bromide are similar in the three ILs, and those
of iodide are the same in the two imidazolium salts and
only marginally lower in [bmpyrr]. However, those of
chloride show a larger variation: the reaction rate
increases in the order [bmim][Tf2N] < [bm2im][Tf2N]
< [bmpyrr][Tf2N]. Clearly there is some interaction
between the IL and the Cl� ion that decreses the nucleo-
philicity of the anion in [bm2im][Tf2N] and more so in
[bmim][Tf2N]. Since chloride is the best hydrogen-bond
acceptor of the halides, the change in nucleophilicity can
be explained by the degree of stabilization of the chloride
ion via hydrogen bonding to the cation of the ionic liquid.


The activation enthalpies for the reaction of chloride
are furthermore very similar to those of ion pairs in
dichloromethane, and the effect of IL should arise from
the association of chloride with one or more cations of the
IL.79 The activation entropies (fairly large and negative)
are, however, more similar to those of free ions than ion
pairs (positive). This different behaviour between entropy
and enthalpy has been explained79 considering that the
reaction occurs through an SN2 mechanism, i.e. through a
pentacoordinated transition state. The activation step is


an association process, which should have negative en-
tropy. In dichloromethane it has a positive value because,
when the activated complex is formed, the cation of this
ion pair is liberated as a free solvated cation and the
leaving group cannot be stabilized by ion pairing. In ILs,
the leaving group does associate with the cations of the
IL. It has therefore been proposed that the entropy gained
by liberating a cation is cancelled out by the association
of another cation with the leaving group.


Finally, Lancaster et al. proposed79 that in the IL an
equilibrium exists between fully coordinated ‘unavail-
able’ chloride and a one face ‘available’ chloride which
can associate with the substrate. This loose association of
available chloride with the substrate should represent the
ground state. It has been demonstrated by neutron dif-
fraction that a Cl� ion is surrounded by six cations. For
the reaction to occur, the Cl� ion must first come into
close proximity with the substrate. To do this, the Cl�


anion must dissociate from at least one cation. The
kinetic and thermodynamic data seem to suggest that
the order of availability of chloride to react is [bmim]
[Tf2N]< [bm2im][Tf2N]< [bmpyrr][Tf2N], which is the
reverse order of the strength of the cation–chloride
interaction.


Recently, also the competition between SN2 and SN1
reactions in ILs ([bmim][PF6], [bmim][Tf2N] and
[hpy][Tf2N]), has been investigated,80 examining the
reactions of primary, secondary and tertiary halides or
tosylates with KCN and NaN3 (Scheme 15).


The observed ability of Cl�, Br�, I� and tosylate to act
as leaving groups in the substitution reaction of NaN3 was
similar to that reported for the same process in cyclohex-
ane, exactly corresponding to that calculated for SN2
reactions in the gas phase, suggesting also in this case
the absence of strong specific interactions between the
examined ILs and the activated complex. Related to this
reaction, the reactivity of secondary substrates was com-
parable to or higher than those of the corresponding
primary substrates and led to the exclusive formation of
the corresponding substitution products. At variance,
elimination products were obtained by reaction of KCN
with secondary substrates. The different reactivity of the
secondary substrates towards the two nucleophiles (N3


�,


Scheme 14


Scheme 15
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CN�) when the reactions were carried out under identical
conditions excluded a rate-determining diffusion-con-
trolled trapping of a free secondary carbocation. In
agreement with this latter hypothesis, no racemization
was observed when optically active secondary substrates
were used in the reaction with NaN3.


On the other hand, 2-bromoadamantane, a typical
secondary alkyl substrate for which an SN2 mechanism
is precluded by the cage structure, practically did not
react with NaN3 in all three ILs under reaction conditions
that gave a conversion >50% from 2-bromoheptane.


On this basis, the involvement of a free carbocation
intermediate in the reaction of secondary substrates with
NaN3 has been excluded in favour of a more concerted
mechanism.


More in particular, it has been proposed that the
reaction proceeds through the rear-side nucleophilic
attack of N3


� with an SN2 mechanism in the case of
primary substrates. This mechanism should, however,
gradually shift towards pure SN1, surely occurring in
the case of the bridgehead cage 1-iodoadamantane,
passing through the nucleophilically assisted formation
of an ion pair intermediate in the case of secondary
uncaged substrates. Finally, it is not possible to exclude
that the reaction of primary and secondary substrates
might occur even with preassociation.81 Theoretical cal-
culations indicate the presence of a nucleophile–substrate
(or–product), encounter complex corresponding to an
energy minimum before and after the energy maximum,
on the reaction coordinate for the SN2 substitution pro-
cess in gas phase.82 In solution, generally, the complexes
become less important with increasing solvent polarity
owing to the solvation of the anion. However, if the
energy of ‘solvation’ of the N3


� anion is much smaller
in the IL than in water or in protic solvents, the formation
of the encounter complex, and therefore the preassocia-
tion mechanism, might become much more favourable in
these solvents than in molecular solvent.


Finally, it has been shown that 2-bromoheptane reacts
more slowly with CN� than with N3


�, whereas octan-2-
yl tosylate gives with CN� exclusively the corresponding
elimination product(s). The reactivity order of 2-bromo-
heptane (N3


�>CN�) is opposite to that observed83 in
molecular solvents for displacement reactions on methyl
halides (pure SN2 reaction), but the same as for nucleo-
philic reactions with carbocations. This behaviour there-
fore seems to indicate a larger amount of carbocation
character in the transition state of this secondary sub-
strate, or in other words further supports the formation of
a nucleophilically assisted ion-pair intermediate. More-
over, the different elimination/substitution ratio found in
the reaction of 2-bromoheptane and octan-2-yl tosylate
with CN� is in agreement with the involvement of ion-
pair intermediates in the reaction of secondary substrates.
For the first-order SN1 reaction the leaving group has
nothing to do with the competition between elimination
and substitution. Analogously in SN2 reactions, the


elimination/substitution ratio is not greatly dependent
on the leaving group.84 Only in the case of ion-pair
intermediates can the leaving group affect this ratio.
Despite their polarity, ILs therefore seem to behave as
ionizing but not dissociating solvents.


Electrophilic additions. ILs have also been used effi-
ciently for the synthesis of vicinal dihaloalkanes and
dihaloalkenes by electrophilic addition of halogens to
double and triple bonds (Scheme 16).85–87


Bromine addition in [bmim][PF6] and [bmim][BF4] is
stereospecifically anti with dialkyl-substituted alkenes,
alkyl-substituted alkynes and trans-stilbenes; cis-
stilbenes and arylalkynes give instead mixtures of syn
and anti addition products, although in the case of cis-
diaryl-substituted alkenes the stereoselectivity anti is
generally higher than in chlorinated solvents. In the
case of diaryl-substituted alkenes, such as stilbenes,
stereoselectivity in molecular solvents depends primarily
on two factors: (1) the nature of the intermediate and (2)
the lifetime of the ionic intermediates.88 Bridged bromir-
anium ions give exclusively anti addition products,
whereas open �-bromocarbenium ions give generally
mixtures of syn and anti addition products (Scheme 17).
The nature of the intermediate is determined by the
nature of the substituents on the phenyl ring, electron-
withdrawing groups favour bridged intermediates and
electron-donating groups open �-bromocarbenium ions.
Open �-bromocarbenium ions give the syn addition
products mainly through an attack anti of the counter
anion, after rotation around the C—C bond (k�). If the
lifetime of the intermediate is sufficiently short the
rotation around the C—C bond is not able to compete
with the nucleophilic attack of the counter anion and
almost exclusively the anti addition product can be
obtained.


In molecular solvents, the nature of the ionic inter-
mediate is not dependent on the properties of the solvent;
in contrast, the lifetime of the ionic intermediates de-
pends on the solvent. Probably also in ILs the nature of
the intermediates is not affected by the medium, whereas
the latter can affect the lifetime of these intermediates,
affecting the stability of the ionic intermediates or mod-
ifying the nucleophicity of the attacking Br� (or Br�3 )
anion. Furthermore, it can also affect the syn/anti ratio,
decreasing the rate of isomerization of the ionic inter-
mediates through rotation around the C—C bond.


Scheme 16
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It is also worth noting that, in [bmim][PF6], the Br2


reaction follows a second- or third-order rate law, de-
pending on bromine concentration, a behaviour that
generally in conventional media characterizes the bro-
mine addition in protic solvents.


Electrophilic addition of Br�3 , generated by bromine
addition to [bmim][Br], can also be carried out85–87 in
ILs; in this case both [bmim][Br] and other ILs, bearing
non-nucleophilic anions, can be used as solvents. The
reaction is always anti stereospecific, independent of the
alkene or alkyne structure. It follows a second-order rate
law, suggesting a concerted mechanism of the type
reported for Br�3 addition in aprotic molecular solvents,
involving a product- and a rate-determining nucleophilic
attack by bromide on the initially formed alkene or
alkyne–Br2 �-complex (Scheme 18).


However, the comparison of the kinetic constants and
the activation parameters for the addition of Br�3 to triple
bonds in [bmim][Br] with those related to the second-
order reaction of the same alkynes with tetrabutylammo-
nium tribromide in 1,2-dichloroethane suggests a possi-
ble effect of solvent viscosity, at least when the alkyne
structure favours early transition states.


Other rather uncommon trihalide-based ILs
(Scheme 19) have been prepared87 by mixing equimolar
amounts of halogens (ICl, or IBr, or Cl2 or Br2) to suitable
1-alkyl-3-methylimidazolium halides, and the structures
of the trihalide ions formed have been investigated by
electrospray ionization mass spectrometry (ESI-MS) and
NMR. Despite the non-equilibrium conditions that relate
to the analyser used for the ESI-MS measurements, the


relative abundances of the different ionic species showed
that the various trimeric anions are characterized by two
distinct levels of stability.


Derivatives such as [Br3]�, [I3]�, [IBr2]� and [ICl2]�


may be classified as fairly stable species, whereas
[Br2Cl]�, [I2Cl]� and [I2Br]� are rather unstable, giving
the above-mentioned more stable trihalogenide species.
Although the dissociation constants of these trihalide
anions have been never determined in ILs, spectroscopic
measurements and reactivity data suggest that trihalide
species are stable in these solvents. At variance with
protic molecular solvents, which favour dissociation,
owing to the very high energy of solvation of the small
Br� or Cl� anions, ILs disfavour this process. The
behaviour of ILs is therefore significantly different
from that of alcohols or water.


The mixed trihalide ILs, in particular [Rmim][IBr2]
and [Rmim][ICl2], have been proved to be excellent
iodine-donor cosolvents for the stereoselective anti iodi-
nation of alkenes and alkynes in [bmim][PF6].87 Very
good to almost quantitative yields of vicinal iodochloro
or iodobromo adducts were observed for all the substrates
examined. Furthermore, kinetic measurements carried


Scheme 17


Scheme 18


Scheme 19


IONIC LIQUIDS: SOLVENT PROPERTIES AND ORGANIC REACTIVITY 293


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2005; 18: 275–297







out in several ILs, using [bmim][ICl2] as the reactant,
have shown that the ability of the cation of the IL to
undergo hydrogen bonding plays an important role on the
reactivity.89


Diels–Alder reactions. The Diels–Alder reaction is
one of the most useful carbon–carbon bond-forming
reactions in organic chemistry. Although highly efficient,
this reaction suffers from being an addition process with a
negative reaction entropy. As such, the use of high
temperatures to give useful reaction rates has a detri-
mental effect on the position of the reaction equilibrium.
Therefore, different strategies have been tried to accel-
erate the reaction at low temperature. Studies on solvent
effects on the Diels–Alder reaction have evidenced the
importance of the cohesive energy density, together with
the hydrogen-bonding donor capacity.90 The cohesive
energy density essentially should quantify solvophobi-
city, underlining the importance of hydrophobic interac-
tions in rationalizing the effect of solvents such as water
on Diels–Alder reactions. Recently, ILs have attracted
attention as possible reaction media for this kind of
reaction. The molecular origin of how ILs influences
this reaction is, however, still a matter of controversy. A
solvophobic effect, able to generate an ‘internal pressure’
and to promote the association in a cavity of the solvent,
was initially invoked to explain the kinetic and stereo-
chemical behaviour of Diels–Alder reactions carried out
in ILs.91,92 The reactions in ionic liquids are indeed
marginally faster than in water but are considerably faster
than in diethyl ether. Furthermore, it has been shown that
in analogy with molecular solvents the presence of a
Lewis acid greatly accelerates the reaction and improves
selectivity; for this purpose, the acidity of chloroalumi-
nate ILs93 or ILs containing ZnCl2 and SnCl2


94 have been
used. In [bmim][PF6] the selectivities of some isomers
improves from 4:1 to 20:1 in the presence of ZnCl2.


However, a recent study on the reaction of cyclopenta-
diene with methyl acrylate in several ILs has provided
new insights into the mechanism(s) that determine re-
activity and selectivity in ILs.95 In all the examined ILs
the reaction of cyclopentadiene with methyl acrylate
followed a second-order rate law and the values of kobs


slightly increased with increasing viscosity. The increase
in the rate of the reaction was concurrent with an increase
in endo selectivity. The greatest selectivity (6.7) was
found in [HO(CH2)2mim][Tf2N], the IL having an OH
group and higher hydrogen-bonding ability. However,
even in [MeO(CH2)2mim][Tf2N] the reaction occurred
with a high endo selectivity (5.1), and also in
[bmim][BF4] (4.6), whereas it decreased in
[bm2im][BF4], where the presence of the methyl group
at C-2 deleted the hydrogen-bonding ability of the
hydrogen present at C-2 in the [bmim] series. To inves-
tigate this phenomenon in more detail, the selectivity in
five ILs having the same cation was evaluated, showing
that in [bmim]þ salts the nature of the anion affects the


selectivity, and higher selectivity characterized ILs hav-
ing the smaller hydrogen-bonding interactions between
the cation and anion. The endo selectivity was therefore
explained considering the ability of the cation to hydro-
gen bond to methyl acrylate, a process which is, however,
determined by two competing equilibria. Since both
anion (A) and solute (S) can be hydrogen bonded to the
cation (see Scheme 20), the concentration of the bonded
methyl acrylate is inversely proportional to the equili-
brium constant for the formation of the cation–anion
hydrogen-bonded adduct.


½bmim�þ þ A� Ð ½bmim� � � �A
½bmim�þ þ S Ð ½bmim� � � � S


The endo/exo ratio, and associated acceleration, of the
Diels–Alder addition of cyclopentadiene to methyl acry-
late in ILs seems, therefore, to be controlled by the ability
of the cation of the IL to act as a hydrogen-bond donor, a
property which is modulated by the ability of the counter
anion to act as an hydrogen-bond acceptor.


Effect of dipolarity/polarizability of the ILs on the
nature of the transition states


Electrophilic substitutions. Electrophilic aromatic
substitution chemistry is of critical importance in a
wide variety of industrial, fine chemical and academic
processes. Several electrophilic aromatic substitution
reactions have therefore been carried out3,4 in ILs but,
to the best of our knowledge, no systematic kinetic study
has been reported.


Substrate selectivity (kmesitylene:kdurene) measured in
competitive experiments carried out for the electrophilic
fluorination of arenes, using F-TEDA-BF4 (Select-
fluorTM) as halogenating agent, has suggested,96 how-
ever, that the reaction occurs through a polar mechanism,
involving an ionic intermediate (�-complex) and an ionic
transition state in the rate determining step. The compar-
ison with the reaction in acetonitrile has furthermore
evidenced a slightly greater degree of polar character in
the ionic liquid. The same reagent, F-TEDA, in the
presence of iodine in imidazolium and pyridinium ILs
has also been used97 for the regioselective iodination of
aromatic compounds. The reaction is para-directed when
possible, otherwise it occurs in the ortho-position. Also in
this case, competitive experiments suggested a polar
mechanism for this process, as in molecular solvents.


Solvent effects on equilibria


Acid–base equilibria in ILs. Acidic chloroaluminated
ILs containing protons may be superacids (Hammett
function down to �18) and they are widely used as
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reaction media for acidic reactions.98 However, since
they are very sensitive to hydrolysis and also small
amounts of water can change the salt composition and
the proton concentration, it is generally difficult to con-
trol the acidity of these ILs. Therefore, even non-chlor-
oaluminate ILs have been applied in acidic reactions.99


The miscibility of water has been proposed as a guide to
the chemical behaviour of Brønsted acids in ILs.100


However, recently a determination of an acidic scale in
ILs has been reported. The Brønsted acidity of two strong
acids (HNTf2 and HOTf) and a weak acid (CH3COOH) in
[bmim][Tf2N], [bmim][BF4], [bm2im] [BF4] has been
evaluated from the determination of the acidity functions,
using UV–visible spectroscopy.101


To determine the pKa values, Eqn (4), arising from the
Hammett function H0, Eqn (3), was applied using 2,4-
dinitroaniline as the indicator base. The method consisted
of evaluating the protonation extent of the uncharged
indicator (named I), in terms of a measurable ratio [I]/
[IHþ]. It was first assumed that the indicator solutions
were diluted enough to consider the activity coefficients
(�) to be unity. Second, it was assumed that the ratio of
the transfer activity coefficients (�) of both I and IHþ was
unity and solvent independent.


H0 ¼ pKaðIÞaq þ logð½I�S=½IHþ�SÞ ð3Þ


H0¼�logaðHþ
aqÞ � log�ðIÞ=�ðHIþÞ � log�ðIÞ=�ðHIþÞ


ð4Þ


On the basis of the comparison of the Hammett
functions of the different acids in the above-mentioned
ILs, the authors101 concluded that it is possible in these
solvents to reach acidity levels ranging from �3.35. to
�7.00, depending on the IL and on the acid. In
[bmim][Tf2N], HOTf shows practically the same acidity
as HNTf2, a behaviour much more similar to water than to
acetic acid; in the latter solvent HOTf is more acidic
(pKa¼ 4.2) than HNTf2 (pKa¼ 7.0) owing to the less
dissociative character of this solvent. Acetic acid is less
acidic than both HOTf and HNTf2 in [bmim][Tf2N].
Water has a basic character in ionic liquids, and the
absorbance of the unprotonated form of the indicator
increases with increasing water concentration; it is not
acidic enough to protonate 2,4-dinitroaniline. The acidity
of HOTf and HNTf2 increased when [bmim][BF4] was
used as the solvent, suggesting that the [BF4]� anion is
less solvating than the [Tf2N]� anion towards Hþ, lead-
ing to an increased acidity of the proton. Nevertheless,
the presence of the methyl group at the 2-position of the
imidazolium cation has practically no effect; the possible
H-bond between [BF4]� and the hydrogen at the 2-
position does not seem to affect the acidic properties of
these systems.


In contrast, no data on amine basicity have yet been
reported. Recently it has been shown that, in agreement


with a different basicity order of primary, secondary and
tertiary amines in ILs, direct N-alkylation of primary
amines can be performed to prepare secondary amines.102


In contrast to molecular solvents, in ionic liquids over-
alkylation of the initially produced secondary amines is
generally markedly reduced: the observed selectivities
between mono- and dialkylation are typically of the order
of 9:1, or higher.


CONCLUSION


Interest in the properties of ILs is rapidly expanding.
Although there have been numerous studies concerning
their preparation, use as reaction media and their physical
properties, little is known about how, and to what extent,
the unusual physico-chemical properties of these media
can affect reactivity.


One important feature of these liquids is the possibility
of tuning their physical and chemical properties by
varying the nature of the anion and cation. If we consider
all the possible combinations of the anions and cations,
including the possibility of using mixtures of ILs, it is
evident that the number of these ‘new solvents’ is
extremely high and at least in principle it should
always be possible to tailor the best ionic liquid for any
application.


Understanding how chemical reactivity is influenced
by different classes of ionic liquids is probably the key to
obtaining the technological improvements for a safer,
more secure society and substantially benefit the envir-
onment and the economy.
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ABSTRACT: Stereoelectronic hyperconjugative interactions and the relative energies of conformers and transition
states of 2-, 3-, and 4-silathiacyclohexane were calculated at the B3LYP/6–311þG(d,p) level of theory. The chair
conformer of 2-silathiacyclohexane is 15.4 and 15.9 kcal mol�1 (1 kcal¼ 4.184 kJ), respectively, lower in energy than
the chair conformers of 3- and 4-silathiacyclohexane. Intrinsic reaction path calculations were used to connect the
transition states between the respective chair and twist conformers and different chair–chair conformational
interconversion paths were located for 3- and 4-silathiacyclohexane. The energy of the transition state that connects
the chair and 2,5-twist conformers of 3-silathiacyclohexane is 5.58 kcal mol�1 higher in energy than the chair. The
transition state that connects the chair and 2,5-twist conformers of 4-silathiacyclohexane is 4.82 kcal mol�1 higher in
energy than the chair. The energy differences (�E, kcal mol�1) between the chair conformer of 2-silathiacyclohexane
and the respective 1,4-twist (�E¼ 4.16), 2,5-twist (�E¼ 3.20) and 3,6-twist (�E¼ 3.87) conformers
were calculated. Small relative energy differences were calculated between the chair conformer and the respective
1,4-twist (�E¼ 3.95), 2,5-twist (�E¼ 4.07) and 3,6-twist (�E¼ 3.46) conformers of 3-silathiacyclohexane. The
calculated energy differences (�E) between the chair conformer and the 1,4-twist and 2,5-twist conformers of
4-silathiacyclohexane were 3.50 and 4.04 kcal mol�1, respectively. The geometric parameters and stereoelectronic
hyperconjugative interactions in the silathiacyclohexanes are compared and discussed. Copyright # 2004 John Wiley
& Sons, Ltd.
Supplementary electronic material for this paper is available in Wiley Interscience at http://www.interscience.wiley.
com/jpages/0894-3230/suppmat/
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INTRODUCTION


The conformational properties, geometric parameters and
stereoelectronic hyperconjugative interactions of carbo-
cycles and heterocycles are of considerable interest to a
wide range of scientists. The conformational analysis of
cyclohexane and substituted cyclohexanes has been ex-
tensively studied experimentally and computationally,1


but much less attention has been paid to the details of the
structures (boats, half-chair, twists, sofas) involved in the
conformational interconversions of unsubstituted mono-
heterocyclohexanes and diheterocyclohexanes containing
the Group 14 elements Si ! Pb.2 There have been a few
experimental and computational conformational studies
on cyclic organosilicon compounds including silacyclo-
hexane (1, Fig. 1)2 and experimental and computational


studies on thiacyclohexane (tetrahydro-2H-thiopyran,
thiane, 2, Fig. 2).3–5 Although there are no reports
concerning the synthesis of or computational studies on
unsubstituted silathiacyclohexanes (2-silathiacyclohex-
ane, 3, Fig. 3; 3-silathiacyclohexane, 4, Figs 4 and 5; 4-
silathiacyclohexane, 5, Fig. 6), some of their substituted
derivatives have been prepared and investigated.6


It is generally accepted that the path for the conforma-
tional interconversion of cyclohexane is chair ! [half-
chair]


z ! twist ! [boat]
z ! twist ! [half-chair]


z !
chair with the free energy of activation being associated
with the step of chair ! [half-chair/sofa]


z
. Although


computational and experimental studies are consistent
with a similar conformational interconversion path for
thiacyclohexane (2),3–5 there is disagreement concerning
the relative energies of conformers and the interconversion
paths for silacyclohexane (1) and 1-methyl-1-silathiacy-
clohexane. The barrier to the chair–chair interconversion
of silathiacyclohexane (1, 5.47 kcal mol�1) (1 kcal¼
4.184 kJ) is significantly smaller than that for cyclohexane


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2005; 18: 35–48


*Correspondence to: F. Freeman, Department of Chemistry, University
of California, Irvine, California 92697-2025, USA.
E-mail: ffreeman@uci.edu







(10.2 kcal mol�1) and for thiacyclohexane (2, 9.40 kcal -
mol�1).2g,h One of the proposed paths for the chair–
chair interconversion of silacyclohexane (1) was chair
! [sofa]


z ! 2,5-twist ! [2,5-boat]
z ! 1,4-twist !


[2,5-boat]
z ! 2,5-twist ! [sofa]


z ! chair2g and the
other proposed path with the 2,5-twist (1c, Fig. 1) as an
intermediate is shown in Fig. 7.2h Molecular mechanics
(MM) calculations2a,c,h and1H NMR studies2i at room
temperature suggested that the axial conformer of 1-
methyl-1-silacyclohexane was favored over the equatorial.
A gas-phase electron diffraction (ED) and theoretical
study of the conformational preference of 1-methyl-1-
silacyclohexane showed the equatorial conformer to be


favored in the gas phase and in solution.2j B3LYP/
6–311þG(d,p) calculated the chair conformer of axial
1-methyl-1-silacyclohexane to be 0.45 kcal mol�1 less
stable than the chair conformer of equatorial 1-methyl-
1-silacyclohexane.2h The barrier to the conformational
intercon-version of 1,1-dimethyl-1-silacyclohexane, which
has been studied by low-temperature NMR methods
(�G


z ¼ 5.4 kcal mol�1), is close to the values for silacy-
clohexane (1a)2h and 1-methyl-1-silacyclohexane (5.55 kcal
mol�1).2k,l


This computational study of stereoelectronic hyper-
conjugative interactions and conformational properties of
silathiacyclohexanes (3–5) was undertaken because they


Figure 1. Chair (1a), 1,4-twist (1b), 2,5-twist (1c), 1,4-boat (1d) and 2,5-boat (1e) conformations of silacyclohexane


Figure 2. Chair (2a), 1,4-twist (2b), 2,5-twist (2c), 1,4-boat (2d) and 2,5-boat (2e) conformations of thiacyclohexane
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Figure 3. Chair (3a), twist (3b–d) and boat (3e–g) conformations of 2-silathiacyclohexane


Figure 4. Chair (4a), twist (4b–d) and boat (4e–g) conformations of 3-silathiacyclohexane
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represent an interesting class of heteroatom derivatives of
cyclohexane. Silathiacyclohexanes are different from
other types of previously studied diheterocyclohexanes
in that they contain two heteroatoms of different nature,
one with lone pair electrons and the other showing a
strong inductive electron-donating effect but simulta-
neously possessing vacant d-orbitals. These factors could
lead to conformational properties and stereoelectronic
hyperconjugative interactions in silathiacyclohexanes
which may be different than those observed in previously
investigated diheterocyclohexanes7–13 (F. Freeman, V. de
Venecia Carino and T. Q. Tu, unpublished data).


QUANTUM MECHANICAL METHODS


Equilibrium geometries, conformational paths and transi-
tion states (first-order saddle points) are indispensable in


the study of conformational analysis. Mapping out the
potential energy surface (PES) involves optimizing con-
formations and finding the transition states that connect
them.14–18 The geometry-optimized structures and the
energy calculations were carried out at the B3LYP/
6–311þG(d,p) level of theory with the Spartan’02
Macintosh,16,19 Spartan’02 Unix16,19 and Gaussian 9820,21


computational programs. Intrinsic reaction path (IRC)
calculations were done using the procedure of Schlegel
and Gonzalez.14,22 The B3LYP method23 makes use of a
three-parameter functional that is a hybrid of exact
(Hartree–Fock) exchange terms and gradient-corrected
exchange and correlation terms, similar to those first
suggested by Becke.24 Density functional theory provides
electron correlation which is often important in confor-
mational studies.25 The use of d-functions for polariza-
tion is important and basis sets with diffuse functions are
important for anions and for molecules with lone pair


Figure 5. Half-chair (4h–m) and sofa (4n–s) conformations of 3-silathiacyclohexane
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electrons. The 6–311þG(d,p) basis set takes into ac-
count the relatively diffuse nature of lone pairs and the
more spread out electron density of anions relative to
neutral atoms.21a,26 It is the practice to use the MP2/6–
31G(d) level of theory for charge distribution analysis
calculations.21a


All structures were characterized as minima (zero
imaginary frequency) or transition structures (first-order
saddle points, one imaginary frequency). Vibrational
frequencies were computed on the geometry-optimized
structures at 298.15 K and 1 atm pressure. The zero point
vibrational energies (ZPE) were scaled by 0.9804 in the
relative thermodynamic parameters calculations.12a,27


The atomic charges, additional geometric parameters
and thermochemical data for conformers of the silathia-
cyclohexanes are given in the Supplementary Information
(SI), available in Wiley Interscience. Total energies
are given in hartrees [1 hartree¼ 1 atomic unit (au)¼
627.5095 kcal mol�1] and the other energies are in


kcal mol�1. The dipole moments are given in debye (D)
and the entropies are given in entropy units (eu).


RESULTS AND DISCUSSION


Structural parameters, if critically evaluated, are very
reliable probes for predicting, diagnosing and under-
standing stereoelectronic hyperconjugative interactions.
The weakening (elongation) of the axial C—H bond has
been observed experimentally and computationally for
the chair, twist and boat conformers of cyclohexane,
silacyclohexane (1, Fig. 1),2h thiacyclohexane (2, Fig. 2)4,5


and other heterocyclohexanes.7–13,28,29 The longer C—
Hax bond (versus C—Heq) in cyclohexane and in silacy-
clohexane (1) (�C—Hax ! �*C—Hax) and the longer
Si—Hax bond (versus Si—Heq) in silacyclohexane (1)
is the result of stereoelectronic hyperconjugative interac-
tions (�C—Hax ! �*Si—Hax). In the chair conformer (2a)


Figure 6. Chair (5a), twist (5b, c) boat (5d, e), half-chair (5f–h) and sofa (5i–l) conformations of 4-silathiacyclohexane
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of thiacyclohexane the C2—Hax bond is longer (�r¼
0.002 Å) than the C2—Heq bond (�C3—Hax ! �*C2—Hax,
�C6—S ! �*C2—Heq, nS ! �*C2—Hax).4,5,11a The
small difference in the C—H bond lengths at C2 in 2a
is consistent with the poor ability of sulfur to participate
as a donor in nS ! �*C—Hax hyperconjugation. The
C3—Hax bond in 2a is shorter (�r¼ 0.003 Å) than
the C3—Heq bond [homoanomeric effect n(S)ax !
�—�*C3—Heq, �S—C2 ! �*C3—Heq>�C2—Hax !
�*C3—Hax and �C4—Hax ! �*C3—Hax]. The C4—Hax
bond in 2a is longer (�r¼ 0.003 Å) than the C4—Heq
bond (�C—Hax ! �*C—Hax), but the C5—Hax bond is
shorter (�r¼ 0.003 Å) than the C5—Heq bond (�C—Hax


! �*C—Hax).
The Si—C bond has proven to be a sensitive


indicator of the electronic properties of remaining sub-


stituents on silicon.30 Hyperconjugation,30d,e negative
hyperconjugation (anomeric effect),30f–i electronegativi-
ty,30j–l and participation of d-orbitals have been invoked
to explain short Si—C bonds. Charge density distribu-
tions have been widely used in studies of molecular
structure and bonding and several methods have been
utilized for calculating atomic charges.15–18,31 Silicon is
relatively electropositive and bonds to silicon are gen-
erally considered to be rather polar. The hydrogen at-
tached to an Si atom has an excess negative charge
whereas the hydrogen attached to a carbon atom bears a
slight positive charge. The atomic population gives a
quantification of the charge transfer and an indication of
the ionic contribution to the bond. The atomic charges for
the chair conformers of the silathiacyclohexanes (3a, 4a,
5a) are given in the Supplementary Information (Fig. SI-1).


Figure 7. B3LYP/6–311þG(d,p) potential energy diagram for the chair–chair interconversion of silacyclohexane (1)
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2-Silathiacyclohexane (3)


By analogy with cyclohexane, silacyclohexane (1) and
thiacyclohexane (2), there are 19 conformations to be
considered for the conformational interconversion of 2-
silathiacyclohexane (3).4,8,9,32–34 Seven of these confor-
mations are shown in Fig. 3. Vibrational frequency
calculations identified four minima [chair (3a), 1,4-twist
(3b), 2,5-twist (3c), 3,6-twist (3d)] and three transition
states (1,4-boat [3e]


z
, 2,5-boat [3f]


z
and 3,6-boat [3g]


z
)


for 2-silathiacyclohexane.
The three boat transition states of 2-silathiacyclohex-


ane (3) are close in energy (Table 1). The calculated
energy differences (�E, kcal mol�1) between the chair
conformer (3a) and the respective 1,4-boat ([3e]


z
,


�E¼ 4.98), 2,5-boat ([3f]
z
, �E¼ 4.81), and 3,6-boat


([3g]
z
, �E¼ 4.67) transition states of 2-silathiacyclohex-


ane are similar. The chair conformer (3a) of 2-silathia-
cyclohexane is 4.10, 3.00 and 3.81 kcal mol�1,
respectively, more stable than the 1,4-twist (3b), 2,5-twist
(3c), and 3,6-twist (3d) conformers (Table 1). The long
S—Si, Si—C and Si—H bonds help to minimize re-
pulsive non-bonded interactions in the twist conformers
(Table 2). Non-bonded interaction energies are difficult
contributions to evaluate and may be attractive or repul-
sive. By analogy with some of the factors in acyclic
systems, the relative stability of the twist conformers in


the 2-silathiacyclohexane (3c< 3d< 3b), 3-silathiacy-
clohexane (4d< 4b< 4d) and 4-silathiacyclohexane
(5b< 5c ) may be determined by a number of factors
including hyperconjugation,31a,b an unfavorable overlap
interaction between the bond orbitals in the eclipsed
conformation,31c a favorable interaction (bonding–anti-
bonding orbitals) in the staggered conformation,31d–f


electrostatic interactions of weakly polarized bonds and
the relative destabilizing non-bonded interactions in the
eclipsed CH2—CH2 fragments. Non-bonded vicinal in-
teractions in the CH2—SiH2 fragments are probably
minimal since in the fully eclipsed conformation the
H � � �H non-bonded distance is much longer than the


Table 1. Total energies and relative thermodynamic para-
meters for conformers and transition states of 2-silathi-
acyclohexane (3)


Conformer
or transition Total energy �E �H� �G�


state (au) (kcal mol�1)(kcal mol�1) (kcal mol�1)


3a �846.261061
3b �846.254532 4.10 4.14 3.70
3c �846.256285 3.00 3.05 2.84
3d �846.254994 3.81 3.89 3.37
[3e]


z �846.253124 4.98 4.50 5.07
[3f]


z �846.253391 4.81 4.30 4.86
[3g]


z �846.253623 4.67 4.19 4.97
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sum of the van der Waals radius for hydrogen. The two
non-bonded vicinal H � � �H distances in 3b are less than
(2.36 Å) the sum of the van der Waals radius for hydrogen
(2.40 Å).35 The same is true for 3c (2.38 Å) and 3d, but in
3d the non-bonded distances are shorter (2.35 Å).


The S—C bond (1.862 Å) in 3a (Table 2) is longer than
the S—C bond in thiacyclohexane (2) whereas the Si—C
bond (1.885 Å) is similar to that in silacyclohexane (1).
The C3—C4 bond (1.545 Å) is longer than the C4—C5
bond (�r¼ 0.006 Å) and the C5—C6 bond
(�r¼ 0.014 Å). This is another example of when silicon
is attached to a Csp3—Csp3 bond it causes an elongation of
that Csp3—Csp3 bond. In the 1,4-twist conformer of 2-
silathiacyclohexane (3b) the Si—S bond is 2.166 Å,
which is longer than that in the chair conformer (3a),
the same as in the 2,5-twist (3c) conformer and shorter
than that in the 3,6-twist conformer (3d, 2.157 Å,
Tables 3c–f in the Supplementary Information). The
S—C bond in 3b (1.867 Å) is longer than those in the
chair (3a) and 2,5-twist (3c, 1.860 Å) conformers and
shorter than that in the 3,6-twist conformer (3d, 1.869 Å).
The Si—C bond (1.889 Å) in 3b is longer than that in the
chair conformer (3a) and shorter than those in 3c
(1.898 Å) and 3d (1.899 Å). In 3b the C3—C4 bond
(1.551 Å) is longer than the C4—C5 bond (1.545 Å) and
the C5—C6 bond (1.533 Å, Table 2).


Equal C—H or Si—H bonds may suggest an absence
of steroelectronic hyperconjugative interactions or that
the interactions involving different bonds are present at
the same time but are equal in magnitude. In the chair
conformer of 2-silathiacyclohexane (3a) the Si—Hax
bond (1.490 Å) is longer (�r¼ 0.006 Å) than the Si—
Heq bond (nS ! �*Si2–Hax, �C3—Hax ! �*Si2—Hax>
�C6—S ! �*Si2—Heq) and the C3—H bonds are equal
(1.096 Å). The equal C3—H bonds in 3a may be due to
a competition between �C—Hax ! �*C—Hax which
weakens the C3—Hax bond and an opposing homoano-
meric effect (nSax ! �*C3—Heq) that weakens the C3—
Heq bond. Anderson and co-workers13 proposed a homo-
anomeric hyperconjugation between the equatorial lone
pair on the �-oxygen atom and C3—Heq in a W-arrange-
ment in order to explain the weaker C3—Heq bonds in
1,2,4-trioxacyclohexane. Alabugin and co-workers12 sug-
gested that it is the axial (p-type) rather than the equatorial
(s-type) lone pair at the �-oxygen atom that is involved in
the stereoelectronic interaction. The C4—Hax bond in 3a
is shorter (�r¼ 0.003 Å) than the C4—Heq bond, the
C5—Heq bond is longer (�r¼ 0.002 Å) than the C5—
Hax bond (�S—C6 ! �*C5—Heq>�C6—Hax ! �*C5—Hax,
�C4—Hax ! �* C5—Hax) and the C6—Hax bond is longer
(�r¼ 0.002 Å) than the C6—Heq bond (�C5—Hax !
�*C6—Hax, nS ! �*C6—Hax). Hence the proposed stereo-
electronic hyperconjugative interactions in the chair con-
former of 2-silathiacyclohexane (3a) are analogous to
those suggested for the chair conformers of cyclohexane,
silacyclohexane (1a)2h and thiacyclohexane (2a).4,5,11,12


Stereoelectronic hyperconjugative interactions are in-
fluenced by and depend on the geometric arrangements
about the bonds involved. Hyperconjugative delocali-
zation for n ! �* interactions is maximized when the
donor lone pair is antiperiplanar to the antibonding
acceptor orbitals. Influences of geometric parameters on
stereoelectronic hyperconjugative interactions are seen in
a comparison of the torsional angles and the bond lengths
in the chair (3a) and twist conformers (3b–d) of 2-
silathiacyclohexane (Tables 3c–f in the Supplementary
Information). In the 1,4-twist conformer (3b) the Si—
Hax bond is longer (�r¼ 0.004 Å) than the Si—Heq
bond, the C3—H bonds are equal, the C4—H bonds are
equal, the C5—H bonds are equal and the C6—Hax
bond is longer (�r¼ 0.002 Å) than the C6—Heq bond
(�C5—Hax ! �*C6—Hax, nS ! �*C6—Hax). In the 2,5-
twist conformer (3c), the respective C—H bonds at C3
and C4 are equal, the C5—H1iso bond is longer
(�r¼ 0.004 Å) than the C5—H2iso bond and the
C6—H�ax bond (1.094 Å) is longer (�r¼ 0.002 Å)
than the C6—H�eq bond. In the 3,6-twist (3c) confor-
mer, the C—H bonds at C3, C4 and C5 are equal and the
C6—H1iso bond (1.092 Å) is shorter (�r¼ 0.002 Å)
than the C6—H2iso bond.


The Si—H�ax bond is longer than the Si—H�eq
bond and the C5—H�ax bond is longer than the C5—
H�eq bond in the 1,4-boat transition state [3e]


z
of


Table 2. B3LYP/6–311þG(d,p) equilibrium geometry for the
chair conformer (3a) of 2-silathiacyclohexane


Parameter Value


Bond length (Å):
S1—Si2 2.159
S1—C6 1.862
Si2—Hax 1.490
Si2—Heq 1.484
Si2—C3 1.885
C3—C4 1.545
C4—C5 1.539
C5—C6 1.531
C3—Hax 1.096
C3—Heq 1.096
C4—Hax 1.098
C4—Heq 1.095
C5—Hax 1.095
C5—Heq 1.097
C6—Hax 1.093
C6—Heq 1.091


Bond angle (�):
S1—Si2—C3 106.7
S1—C6—C5 115.6
Si2—S1—C6 97.5
Si2—C3—C4 112.8
C3—C4—C5 114.7
C4—C5—C6 115.4
H—Si2—H 109.1


Torsional angle, � (�):
S1—Si2—C3—C4 49.7
S1—C6—C5—C4 �70.0
Si2—C3—C4—C5 �58.7
C3—C4—C5—C6 68.1
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2-silathiacyclohexane, the Si—H�ax bond is longer than
the Si—H�eq bond and the C6—H�ax bond is longer
than the C6—H�eq bond in the 2,5-boat transition state
[3f]


z
and the Si—H bonds are equal and the C6—H�ax


bond is shorter than the C6-H�eq bond in the 3,6-boat
transition state [3g]


z
.


The Si—C3—C4 bond angle in the chair conformer
(3a) of 2-silathiacyclohexane is larger than the Si—
C2—C3 bond angle in the chair conformer of silacyclo-
hexane (1a) and the S—C6—C5 bond angle in 3a is
larger than the S—C2—C3 bond angle in the chair
conformer of thiacyclohexane (2a). With the exception
of the 1,4-twist conformer (3b), the C3—C4—C5 bond
angles in 3a, c and d are larger than the C4—C5—C6
bond angles.


3-Silathiacyclohexane (4)


The 19 conformations considered for involvement in the
conformational interconversion of 3-silathiacyclohexane
(4) are shown in Figs 4 and 5. Frequency calculations
identified four minima [chair (4a), 1,4-twist (4b), 2,5-
twist (4c), 3,6-twist (4d)] and five transition states (1,4-
boat [4e]


z
, 2,5-boat [4f]


z
, 3,6-boat [4g]


z
, half-chair [4k]


z
,


four atoms coplanar, sofa [4s]
z
, five atoms coplanar) for


3-silathiacyclohexane.
IRC calculations at the HF/6–31þG(d,p) level of


theory showed that half-chair transition state [4k]
z


con-
nected the chair (4a) and 1,4-twist (4b) conformers of 3-
silathiacyclohexane. The HF/6–31þG(d,p) imaginary
frequency at �61 cm�1 suggests that the 2,5-boat transi-
tion state [4f]


z
is the barrier to the interconversion of the


enantiomers of the 1,4-twist conformer (4b). The HF/6–
31þG(d,p) energy difference between the chair confor-
mer (4a) and half-chair transition state [4k]


z
is


5.14 kcal mol�1. At the B3LYP/6–31þG(d,p) and
B3LYP/6–311þG(d,p) levels of theory, the sofa transi-
tion state [4s]


z
was located. Intrinsic reaction path calcu-


lations at the B3LYP/6–311þG(d,p) level of theory
showed that the sofa transition state [4s]


z
connects the


chair (4a) and 2,5-twist (4c) conformers of 3-silathi-
acyclohexane (Fig. 8). The imaginary frequency at
�79 cm�1 for the 3,6-boat transition state [4g]


z
suggests


that it is the barrier to the interconversion of the enantio-
mers of the 2,5-twist conformer (4c). The B3LYP/6–
31þG(d,p) and B3LYP/6–311þG(d,p) energy differ-
ences (�E) between the chair conformer (4a) and sofa
transition state [4s]


z
are 5.14 and 5.58 kcal mol�1, respec-


tively (Table 3). The chair–chair interconversion path
for 3-silathiacyclohexane (4a, Fig. 8) is similar to that
for cyclohexane and thiacyclohexane (2a) but different
than that for silathiacyclohexane (1a, Fig. 7) and 4-
silathiacyclohexane (5a, Fig. 9). It is of interest that
the barrier to the chair–chair interconversion of 3-
silathiacyclohexane is closer to those for silacyclohexane
(1a, 5.47 kcal mol�1) and 4-silathiacyclohexane (5a,


4.82 kcal mol�1) than those for cyclohexane (10.2 kcal
mol�1) and thiacyclohexane (2a, 9.4 kcal mol�1). Hence
it is seen that when a ring carbon in a cyclohexane or
thiacyclohexane (2) is substituted by a silicon atom, the
resulting chair conformer becomes more flexible owing
to the longer Si—C bond and the flattening of the ring
at the silicon atom. This leads to lower barriers for the
conformational interconversion processes although the
paths may be different (cf. Figs 7–9).


There are relatively small energy differences among
the twist conformers of 3-silathiacyclohexane (Table 3).
The chair conformer (4a) is 3.91, 4.02 and
3.47 kcal mol�1, respectively, more stable than the 1,4-
twist (4b), 2,5-twist (4c) and 3,6-twist (4d) conformers.
As for the twist conformers of 2-silathiacyclohexane
(3c< 3d< 3b, see above), the relative stability of the
twist conformers is determined by a number of factors
including orbital interactions, electrostatic interactions
and the relative destabilizing non-bonded interactions in
the eclipsed CH2—CH2 fragments.33 In 4c there are four
repulsive vicinal H � � �H non-bonded interactions (2.36 to
2.38 Å), whereas 4d and 4b have only one such interac-
tion, the H � � �H non-bonded distance being shorter in the
latter.


In the chair conformer of 3-silathiacyclohexane (4a),
the S—C2 bond is longer (�r¼ 0.004 Å) than the S—C6
bond, the Si—C bonds are equal and the C4—C5 bond is
longer (�r¼ 0.011 Å) than the C5—C6 bond (Table 4).
This is another example of when silicon is attached to a
Csp3—Csp3 bond it causes an elongation of the Csp3—Csp3


bond. In the 1,4-twist conformer (4b), the S—C2 bond is
shorter (�r¼ 0.007 Å) than the S—C6 bond, the Si—C2
bond is shorter (�r¼ 0.010 Å) than the Si—C4 bond and
the C4—C5 bond is longer (�r¼ 0.012 Å) than the C5—
C6 bond. In contrast to the 1,4-twist conformer 4b, in the
2,5-twist conformer (4c), the S—C2 bond is longer
(�r¼ 0.006 Å) than the S—C6 bond, the Si—C2 bond
is longer (�r¼ 0.010 Å) than the Si—C4 bond and the
C4—C5 bond is longer (�r¼ 0.010 Å) than the C5—C6
bond (Tables 4c–f in the Supplementary Information). In
the 3,6-twist conformer (4d) the S—C2 bond is shorter
(�r¼ 0.011 Å) than the S—C6 bond, the Si—C bonds
are equal and the C4—C5 bond is longer (�r¼ 0.006 Å)
than the C5—C6 bond.


In the chair conformer of 3-silathiacyclohexane (4a),
the Si—Hax bond is shorter (�r¼ 0.004 Å) than the
Si—Heq bond (homoanomeric effect nSax ! �*Si—Heq,
�S–C2 ! �*Si—Heq>�C2—Hax ! �*Si—Hax and �C4—Hax


! �*Si—Hax), which is in contrast to what is observed
in the chair conformers of silacyclohexane (1a), 2-
silathiacyclohexane (3a) and 4-silathiacyclohexane (5a),
but is similar to C3 in the chair conformer of thiacyclo-
hexane (2a). In the 1,4-twist conformer (4b) the Si—
H�ax bond is shorter (�r¼ 0.003 Å) than the Si—H�eq
bond, in the 2,5-twist conformer (4c) the Si—H�ax bond
is longer (�r¼ 0.002 Å) than the Si—H�eq bond and in
the 3,6-twist conformer (4d) the Si—H1iso bond is
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shorter (�r¼ 0.007 Å) than the Si—H2iso bond (Tables
4d–f in the Supplementary Information).


In the chair conformer of 3-silathiacyclohexane (4a), at
C2 (�r¼ 0.002 Å), C4 (�r¼ 0.003 Å) and C6
(�r¼ 0.003 Å) the respective C—Hax bonds are longer
than the C—Heq bonds (�C—Hax ! �*C—Hax). In the
1,4-twist conformer (4b), at C2 and C4 the respective
C—H bonds are equal. In the 2,5-twist conformer (4c),


the C2—Hiso bonds are equal, the C4—H�ax bond is
longer (�r¼ 0.002 Å) than the C4—H�eq bond and the
C6—H�ax bond is longer (�r¼ 0.002 Å) than the C6—
H�eq bond. In the 3,6-twist conformer (4d), the C2—H
bonds are equal and the respective C—H bonds at C4,
C5, and C6 are equal.


In the chair conformer of 3-silathiacyclohexane (4a),
the C5—Hax bond is shorter (�r¼ 0.003 Å) than the
C5—Heq bond (�S—C6 ! �*C5—Heq>�C6—Hax !
�*C5—Hax, �C4—Hax ! �*C5—Hax). The shorter C5—
Hax bond in 4a is similar to that observed in the chair
conformer (2a) of thiacyclohexane. In the 1,4-twist con-
former (4b), the C5—H bonds are equal, in the 2,5-twist
conformer (4c) the C5—1Hiso bond is longer
(�r¼ 0.002 Å) than the C5—2Hiso bond and in the
3,6-twist conformer (4d) the C5—H bonds are equal.


4-Silathiacyclohexane (5)


The 12 conformations considered for involvement in the
conformational interconversion path of 4-silathiacyclo-


Table 3. Total energies and relative thermodynamic para-
meters for conformers and transition states of 3-silathia-
cyclohexane (4)


Conformer
or transition Total energy �E �H� �G�


state (au) (kcal mol�1)(kcal mol�1) (kcal mol�1)


4a �846.237481
4b �846.231243 3.91 4.01 3.33
4c �846.231069 4.02 4.10 3.62
4d �846.231952 3.47 3.54 3.13
[4e]


z �846.229373 5.09 4.93 5.21
[4f]


z �846.231100 4.00 3.95 4.32
[4s]


z �846.228589 5.58 5.37 5.36


Figure 8. B3LYP/6–311þG(d,p) potential energy diagram for the chair–chair interconversion of 3-silathiacyclohexane (4)
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hexane (5) are shown in Fig. 6. Vibrational frequency
calculations identified three minima [(chair 5a, Cs sym-
metry), 1,4-twist (5b, C2 symmetry), 2,5-twist (5c)] and
two transition states, (2,5-boat, [5e]


z
, half-chair transition


state ([5f]
z
, Fig. 9) for 4-silathiacyclohexane.


The energy difference between the chair conformer
(5a) and the 2,5-boat transition state ([5e]


z
) is


4.13 kcal mol�1 (Table 5). IRC calculations at the HF/6–
311þG(d,p) and B3LYP/6–311þG(d,p) levels of theory
showed that the half-chair transition state [5f]


z
connected


the enantiomeric chair conformers (5a) via the 2,5-twist
conformer (5c). The HF/6–311þG(d,p) and B3LYP/6–
311þG(d,p) energy differences (�E) between the chair
conformer (5a) and the half-chair transition structure [5f]


z


were 5.67 and 4.82 kcal mol�1, respectively. Hence it is
seen that the path for the chair–chair interconversion of 4-
silathiacyclohexane (5a, Fig. 9) is different to that for
cyclohexane (1a) but similar to those for silacyclohex-
ane(1a)2g,h and thiacyclohexane (2a).4 The barrier (�E)


to the chair–chair interconversion of 5a is similar to those
of silacyclohexane (1a) and 3-silathiacyclohexane (4a)
and significantly smaller than those of cyclohexane and
thiacyclohexane (2a).


Figure 9. B3LYP/6–311þG(d,p) potential energy diagram for the chair–chair interconversion of 4-silathiacyclohexane
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The chair conformer (5a) of 4-silathiacyclohexane is
3.05 and 4.04 kcal mol�1, respectively, more stable than
the 1,4-twist (5b) and 2,5-twist (5c) conformers (Table 5).
The relative stability of the conformers (5a< 5b< 5c)
may be determined by a number of causes, including
relative repulsive non-bonded interactions in the eclipsed
CH2—CH2 fragments.31 The relative energies of con-
formers 5a< 5b< 5c follow the same order as the degree
of eclipsing of C—H bonds in the H—C2—C3—H
fragments. The chair conformer (5a) is virtually stag-
gered, the 1,4-twist conformer (5b) is slightly eclipsed
(the smallest H—C2—C3—H torsional angle is 52.4�)
and the 2,5-twist conformer (5c) is eclipsed more con-
siderably (the smallest H—C2—C3—H torsional angles
are 48.8� and 46.3�).


In the chair (5a) and 1,4-twist (5b) conformers of 4-
silathiacyclohexane, the respective S—C and Si—C
bonds are equal (Table 6). However, in the 2,5-twist
conformer (5c), the S—C2 bond is significantly longer
(�r¼ 0.018 Å) than the S—C6 bond, the Si—C3 bond is
shorter (�r¼ 0.009 Å) than the Si—C5 bond and the
C—C bonds are equal.


In the chair conformer (5a) of 4-silathiacyclohexane,
the C2—H bonds are equal, the C3—Heq bond is longer
(�r¼ 0.002 Å) than the C3—Hax bond and the Si—Hax


bond is longer (�r¼ 0.004 Å) than the Si—Heq bond. In
the 1,4-twist conformer (5b), the respective C2—H
bonds and C3—H bonds are equal. In the 2,5-twist
conformer (5c), the C2—Hiso bonds are equal, the
C3—H bonds are equal, the Si—H�eq bond is longer
(�r¼ 0.003 Å) than the Si—H�ax bond and the C5—
H1iso bond is longer (�r¼ 0.003 Å) than the C5—H2iso
bond (Tables 5c–e in the Supplementary Information).


The chair conformer of 2-silathiacyclohexane (3a)
is lower in energy (�E) than the chair conformers of
3-silathiacyclohexane (4a, �846.237481 au, �E¼
15.4kcalmol�1) and 4-silathiacyclohexane (5a, �846.236751
au, �E¼ 15.9 kcal mol�1). Hence the most stable isomer
(3a) is the one with the silicon–sulfur bond. One can
attribute this greater stability in part to the electrostatic
interactions between the electropositive silicon and elec-
tronegative sulfur since the charge differences follow the


Table 6. B3LYP/6–311þG(d,p) equilibrium geometry for the
chair conformer (5a) of 4-silathiacyclohexane


Parameter Value


Bond length (Å):
S1—C2 1.840
S1—C6 1.840
C2—C3 1.538
C3—Si4 1.894
Si4—C5 1.894
C5—C6 1.538
C2—Hax 1.094
C2—Heq 1.093
C3—Hax 1.095
C3—Heq 1.097
Si4—Hax 1.492
Si4—Heq 1.488


Bond angle (�):
S1—C2—C3 114.5
S1—C6—C5 114.5
C2—S1—C6 100.7
C2—C3—Si4 112.3
C3—Si4—C5 107.6
Hax—Si4—Heq 108.3


Torsional angle, � (�):
S1—C2—C3—Si4 60.5
S1—C6—C5—Si4 �60.5
C2—C3—Si4—C5 �45.9
C3—Si4—C5—C6 45.9


Table 4. B3LYP/6–311þG(d,p) equilibrium geometry for the
chair conformer (4a) of 3-silathiacyclohexane


Parameter Value


Bond length (Å):
S1—C2 1.844
S1—C6 1.840
C2—Si3 1.892
Si3—Hax 1.487
Si3—Heq 1.491
Si3—C4 1.893
C4—C5 1.543
C5—C6 1.532
C2—Hax 1.094
C2—Heq 1.092
C4—Hax 1.098
C4—Heq 1.095
C5—Hax 1.095
C5—Heq 1.098
C6—Hax 1.095
C6—Heq 1.092


Bond angle (�):
S1—C2—Si3 110.2
S1—C6—C5 115.6
C2—S1—C6 101.1
C2—Si3—C4 107.1
Si3—C4—C5 113.8
C4—C5—C6 113.9
Hax—Si—Heq 108.7


Torsional angle, � (�):
S1—C2—Si3—C4 50.4
S1—C6—C5—C4 �69.1
C2—Si3—C4—C5 �48.1
Si3—C4—C5—C6 57.2


Table 5. Total energies and relative thermodynamic
parameters for conformers and transition states of 4-silathia-
cyclohexane (5)


Conformer
or transition Total energy �E �H� �G�


state (au) (kcal mol�1) (kcal mol�1) (kcal mol�1)


5a �846.236751
5b �846.231173 3.50 3.57 3.10
5c �846.230310 4.04 4.10 3.44
[5e]


z �846.230168 4.13 3.65 4.49
[5f]


z �846.229070 4.82 4.31 4.74
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same order: �q¼ qSi – qS¼ 0.701, 0.422 and 0.402 for 3a,
4a and 5a, respectively (Fig. SI-1 in the Supplementary
Information). It is worth noting in the 3,6-twist conformer
(3d) of 2-silathiacyclohexane, the 1,4- and 2,5-twist
conformers of 3-silathiacyclohexane (4b) and (4c) and
the 2,5-twist conformer of 4-silathiacyclohexane (5c) that
the silicon-containing fragment of the respective mole-
cule deviates only slightly from planarity. The ‘ideal’
torsional angle C2—C3—C4—C5 in the twist confor-
mer of cyclohexane is 30�, whereas the corresponding
angles in 3d (S—Si—C3—C4, 16.5�), in 4b (C2—Si—
C4—C5, 15.2�), in 4c (S—C2—Si—C4, 17.5�) and in
5c (C3—Si—C5—C6, 12.3�) are significantly smaller
than 30�. The reason has to do with the much longer Si—
H bond length compared with the C—H bond.


CONCLUSIONS


Stereoelectronic hyperconjugative interactions, relative
energies and geometric parameters for conformers and
transition states of 2-, 3- and 4-silathiacyclohexane were
calculated at the B3LYP/6–311þG(d,p) level of theory.
The chair conformer of 2-silathiacyclohexane is 15.4 and
15.9 kcal mol�1, respectively, lower in energy than the
chair conformers of 3- and 4-silathiacyclohexane. IRC
calculations were used to connect the transition state
between the chair and 2,5-twist conformers of 3-silathia-
cyclohexane. The chair–chair interconversion path for 3-
silathiacyclohexane, which is similar to those for cyclo-
hexane and thiacyclohexane, is chair ! [sofa]


z ! 2,5-
twist ! [3,6-boat]


z ! 2,5-twist ! [sofa]
z ! chair,


with the barrier height being associated with the step of
chair ! [sofa]


z
. The path for the chair–chair conforma-


tional interconversion of 4-silathiacyclohexane is similar
to that for silacyclohexane and proceeds via the 2,5-twist
conformer (intermediate) without going through a boat
conformation. The barriers (�E, kcal mol�1) to the chair–
chair conformational interconversions in 3-silathiacyclo-
hexane (5.15) and 4-silathiacyclohexane (4.62) are sig-
nificantly smaller than those for cyclohexane and
thiacyclohexane (9.47), but similar to that for silacyclo-
hexane (5.47). The S—Si bond lengths in the chair, 1,4-
twist, 2,5-twist and 3,6-twist conformers of 2-silathiacy-
clohexane are 2.159, 2.166, 2.166 and 2.157 Å, respec-
tively. Stereoelectronic hyperconjugative interactions
were predicted for the chair and twist conformers and
boat transition states of 2-, 3- and 4-silathiacyclohexane.
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ABSTRACT: The gas-phase elimination kinetics of the title compounds were determined over the temperature range
350–430 �C and pressure range 35–240 Torr (1 Torr¼ 133.3 Pa). The reactions, which were carried out in a static
reactor system, seasoned with allyl bromide and in the presence of a free radical inhibitor, are homogeneous,
unimolecular and obey a first-order rate law. The temperature dependences of the overall rate coefficients are given by
the following Arrhenius equations: for ethyl oxamate, log [k1 (s�1)]¼ (13.28� 0.20) – (203.7� 2.5) kJ mol�1


(2.303RT)�1, for ethyl N,N-dimethyloxamate, log [k1 (s�1)] ¼ (13.06� 0.34) – (206.8� 4.4) kJ mol�1(2.303RT)�1,
and for ethyl oxanilate, log [k1 (s�1)]¼ (13.86� 0.12)–(207.4� 1.5) kJ mol�1(2.303RT)�1. The overall rates, the
partial rates and the kinetic and thermodynamic parameters of these eliminations are presented and discussed.
These reactions appear to proceed through moderately polar cyclic transition states. Copyright # 2004 John Wiley &
Sons, Ltd.
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INTRODUCTION


Ethyl N-methyl-N-phenylcarbamate was the first carba-
mate substrate to be pyrolyzed in the gas phase.1 This
compound was found to produce N-methylaniline, ethy-
lene and carbon dioxide [reaction (1)].


PhðCH3ÞNCOOCH2CH3 ! PhNHCH3 þ H2C ¼ CH2 þ CO2


ð1Þ


Additional work on the elimination kinetics of N,N-
dimethylcarbamates led researchers to consider a gener-
ally accepted mechanism of a six-membered cyclic
transition state similar to those described for acetates,
carbonates and xanthates1–6 [reaction (2)].


ð2Þ


A carbamate with a hydrogen atom at the nitrogen and
without a C�—H bond at the alkyl side of the ester,
such as methyl N-methylcarbamate,7 yielded elimination
products which differ from those of ethyl N-methyl-N-
phenylcarbamate1 [reaction (3)].


CH3NHCOOCH3 ! CH3NCO þ CH3OH ð3Þ


Apparently, the H atom attached to nitrogen was
considered to be responsible for a different mechanistic
pathway, and the decomposition process was rationalized
in terms of a four-membered cyclic transition state,
shown in Scheme 1.7


Scheme 1


Kwart and Slutsky suggested from ethyl N,N-dimethy-
lcarbamate pyrolyses6,8 that carbamate decomposition
proceeds through an intermediate whose structure lies
between a semi-concerted six-membered cyclic transition
state and an intimate ion-pair type of mechanism. Further
work on the elimination kinetics of 2-alkyl-2-substituted
ethyl N,N-diethylcarbamates9 revealed a rate enhance-
ment of ethylene elimination in the order tert-butyl>
isopropyl> ethyl, which is consistent with the sequence
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of the comparative rates for the corresponding 2-alkyl-
2-substituted-ethyl N,N-dimethylcarbamates.10 The re-
sults of these eliminations suggested that C�—O bond
polarization, in the direction C�


�þ—O��, is impor-
tant and that the mechanism proceeds according to
reaction (2).


The presence of phenyl and bulky groups at the N atom
of ethyl carbamates was found to decrease the rate of
elimination due to steric factors.11 The application of
various correlations methods12,13 such as the steric para-
meters Hancock’s Es


c, Taft’s Es, Charton’s �, the inductive
�I values and the Taft–Topsom equation for a consider-
able number of 2-substituted-ethyl N,N-dimethylcarba-
mates,12 (CH3)2NCOOCH2CH2Z, gave random points
with no meaning for mechanistic interpretation. How-
ever, the plotting of log (kZ/kCH3


) against the original Taft
�* values13 gave rise at the origin [�*(CH3)¼ 0.00] to
three good straight lines. This result implied that small
alterations in the polarity of the transition state may be
due to changes in electronic transmission at the reaction
center. This means that a simultaneous effect may be
operating during the process of elimination. The mecha-
nisms were described according to each slope of the
straight lines. Moreover, the point positions of Z¼ phenyl
(C6H5) and isopropenyl [CH2


——C(CH3)] substituents
were found to fall far above the three lines. These
substituents were demonstrated to enhance the rate of
elimination due to the acidity of the benzylic and allylic
C�—H bond.14


With this background and with the literature de-
scribed below, it was of interest to investigate a related
type of carbamate molecule, such as one with the
interposition of a carbonyl group (C——O) between the
N atom and the acid side of the carbonyl ester, that is,
R2NCOCOOCH2CH3. Therefore, the substrates to be
examined were ethyl oxamate (H2NCOCOOCH2CH3),
ethyl N,N-dimethyloxamate [(CH3)2NCOCOOCH2


CH3] and ethyl oxanilate (PhNHCOCOOCH2CH3).
The substrates containing at least an H atom attached
to N may proceed in one step via a five-membered cyclic
transition state to yield CO gas, ethanol and the corre-
sponding isocyanate. However, as organic esters, they
are expected to produce ethylene gas and the corre-
sponding 2-oxo acid intermediates. These acid inter-
mediates decarboxylate in a similar to that observed for
pyruvic and benzoyl formic acids [reaction (4)].15,16


Another possible path of elimination can be related to a
recent publication on the pyrolysis kinetics of methyl
oxalyl chloride17 [reaction (5)], i.e. decarbonylation is
the first step of oxamate elimination, after which the
resulting carbamate decomposes to isocyanate and
ethanol and/or ethylene gas and the unstable carbamic
acid.


RCOCOOH ! RCHO þ CO2 ð4Þ


R ¼ Me;C6H5


ð5Þ


Two additional literature references have been found
useful in the conception of the present research work.
These are the study of the kinetics of CO2 elimination
from oxamic acid in several solvents18–20 and the kinetics
and stoichiometry of oxalic acid decomposition in the
gas phase.21


RESULTS AND DISCUSSION


Ethyl oxamate


The products of decomposition of ethyl oxamate in a
vessel seasoned with allyl bromide are ethanol and
isocyanic acid and, in slightly less amounts, ethylene,
CO2 and ammonia, by reaction (6).


ð6Þ


The theoretical stoichiometry in reaction (6) for the
molecular elimination of this substrate where pathways A
and B occur equally requires that the final pressure, Pf, be
3.5 times the initial pressure, P0. The average experi-
mental value of Pf/P0 at four different temperatures and
10 half-lives is 3.3 (Table 1). The fact that Pf/P0< 3.5
can be attributed to the fact that the ethyl carbamate
intermediate of reaction (6) does not decompose equiva-
lently to five products (see Table 6). However, it was
possible to corroborate the stoichiometry of reaction (6),
up to 76% decomposition, by comparing the percentage
decomposition of the substrate from pressure measure-
ments with those obtained from the sum of the gas chro-
matographic (GC) analyses of the products ethanol and
ethylene (Table 2). The reaction appears to be homo-
geneous since no significant effects on rates were ob-
tained on using both clean and seasoned Pyrex vessels
with a surface-to-volume ratio of 6.0 relative to normal,
which is equal to 1.0 (Table 3). The addition of dif-
ferent proportions of propene, an effective free radical
inhibitor, had no effect on the rates and no induction
period was obtained (Table 4). The rates are reproducible
with a standard deviation of <5% at a given temperature.


In view of the stoichiometry of reaction (6), where
Pf/P0 is nearly 3, the rate coefficients for elimination,
calculated from k1¼ (2.303/t)log[2P0/(3P0�Pt)], are
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found to be invariant to the initial pressures (Table 5), and
agree with the sum of the k values from the ethanol
and ethylene analyses (Table 2).


The above-mentioned equation is the expression for
the formation of three products, and the rate coefficients
were calculated as follows:


A ! B þ C þ D


P0 � P P P P


If P0¼ initial pressure, P¼ pressure at time t and PT¼
total pressure, then


PT ¼ P0 � Pþ Pþ Pþ P ¼ P0 þ 2P


P ¼ ðPT � P0Þ=2


Since


k ¼ �1=t lnðC=C0Þ


where C0¼ initial concentration and C¼ concentration at
time t,


C0 ¼ P0 and C ¼ P0 � P ¼ ½P0 � ðPT � P0Þ=2�


C ¼ 2P0 � PT þ P0ð Þ=2 ¼ ð3P0 � PTÞ=2


Table 1. Ratio of final (Pf) to initial (P0) pressure


Compound Temperature ( �C) P0 (Torr)a Pf (Torr)a Pf/P0 Average


Ethyl oxamate 370.3 44.8 141.8 3.2 3.3
380.9 40.5 134.5 3.3
390.4 29.0 95.0 3.3
400.1 27.6 93.6 3.4


Ethyl N,N-dimethyloxamate 400.2 108 302 2.8 2.8
408.0 104 288 2.8
418.7 88 238 2.7
429.7 88 246 2.8


Ethyl oxanilate 359.2 30.0 91.0 3.0 2.9
370.9 76.0 225 3.1
378.9 54.0 147.5 2.7
391.7 76.0 205.0 2.7


a 1 Torr¼ 133.3 Pa.


Table 2. Stoichiometry of pyrolysis reactions


Compound Temperature ( �C) Parameter Value


Ethyl oxamate 380.9 Time (min) 5 10 15 20
Reaction (%) (pressure) 25.5 43.5 55.0 76.2
Ethylene (%) (GC) 9.3 15.1 20.1 26.1
Ethanol (%) (GC) 17.8 26.3 34.0 49.4
Sum (%) (GC) 27.1 41.4 54.1 75.5


Ethyl N,N-dimethyloxamate 408.0 Time (min) 4.5 7 8.5 20
Reaction (%) (pressure) 38.7 51.2 63.6 81.6
Ethylene (%) (GC) 34.0 53.1 64.1 82.3


Ethyl oxanilate 378.9 Time (min) 3 5 10 15
Reaction (%) (pressure) 27.3 42.9 64.3 72.4
Ethylene (%) (GC) 4.9 13.1 18.2 19.0
Ethanol (%) (GC) 19.5 32.9 44.1 54.3
Sum (%) (GC) 24.4 46.0 62.3 73.3


Table 3. Homogeneity of pyrolysis reactions


Compound S/V (cm�1)a 104 k1 (s�1)b 104 k1 (s�1)c


Ethyl oxamate at 390.4 �C 1 16.9 (�0.4) 16.7 (�0.8)
6 17.6 (�0.3) 17.5 (�0.3)


Ethyl N,N-dimethyloxamate at 400.2 �C 1 10.9 (�0.4) 10.4 (�0.3)
6 10.6 (�0.3) 10.5 (�0.4)


Ethyl oxanilate at 370.4 �C 1 10.3 (�0.3) 10.8 (�0.4)
6 10.0 (�0.2) 10.2 (�0.5)


a S¼ surface area; V¼ volume.
b Clean Pyrex vessel.
c Vessel seasoned with allyl bromide.
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Consequently,


k ¼ ð�1=tÞ ln½ð3P0 � PTÞ=2P0�


Changing sign:


k ¼ ð1=tÞ ln½2P0=ð3P0 � PTÞ�


or


k ¼ ð2:303=tÞ log½2P0=ð3P0 � PTÞ�


The temperature dependence of the overall and partial
rates of product formation [reaction (6), Table 6] gives,
by the least-squares procedure and with a 90% confidence
limit, the following Arrhenius equations:


Ethyl oxamate : log½kðs�1Þ� ¼ ð13:28 � 0:20Þ
� ð203:7 � 2:5ÞkJ mol�1ð2:303RTÞ�1; r ¼ 0:9998


Ethanol formation : log½kðs�1Þ� ¼ ð13:44 � 0:22Þ
� ð208:0 � 2:8ÞkJ mol�1ð2:303RTÞ�1; r ¼ 0:9997


Ethylene formation : log½kðs�1Þ� ¼ ð12:19 � 0:18Þ
� ð195:9 � 2:3ÞkJ mol�1ð2:303RTÞ�1; r ¼ 0:9998


Ethyl N,N-dimethyloxamate


The elimination products of ethyl N,N-dimethyloxamate
are dimethylformamide, ethylene and CO gas [reaction
(7)].


ð7Þ


Table 4. Effect of free radical inhibitors on pyrolysis reactionsa


Substrate Temperature ( �C) Ps
b (Torr) Pi


c (Torr) Pi/Ps 104 k1 (s�1)


Ethyl oxamated 380.9 56 — — 10.9 (�0.5)
45 46 1.0 10.1 (�0.2)
49 39 1.3 10.1 (�0.7)
51 33 1.6 10.6 (�0.2)


Ethyl N,N-dimethyloxamatee 408.0 85 — — 16.0 (�0.4)
82 108 1.3 17.0 (�0.64)
82 162 2.0 17.1 (�0.3)
88 250 2.8 17.7 (�0.6)


Ethyl oxanilated 370.5 76 — — 11.3 (�0.2)
36 27 1.3 11.2 (�0.4)
42 28 1.6 10.3 (�0.2)
38 85 2.2 10.3 (�0.4)


a Propene or toluene inhibitor.
bPs, pressure of the substrate.
cPi, pressure of the inhibitor.
d Propene inhibitor was used.
e Toluene inhibitor was used.


Table 5. Variation of rate coefficients with initial pressure


Compound Temperature ( �C) Parameter Value


Ethyl oxamate 380.9 P0 (Torr) 37 45 49 51
104 k1 (s�1) 10.5 (�0.5) 10.1 (�0.2) 10.1 (�0.7) 10.6 (�0.2)


Ethyl N,N-dimethyloxamate 420.2 P0 (Torr) 71 130 169 240
104 k1 (s�1) 27.7 (�0.8) 26.6 (�0.9) 26.7(�0.8) 27.1 (�1.0)


Ethyl oxanilate 378.9 P0 (Torr) 35 41 44 54
104 k1 (s�1) 19.1 (�0.3) 18.0 (�0.2) 18.8 (�0.3) 18.5 (�0.5)


Table 6. Temperature dependence of the rate coefficients
of ethyl oxamate


104 k (s�1)


T ( �C) Chromatographya Ethanolb Ethylenec


359.5 2.91 1.86 (�0.1) 1.05 (�0.1)
370.3 5.43 3.47 (�0.1) 1.96 (�0.1)
380.9 10.1 6.60 (�0.2) 3.52 (�0.2)
390.4 17.2 11.4 (�0.3) 5.80 (�0.2)
400.1 30.6 20.4 (�0.3) 10.2 (�0.2)


a Sum of the rate coefficients obtained from the quantitative chromato-
graphic analyses of ethanol and ethylene.
b Rate from quantitative chromatographic analysis of ethanol formation.
c Rate from quantitative chromatographic analysis of ethylene formation.
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The theoretical stoichiometry suggests a Pf/P0 ratio
of 3. The average experimental Pf/P0 value at four tem-
peratures and 10 half-lives is 2.8 (Table 1). The small
departure of the stoichiometry of reaction (7) from the
theoretical value may be due to some polymerization
of the substrate or the products. Additional verification
of the stoichiometry of reaction (7), up to 80% decom-
position, was obtained by comparing the pressure mea-
surements with the quantitative GC analysis of ethylene
formation (Table 2). Elimination reaction (7) is homo-
geneous (Table 3), since no significant variation in the
rate coefficients was obtained in these experiments when
using both clean Pyrex and seasoned Pyrex vessels with a
surface-to-volume ratio of 6.0 to both normal clean Pyrex
and seasoned Pyrex vessels, which are equal to 1.0.
The effect of the addition of different proportions of
toluene inhibitor is shown in Table 4. Therefore, the
elimination experiments were carried out in the presence
of at least twice the amount of toluene with respect to the
substrate in order to prevent any possible free radical
chain reactions. The rate coefficients were reproducible
with a standard deviation not greater than 5% at a given
temperature.


The first-order rate coefficients of this substrate calcu-
lated from k1¼ (2.303/t) log 2P0/(3P0�Pt) was indepen-
dent of initial substrate pressure (Table 5). A plot of
log(3P0�Pt) against time (t) gave a good straight line for
up to 80% reaction. The variation of the rate coefficients
with temperature is given in Table 7 (90% confidence
limits from a least-squares procedure) with the following
Arrhenius expression:


Ethyl N;N � dimethyloxamate : log½k1ðs�1Þ�
¼ ð13:06 � 0:34Þ�ð206:8 � 4:4ÞkJ mol�1ð2:303RTÞ�1;


r ¼ 0:9991


Ethyl oxanilate


The products from this pyrolysis reaction are phenyl
isocyanate and ethanol, and, in lesser amounts, aniline,
ethylene and carbon dioxide from ethyl oxanilate
[reaction (8)].


ð8Þ


Apparently, the theoretical stochiometry, on the as-
sumption of 1:1 parallel elimination, requires Pf/P0¼ 3.5.
However, the average experimental Pf/P0 value at four
temperatures and 10 half-lives was 2.9 (Table 1). The
result is evidently not a 1:1 ratio of parallel decomposi-
tion of the substrate. Therefore, the confirmation of the
stoichiometry of reaction (8), up to 72% decomposition,
was possible by comparing the pressure measurements
with the sum of the quantitative (GC) analyses of the
ethanol and ethylene formation (Table 2). The homoge-
neity of this reaction was examined in a vessel with a
surface-to-volume ratio 6.0 times greater than normal,
and determined as equal to 1.0 (Table 3). The packed and
unpacked clean and seasoned Pyrex vessels showed no
difference in rates. Therefore, reaction (8) may be said to
be homogeneous. The effect of adding different propor-
tions of propene inhibitor is shown in Table 4. According
to this result, the pyrolysis experiments had to be carried
out in the presence of at least twice the amount of
propene with respect to this substrate in order to prevent
any possible radical reactions. No induction period was
observed and the rates were reproducible with a re-
lative standard deviation not greater than 5% at a given
temperature.


The rate coefficient of this elimination was found to be
independent of initial pressures (Table 5), and the first-
order rate coefficient estimated from k1¼ (2.303/t)
log[2P0/(3P0�Pt)] agrees with the sum of the k-values
for ethylene and ethanol formation. The variation of the
overall and partial rate coefficients with temperature is
given in Table 8 [reaction (8)], and the corresponding
Arrhenius equations are expressed as follows (90% con-
fidence coefficient from the least-squares procedure):


Table 7. Temperature dependence of the rate coefficients
of ethyl N,N-dimethyloxamate


T ( �C) 104 k (s�1)


377.8 2.93 (�0.1)
389.1 5.69 (�0.2)
400.2 10.4 (�0.3)
408.0 17.4 (�0.3)
418.7 27.0 (�0.9)
429.7 49.7 (�0.9)


Table 8. Variation of rate coefficient of ethyl oxanilate


104 k (s�1)


T (�C) Chromatographya Ethanolb Ethylenec


350.4 3.08 2.34 (�0.1) 0.74 (�0.0)
359.2 5.30 3.95 (�0.2) 1.35 (�0.0)
370.4 10.6 8.00 (�0.2) 2.60 (�0.1)
379.5 18.3 13.5 (�0.2) 4.80 (�0.1)
391.0 35.2 26.0 (�0.5) 9.20 (�0.3)


a Sum of the rate coefficients obtained from the quantitative chromato-
graphic analyses of ethanol and ethylene.
b Rate from quantitative chromatographic analysis of ethanol formation.
c Rate from quantitative chromatographic analysis of ethylene formation.
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Ethyl oxanilate : log½kðs�1Þ� ¼ ð13:86 � 0:12Þ
� ð207:4 � 1:5ÞkJ mol�1ð2:303RTÞ�1; r ¼ 0:9999


Ethanol formation : log½kðs�1Þ� ¼ ð13:55 � 0:18Þ
� ð205:2 � 2:2ÞkJ mol�1ð2:303RTÞ�1; r ¼ 0:9998


Ethylene formation : log½kðs�1Þ� ¼ ð13:81 � 0:18Þ
� ð214:1 � 2:2ÞkJ mol�1ð2:303RTÞ�1; r ¼ 0:9999


The kinetic and thermodynamic parameters for the
overall and parallel eliminations of the several ethyl
esters of oxamic acid derivatives are given in Table 9.
According to these data and the formation of the products
of ethyl N,N-dimethyloxamate [Table 9, reaction (9)],
which has no H atom bonded to N, the elimination
process of this substrate is similar to that of an alkyl
ester of a carboxylic acid, which proceeds through a
concerted six-membered cyclic transition state type of
mechanism [step 1, reaction (9)]. The 2-oxo acid inter-
mediate at the working temperature is unstable and
decarboxylates, as in reaction (4), very rapidly, possibly
through a four-membered cyclic transition state [step 2,
reaction (9)] to give dimethylformamide.


The elimination products of ethyl oxamate [reaction
(6)] and ethyl oxanilate [reaction (8)] and the data in
Table 9 suggest decarbonylation to be the first steps of
decomposition [reaction (10), step 1]. Apparently, the
mechanisms may involve a semi-polar concerted three-
membered cyclic transition state similar to that in
reaction (5). However, the corresponding ethyl ester
intermediate may undergo subsequent fragmentations.


Thus, step 2 leads to the formation of an isocyanate,
perhaps through a concerted four-membered cyclic transi-
tion state, while step 3 affords ethylene and the corre-
sponding carboxylic acid. This acid intermediate could
then decarboxylate by way of a concerted cyclic four-
membered transition state (step 4). The fact that the partial
rate coefficient for the formation of phenyl isocyanate
from ethyl oxanilate is greater than that for the formation
of isocyanic acid from ethyl oxamate (Table 9) may be
due to the more facile abstraction of a hydrogen atom
from the PhNH group than from NH2 group (step 2).


Because of the different elimination pathways in
the N,N-dimethyloxamate pyrolysis, the overall rate
coefficient of this substrate cannot be compared with the
overall k values for ethyl oxamate and ethyl oxani-
late (Table 9). This result is surprising, since decarbonyla-
tion was expected to be the first step of the reaction. Further
studies relative to the influence of the (CH3)2N group in the
ethyl ester of the 2-oxocarboxylic acid may be needed in
order to explain the difference in mechanism.


EXPERIMENTAL


Ethyl oxamate (Aldrich), ethyl N,N-dimethyloxamate
(Aldrich) and ethyl oxanilate (Aldrich) of >98% purity
were employed [GC–MS: Varian Saturn 2000 with a DB-
5MS capillary column (30 m� 0.53 mm. i.d., 0.53mm
film thickness)]. The products of ethyl oxamate, which
are hydrocyanic acid, ammonia, carbon dioxide, ethylene
and ethanol, were identified as gases by GC–MS (Varian
Saturn 2000) with a DB-5MS capillary column (30 m�


Table 9. Kinetic and thermodynamic parameters of ZCOCOOCH2CH3 at 400
�C


k� 10�4 Ea Log �S 6¼ �H 6¼ �G 6¼


Z Reaction (s�1) (kJ mol�1) [A (s�1)] (J mol�1 K)�1 (kJ mol�1) (kJ mol�1)


N(CH3)2 Overall rate 10.2 206.8� 4.4 13.06� 0.34 �10.0 201.2 207.9
NH2 Overall rate 29.5 203.7� 2.5 13.28� 0.20 �5.79 198.1 202.0


Ethanol formation 20.0 208.0� 2.8 13.44� 0.22 �2.73 202.4 204.2
Ethylene formation 9.77 195.9� 2.3 12.19� 0.18 �26.7 190.3 208.3


PhNH Overall rate 57.9 207.4� 1.5 13.86� 0.12 5.31 201.8 198.2
Ethanol formation 42.0 205.2� 2.2 13.55� 0.18 �0.62 199.6 200.0
Ethylene formation 15.6 214.1� 2.2 13.81� 0.18 4.36 208.5 205.6


ð9Þ
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0.25 mm. i.d., 0.25mm). The quantitative analysis of the
product ethylene (Matheson) was carried out by using an
HP 5710A gas chromatograph with a Porapak Q (80–
100 mesh) column. Ethanol (Merck) was quantitatively
analyzed by using a 3 m column of Porapak S (80–
100 mesh).


Phenyl isocyanate and aniline as products of ethyl
oxanilate were identified as 1,3-diphenylurea and some
amount of phenyl isocyanate. 1,3-Diphenylurea results
from condensation of phenyl isocyanate with aniline
when collected in the trap. However, ethanol and ethylene
were collected as gases and quantitatively analyzed as
described above. All these products were identified by
GC–MS (Varian Saturn 2000) with a DB-5MS capillary
column (30 m� 0.25 mm. i.d., 0.25mm).


The pyrolysis products of ethyl N,N-dimethyloxamate
were examined and identified as dimethylformamide,
ethylene and CO2 by GC–MS (Varian Saturn 2000).


Kinetics


The kinetic determinations were carried out in a static
reaction system as reported previously.22–24 At each tem-
perature, 6–12 runs were carried out. The rate coefficients
were calculated from the pressure increase measured
manometrically and/or by the sum of ethylene and
ethanol products. The temperature was maintained within
� 0.2 �C through control with a Shinko DIC-PS 23TR
resistance thermometer and was measured with a cali-
brated platinum–platinum–13% rhodium thermocouple.
No temperature gradient was observed along the reaction
vessel. The starting materials were all injected directly
into the reaction vessel with a syringe through a silicone
rubber septum. The amount of substrate used for each
reaction was �0.05–0.2 ml.
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ABSTRACT: The Systematic Conformational Search Analysis (SCSA) code was employed to study the conforma-
tional properties of the 8�-hydroxy-germacradiene-6,12-olide isomers. This procedure was extended to the trans,cis-
and trans,trans-1(10),4-isomers of 8�,15-dihydroxy-germacradiene-6,12-olides and 8�-hydroxy-15-oxo-germacra-
diene-6,12-olides, to investigate structural and energetic analogies between these and the 8�-hydroxy-germacradiene-
6,12-olide species. The calculated 13C NMR spectra, at the hybrid DFT mPW1PW91 level, showed a sound
correlation with the corresponding experimental spectra, providing a valid support to the reliability of the calculated
structures and to the consistence of our conformational analysis. The results presented here allowed us to support our
previous mechanistic interpretation on the oxidation of 8�,15-dihydroxy-trans,trans-1(10),4-germacradiene-6,12-
olides to 8�-hydroxy-15-oxo-trans,cis-1(10),4-germacradiene-6,12-olides. Copyright # 2005 John Wiley & Sons, Ltd.
Supplementary electronic material for this paper is available in Wiley Interscience at http://www.interscience.
wiley.com/jpages/0894-3230/suppmat/


KEYWORDS: natural products; germacranolides; systematic conformational analysis; DFT calculations


INTRODUCTION


The oxidative reaction of 8�,15-dihydroxy-trans,trans-
1(10),4-diene-germacra-6,12-olides, i.e. compound 1a
and its derivative 1b (Scheme 1), to give the elemanes
3a and 3b presents an important side-reaction, improved
in acidic medium up to 100% yield, leading to the
unexpected heliangolides 4a and 4b.1


These findings induced us to hypothesize that com-
pounds 2a and 2b are the kinetically controlled products
that, in the presence of non-acidic oxidizing agents (e.g.
MnO2), give compounds 3a and 3b in high yields by
Cope rearrangement.1 Conversely, species 4 should be
the thermodynamically controlled product, obtained
through 2 by trans–cis interconversion1 of the C4—C5
bond after the acid-catalysed keto-enolic equilibrium.


Compounds 1a and 1b are derivatives of the natural
product cnicin, a metabolite isolated from some species
of Centaurea (Asteraceae)2 that shows interesting anti-
bacterial,3 cytotoxic and antifungal properties. Germa-
cradiene sesquiterpenoids have been investigated widely
for their biological activities and their central role in the


biosynthesis of other sesquiterpenes.2 Because of the
presence of two double bonds between C1—C10 and
C4—C5, it is possible to group them in four types of
isomers: trans,trans-germacradienes, cis,trans-germacra-
dienes (melampodienes), trans,cis-germacradienes (he-
liangodienes) and cis,cis-germacradienes.


Owing to its flexibility, the ten-membered ring of the
germacradiene species can adopt several conformations.
This feature could play a fundamental role in the reactiv-
ity of these compounds and in the biosynthesis of other
sesquiterpene skeletons.4 Concerning this, quantum
chemistry (QC) calculations could provide structural
and energetic suggestions on the mechanistic effects
caused by the conformational rearrangements of the
germacradiene isomers occurring in solution.


Indeed, involvement of the solvent in QC calculations
is a difficult computational challenge that strongly limits
the molecular size that is possible to investigate.5 For
this reason, when possible, as in the case of chemical
systems formed by low-polar organic molecules in non-
polar solvent, the approximation to compute properties of
gas-phase instead of solution-phase species is justified to
save computational time and is performed without loss of
critical details.6


It is possible to define the chemical properties of a
molecule characterized by different conformations hav-
ing small interconversion energies as the conformational
average of the same properties.7 An example of this
approach was given recently by mimicking, at the DFT
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level, the 13C NMR spectra of flexible organic com-
pounds using Boltzmann distributions.8 In any case, it
is generally of great consequence to analyse the confor-
mational space of a given species because this knowledge
can be of pivotal importance in molecular recognition
and perhaps in understanding the origin of a possible
catalytic effect9–11 and biological activity.12,13


The energies of the conformers of the trans,trans-
germacradiene-6,12-olides (species 5 in Scheme 2) and
8,12-olides have been calculated already by molecular
mechanics (MM) methods14–18 and it has been shown
that four distinct conformations of the ten-membered ring
can be adopted.


These conformers can be described as up–up (UU),
up–down (UD), down–up (DU) and down–down (DD),
depending on the orientation of the C14 and C15 methyl
groups4 (see also the Results and discussion section).


The MM studies pointed out that the most stable
conformation of molecule 514,18 presents crossed double
bonds and a UU arrangement of the two ring methyl
groups. Only recently has conformational analysis of the
other isomers of 5 been reported at MM level.15–17


In order to deepen the computational level on the
germacradiene studies and, in particular, to get informa-
tion on the conformational space of germacrane 6 of
Scheme 2 and of the 1a, 2a and 4a derivatives occurring
in the side-reaction path of the mechanism in Scheme 1,
the multi-step Systematic Conformational Search Analy-
sis (SCSA)19 has been employed.


In detail, the conformational space of the four geome-
trical isomers of 8�-hydroxy-costunolide (germacrane 6,
which differs with respect to compound 514,18 by the �-
group on C8) and the conformational space of the
trans,trans- and trans,cis-isomers of compounds 1a and
2a have been analysed at DFT level.


Owing to the peculiarity19 of the SCSA approach,
conformational analysis of species 2a allowed us to fix
accurate conformational information also on species 4a.


The calculated 13C NMR spectra of the conformers
supported the reliability of the SCSA procedure, whereas
conformer energetic analysis allowed us to find mechan-
istic details on the side-reaction path of Scheme 1.


In the next section a short description of the SCSA
approach and references on the method to calculate the
GIAO 13C chemical shifts are given. The SCSA treatment,
as well as the calculated and experimental NMR compar-
ison and our conclusions, are presented later. Finally,
detailed energetic aspects that are useful to understand
the mechanistic aspects of the side-reaction path of
Scheme 1, are available in supplementary material.


The acronym n-XX-YY-m is used to denote the mth
conformer of compound n. In the acronym XX, i.e. TT or
CT or TC or CC, defines the trans,trans-, cis,trans-,
trans,cis- and cis,cis-isomers as determined by the pre-
sence of the two double bonds between C1–C10 and C4–
C5 (see schemes), whereas YY defines one of the
possible orientations (UU, UD, DU or DD) of the C14
and C15 methyl groups in the isomers.4


METHOD AND COMPUTATIONAL ASPECTS


The species discussed in this paper are low-polarity
molecules soluble in CHCl3 or CH2Cl2. The final discus-
sion and conclusions on these species rely on a hybrid
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DFT in vacuo conformational analysis performed at the
MPW1PW91/6-31G(d)20 level. The approach has been
chosen in the hypothesis that the solute–solvent interac-
tions and the temperature changes should slightly affect
the relative energy of the conformers.6


To test solvent and temperature effects,21 self-consistent
reaction field (SCRF)22 single-point calculations on the
in vacuo optimized structures of given conformers of the
1a, 2a and 4a derivatives (namely 1-TC-UD-1, 1-TT-
UU-1, 2-TT-UU-1 and 2-TC-UD-1) were performed by
applying the polarized continuum model 23 in the cosmo
approach (CPCM) 24 of the solvent, namely chloroform at
298.15 K.


The �E values between homonymous compounds
in vacuo at 0 K and in chloroform at 298.15 K differed
on average by ca. 5%, confirming the hypothesis
above.


The conformational analysis on the geometrical iso-
mers was performed by the SCSA algorithm.19 In the
following, the main steps involved in the SCSA to study a
given isomer among the 8�-hydroxy-germacradiene-
6,12-olide derivatives are reported as an example:


(i) Preliminary systematic search on ca. 2� 106 mole-
cular geometries obtained from one parent struc-
ture:19—this procedure, by employing bump and
distance matrix checks, reduced the number of
possible geometries to ca. 2� 102 starting struc-
tures.


(ii) Low-level geometry optimization on the starting
structures and energy and distance matrix checks
on the corresponding low-level minima:19—in this
step, after the AM125 optimizations, analogous
conformers were eliminated by the distance and
energy filter and the most stable ones (ca. 3� 101


in an energy range of 80 kJ mol�1) were collected.
(iii) Energy refinement on the low-level optimized con-


formers:19—here, high-level geometry optimiza-
tions were performed on the already low-level
optimized conformers. The high-level optimizations
in this work were accomplished by the
MPW1PW91/6-31G(d) hybrid DFT method.20


The DFT optimizations were followed by energy
and distance matrix checks. Thus, analogous
structures were eliminated and the final ones
(ca. 2� 101 in an energy range of 80 kJ mol�1)
were selected.


In the protocol above, each dihedral angle in the first
step was incremented by a fixed value of 60� or 180� for
the saturated and unsaturated bonds, respectively. All the
possible combinations of the dihedral angles were con-
sidered throughout the analysis of the conformational
space. Interatomic distance monitoring was performed by
bump check and distance matrix procedures in order
to verify that the atoms of a given conformer were
not falling in non-physical neighbouring spots26 and to


impose structural constraints such as those useful to
preserve the bicyclic starting structure.


The conformations of the TTand TC isomers of 1a and
2a were obtained by geometry optimizations, at
MPW1PW91/6-31G(d) level, of derivatives obtained by
substitutions of one or two hydrogen atoms with one
hydroxy or one oxo group on the corresponding confor-
mers of compound 6 and, allowing three more rotations
(120�) along the C—CH2OH bond and two more rota-
tions (180�) along the C—CO bond. This procedure
allowed us to characterize the 4a conformers by, analys-
ing the 2a conformational space.


The GIAO 13C chemical shift (�) of the carbon atoms,
to be compared with the experimental ones in order to
monitor the consistence of our conformational search
results and to re-verify the starting hypothesis on the
environment effects, were obtained following a proce-
dure described in Ref. 6.


All the QC calculations were performed using the
Gaussian 98W program package.27


RESULTS AND DISCUSSION


The energetics concerning all the species discussed in
this section rely on the hybrid DFT in vacuo calculations
performed by step (iii) of the SCSA protocol19 at the
MPW1PW91/6-31G(d) level.20 The energy difference
values corresponding to the conformer structures found
within each of the four families of isomers 6 are shown in
Fig. 1. In these geometrical isomers–1(10)-trans,4-cis
(TC), 1(10)-cis,4-cis (CC), 1(10)-cis,4-trans (CT) and
1(10)-trans,4-trans (TT)–the trans and cis notation was
referred to the relative position of the ring carbons C3
and C6 and C2 and C9 bound to the two double bonds
C4—C5 and C1—C10, respectively.


Figure 1. Energy difference values at DFT level (see also
Table S1) of the 60 isomers found for compound 6 deter-
mined by step (iii) of the SCSA protocol: (&) TC, (*) CC, (~)
CT and (!) TT isomer families
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Tables S1–S3 (see Supplementary material) show the
values of the angles (�1 and �2) that the C10—C14 and
C4—C15 bonds set with the C10—C4—C7 plane (see
Scheme 1). It is recalled here that the values of the angles
above characterize, by a previously introduced notation,4


the nomenclature of the conformers, employing U or D
when �1 and �2 are larger than 20� or smaller than
�20�, respectively. We have also introduced the notation
plane (P) when �1 or �2 were within the range �20� and
20�.


Sixty minima of compound 6 were found within
85 kJ mol�1. Figure 2 shows the absolute energy mini-
mum structures of the four isomers of compound 6.
Conformer TC-UD-1 shows the lowest energy value
(its two double bonds are in a parallel orientation and the
structure is relaxed in a kind of chair conformation where
the steric repulsions are minimized) and it is stabilized by
>10 kJ mol�1 with respect to the other conformations of
the TC isomers. Thus, referring to the Boltzmann
distribution of the 6-TC species,8,19 we could thoroughly
assume that at room temperature the 6-TC-UD-1
conformer should be almost the only species in
solution.


Similar considerations, supported by the data of Table S1,
allow us to conclude that the TT isomer essentially
should exist as the 6-TT-UU-1 conformer, whereas the


CC isomer should be represented mainly by a mixture of
the 6-CC-DD-1, 6-CC-DD-2 and 6-CC-UD-1 species,
and the CT isomer by a mixture of the 6-CT-DU-1 and 6-
CT-DU-2 species.


The structure of 6-TT-UU-1 (Fig. 2) is in good agree-
ment with the MM results on compound 5,14–18 the two
double bonds being in the same crossed orientation. From
the considerations above, it is possible to conclude that
the presence of the hydroxyl group in C8 does not induce
appreciable distortions in the geometry minima.


Although the lowest energy minima found here at DFT
level are in agreement with the results of the conforma-
tional analyses performed at MM level,14–18 some differ-
ences concern the stability order of the higher energy
species within a given family of isomers.


However, we are confident that the SCSA results of
the present work are more consistent than the MM
results,14–18 either because they have been performed at
higher theory level or because a larger number of local
energy minima have been found.


The structures of the whole energy minima and the
difference energy values of the conformers belonging
to the TC and TT isomer families of 1a, 2a and 4a
are shown in Figs 3–6. The number of conformers is
increased directly by the presence of the hydroxy or the
oxo group.


Figure 2. Structure of the conformers corresponding to the absolute energy DFT minima, determined by step (iii) of the SCSA
protocol, of the different isomers of compound 6: 6-TC-UD-1, 6-CC-DD-1, 6-CT-DU-1 and 6-TT-UU-1
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Several conformations show the same germacrane
skeleton, the only difference being the relative position
of the hydroxyl or oxo groups on C15. This occurs for the
1-TC-UD-1 and 1-TC-UD-2 species (see also Table S2),
whose energy difference is 2.3 kJ mol�1, suggesting that
both conformers should be present simultaneously in
solution at room temperature.


The agreement of both the stability order and the
structure geometry of the energy minimum conformers
found between the two isomers of 8�,15-di-hydroxy-
germacradiene-6,12-olide and 8�-hydroxy-15-oxo-ger-
macradiene-6,12-olide and the corresponding conformers
of compounds 6 induces us to hypothesize that the hetero-
atom substitution on C15 and the intra-molecular inter-
actions should affect the structural stability of these


species less than the germacrane ring tension. This
hypothesis seems to be confirmed, observing that some
conformers of salonitenolides (TT isomers of species 1)
present a hydrogen bond between the hydroxyl on C15
and the oxygen atom of the lactone ring, e.g. 1-TT-DD-
1* in Table S2, is less stable than the 1-TT-UU-1 and 1-
TT-UU-2 species.


Concerning 8�,15-di-hydroxy-germacra-trans,trans-
1(10),4-diene-6,12-olide (1a in Scheme 1), the results
of the conformational search are supported by ROESY
NMR spectroscopy measurements, indicating the exis-
tence of such a compound in UU conformation. Both
lowest energy minimum structures (1-TT-UU-1 or 1-TT-
UU-2) separated by 5.6 kJ mol�1 are hence congruent
with the experimental results.


Figure 3. Structures of the conformers corresponding to the absolute energy DFT minima, determined by step (iii) of the SCSA
protocol, of the isomers of compound 1a: 1-TC-UD-1 and 1-TT-UU-1


Figure 4. Structures of the conformers corresponding to the absolute energy DFT minima, determined by step (iii) of the SCSA
protocol, of the isomers of compound 2: 2-TC-UD-1 (identifying the most stable among the 4a conformers) and 2-TT-UU-1
(identifying the most stable among the 2a conformers)


1120 A. M. MAGGIO ET AL.


Copyright # 2005 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2005; 18: 1116–1122







We have found a good linear correlation between the
calculated and experimental values1 of the 13C chemical
shift (�) of compounds 1a, 2a and 4a of Scheme 1 (see
Table S4 and Fig. 7). This result supports the calculated in
vacuo conformational structures (1-TT-UU-1, species 1a
of Fig. 3; 2-TT-UU-1 and 2-TC-UD-1, species 2a and 4a
of Fig. 4) being consistent with the experimental solution
structures.


Finally it has to be underlined that a careful analysis
of Figs 1–3 provides outstanding support to the side-
reaction path of the mechanism in Scheme 1 (route
1a! 2a! 4a). In fact, independently from the func-
tional group in C15, i.e. for all the germacrane com-
pounds 6, 1 and 2 investigated, the TC-DU-1 isomer is


ca. 40 kJ mol�1 more stable than the TT-UU-1 isomer
(see also Figs 1, 5 and 6).


Owing to this occurrence, when isomerization of the
C4—C5 double bond is possible, e.g. by the acid-
catalysed keto-enolic equilibrium as in the case of com-
pound 2a, the TC isomer on an energetic basis should be
the only product observed.1


The energetics findings of this paper can be utilized
also for rationalizing mechanistic evidence and for de-
signing a synthetic route to the title derivatives. For
example, it can be framed in the energetic context above
that it is possible to obtain the 15-oxo-trans,trans-
1(10),4-diene-germacra-6,12-olides by using no acidic
oxidating agent and, conversely, that it is not possible to
isolate natural products such as the 2a and 2b derivatives.
Regarding the latter findings, it is probable that the 2a and
2b species, on the basis of biogenetic considerations,28


can exist just as plant metabolites because of their easy
isomerization to the more stable thermodynamic isomers.


CONCLUSIONS


The SCSA approach employed to investigate the confor-
mational space of the four geometrical isomers of 8�-
hydroxy-germacradiene-6,12-olide, (compounds 6), fur-
nishes a greater number of conformers than that obtained
previously at MM level for the analogous germacradiene
compound 5.


The occurrence of the side-reaction leading to the 15-
oxo-trans,cis-1(10),4-diene-germacra-6,12-olides (com-
pounds 4a and 4b), which takes place by oxidation
of 15-hydroxy-trans,trans-1(10),4-diene-germacra-6,12-
olides (compounds 1a and 1b) to the elemanes (com-
pounds 3a and 3b), could be explained by considering the


Figure 5. Energy difference values of the 75 isomeric
species found for compound 1a at the DFT level by step
(iii) of the SCSA protocol: (&) TC and (*) TT isomer families


Figure 6. Energy difference values of the 48 species found,
at DFT level by step (iii) of the SCSA protocol, for compounds
2a (*), corresponding to the TT isomer, and 4a (&),
corresponding to the TC isomer


Figure 7. Correlation plots of calculated versus experimen-
tal 13C NMR chemical shifts.1 compound 1-TT-UU-1 (line a,
species 1a), compound 2-TT-UU-1 (line b, species 2a) and
compound 2-TC-UD-1 (line c, species 4a)
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energetics involved in the heliangolide conformers and in
the conformers of those derivatives that in the present
work were denoted as species 2a and 2b.


Supplementary material


Tables S1–S3 report, for the TC, TT, CC and CT isomers
of compounds 6 and for the TC and TT isomers of
compounds 1a and 2a, the list of the energy differences
and the values of the angles �1 and �2 formed, respec-
tively, by the C10—C14 and C4—C15 bonds with the
C10—C7—C4 plane. It has to be stressed that the TC
isomer of the 2a conformers is the species here denoted
as 4a. Table S4 reports the intercept, the slope and the
correlation coefficient, obtained by least-squares linear
fits, of the calculated versus experimental 13C NMR
chemical shifts relative to compounds 1a (conformer 1-
TT-UU-1), 2a (conformer 2-TT-UU-1) and 4a (confor-
mer 2-TC-UD-1). These tables are available in Wiley
Interscience.
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